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1 Introduction

When talking about forecasting and about future studies the term “weak signals” (with its implication of being able to identify the very first signs that something will becomes significant, like a change of paradigm or technology in TEL) is recurrently mentioned but although there is already a history of weak signal collection the definition as well as the methodology to be used is somewhat unclear. 

“Weak Signals” is a rather fashionable term used in parts of the future-watching community, although it is an ill-defined term as evidenced by the lack of a specific entry in Wikipedia. There is an air of mystique and magic about Weak Signals Analysis. 

On the one hand, the importance of collecting weak signals seems very convincing as it allows businesses or fields of research for detecting opportunities that are not mainstream yet and thus give the organisation the chance to be ahead of others. On the other hand, scepticism arises from the difficulties to define the term besides other challenges weak signal research has to face. 
The aim of this document is to clarify our understanding of Weak signals in the context of TEL and to define a methodology and a plan how to capture these signals from variety of sources. The approach undertaken as well as the results will support the roadmapping of TEL stakeholders in the TEL-Map roadmapping activities. In the context of TEL-Map, weak signals are being identified through three approaches (described in chapter 3). The approaches include:

· Delphi study

· Semantic analysis 

· Analysis of influence networks 

First results are included for the first two approaches in this deliverable. The third approach of influence networks analysis will be studied further in WP4 while this deliverable demonstrates how this approach has been applied in a different domain.

The structure of the document is the following. Chapter 2 describes our understanding of Weak signals. Chapter 3 describes the methodology (the three approaches mentioned previously) for capturing weak signals. Chapters 4 and 5 introduce the main approaches for capturing these signals. Finally chapter 6 summarizes and compares the initial results of the weak signals collection process.
2 What is a weak signal?

The aim of this chapter is to define “weak signals” in a way useful to TEL, to gather characteristics of a weak signal and to contrast advantages and disadvantages that are associated with weak signal collection against each other to come to a more concrete and practical definition of the term to be used in the framework of the TEL-Map project. 
A Weak Signal is essentially a sign of change that is not yet generally appreciated. In some cases the majority of experts or people generally would dismiss it as being irrelevant or simply fail to notice it. In these days of social software and ubiquitous near-instantaneous global communication the focus is generally on trends and mainstream developments. Thought leaders of various kinds - individuals and organisations - wield huge power over the focus of attention of a following majority. 

According to Ansoff and McDonnell (1990), who coined the term, “Weak signals” are “imprecise early indications about impending impactful events” (p. 20), while strong signals are “sufficiently visible” and “concrete”. Over time weak signals (initially perceived by a few, contested by others, like early signs of possible challenges to the economic system, or possible human-induced climate change) either turn out to be false signals or turn into strong signals and pass five stages during this evolution: 1) the sense of threat/opportunity, 2) the source of threat/opportunity is known, 3) the shape of threat/opportunity is concrete, 4) the response strategies are understood and 5) the outcome of response is forecastable (c.f. Uskali, 2005). The concept of weak signals stems from the business field where players want to detect future opportunities and avoid overseeing them, respectively, and thus place their foot in the market before anybody else does. Not every apparent weak signal is to be trusted. In the business field, it is commonplace for false information to be introduced to influence events, e.g. in the form of rumours targeted at gullible people who want to believe that they have spotted an opportunity early. 
With the exception of false weak signals, in general weak signals bear “information on potential change of a system toward an unknown direction” (Mendonça, Pina e Cunha, Kaivo-oja, & Ruff, 2004, p. 205).  That conception of a weak signal is a signal that is hardly perceivable at present but constitutes a strong trend in the future (Godet, Coates, & Degenhardt, 1994). 

There are several overlapping terms that are used almost interchangeably such as emerging issues, wild cards, etc. which will be discussed later in this chapter. 

Hiltunen (2006) describes weak signals as currently small and seemingly insignificant issues and events which have the potential to tell us about the future. He relates weak signals to wild cards (c.f. Figure 1). Wild cards are surprising events with high impact in the future which can be predicted with the help of weak signal analysis.  Weak signals are to be found under a layer of noise which makes them difficult to detect. Once they have passed this layer they are said to become strong signals. As the nature of wild cards is that they happen rapidly the time to react is short. Thus, detecting weak signals that hint towards wild cards is said to help businesses or organisation to be better prepared for the case. The described relation of weak signals and wild cards is shared by Mannermaa (1999a; cited after Hiltunen, 2006) who sees weak signals as anticipations of wild cards. 

[image: image2.emf]
Figure 1 Relation of Weak signals to Wild cards (Hiltunen, 2006, p.65)
Hiltunen (ibid) also mentions hindsight as a potential approach to detect weak signals which is in conflict with other definitions and basic characteristics such as the one given by Mannermaa (1999b; cited after Kuosa, 2010): “Weak signals do not have any history and therefore lack a time series that could be used as a basis for modelling. They are, by nature, unique and irreproducible. [. . .] A weak signal can be recognised for being a freak, a weird phenomenon. Normal or average economic knowledge rejects it because it usually originates outside the current systems, from the margins of conventional wisdom. Nearly all revolutions in technology, economy and society have, at first, been weird and have developed in the peripheries of the society” (ibid., pp. 33–37).  Terms such as “freak” and “weird” carry connotations of infrequent events that involve revolutions and Disruptive Innovation. Yet logically there is no reason for weak signals to arise only in those contexts: there can also be weak signals of frequent events that involve sustaining innovation.
For Kuosa (ibid) weak signals must have a big effect in the future, otherwise signals would just constitute meaningless chatter (c.f. Table 1). 
Table 1: Signals: probabilities and effects 
(Kuosa, 2010, p. 43)
	
	Small effect
	Big effect

	Small probability of coming true 
	Meaningless chatter
	Weak signal

	Big probability of coming true 
	Original trend
	Megatrend


Of course, the real question is how can you differentiate between the different types of signals, i.e. a weak signal and a meaningless chatter, following a few heuristics from Kuosa and Coffman.  Kuosa developed future signals sense-making framework (FSSF) in which he differentiates between weak signals, drivers and trends, whereby weak signals can either be non-linear or linear or in other words, disrupters and enablers. 

Table 2: Future signals sense-making framework (Kuosa, 2010, p. 45)
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Coffman (1997) lists several characteristics of weak signals which in comparison to other definitions seem more concrete and operationable: 

1.
an idea or trend that will affect how we do business, what business we do, and the environment in which we will work

2.
new and surprising from the signal receiver's vantage point (although others may already perceive it) 

3.
sometimes difficult to track down amid other noise and signals

4.
a threat or opportunity to your organization

5.
often scoffed at by people who "know"

6.
usually has a substantial lag time before it will mature and become mainstream

7.
therefore represents an opportunity to learn, grow and evolve.

General usage of the term “weak signals” implies they are very vague at first and difficult to detect and become stronger and clearer with time (Nikander & Eloranta, 1997). Therefore the weak signal analyst must be prepared to deal with uncertain and vague information and to observe its evolution over time. According to Coffman (1997), “No weak signal ever rises to dominance by itself, but is accompanied by shifts in political, economic, technological, and social thought and invention”. This fact has been taken into account in the development of the specific weak signal analysis method applied in Tel-Map project as the initial interviews with different stakeholder groups that are used to extract Delphi statements contain a series of questions that try to detect broader developments in different areas impacting on TEL in the future.  
However, there lie several challenges in all definitions of weak signals: How to distinguish between weak signals and noise (including deliberately misleading signals)? Who should be detecting? Which sources are useful? How to differentiate between strong and weak signals? etc. 

2.1 Sources of Weak Signals 

One of the first questions we had to address was where to look for weak signals relevant to TEL and whether some sources were better than others. In their study of sources for weak signals, Hiltunen (2008) differentiated between texts, online resources and human sources. Our understanding of sources is slightly different. We believe that the defining difference between potential sources is the possibility to interact with the source. Or put differently, recorded sources such as reports, blogs, postings, patent databases, TV recordings etc. are static in that they cannot elaborate on the signals they contain, whereas human sources engaged in face-to-face debates, virtual chats or email exchanges can provide further contextual information if needed (e.g. reasons, assumptions, examples etc.). Hence we suggest distinguishing between recorded sources (static) and human sources (dynamic).  A third source is seen in linked sources, which could be seen as a variation of the recorded sources, but given the increasing importance of understanding network effects, social networks or influence networks are seen as an additional source for identifying weak signals.  
Hiltunen’s (2008, p. 28) study revealed that the most frequently used sources of weak signals are researchers, future studies experts and colleagues. In his priority ranking the first textual source (Journals) comes on fourth place. This finding appears less surprising if we take into account estimates suggesting that 70% of new knowledge is never published (Day, Schoemaker, & Snyder 2009), and also consider that major journals have a publication backlog of 2-3 years, so printed articles describe long-past work and are therefore unlikely sources of weak signals; contrast this with the immediacy of the “grey literature” of work-in-progress and articles-accepted-for-publication-but-not-yet-edited.  The same reasoning applies to patents: often it takes years to be awarded a patent, so patent databases may not be a good source of weak signals.
2.2 Why do Weak Signals Escape us so Easily?

In this section we want to ask why it seems so difficult to spot early warnings of disruptive innovations in TEL (meaning innovations that could displace or replace TEL or have a major effect on current TEL goals, actors, processes, products, content and strategies), and also why it is hard to spot sustaining innovations (meaning innovations that support and enhance the current TEL universe). Weak signals of both disruptive and sustaining innovations need to be spotted, to assist the planning of research in and use of Technology Enhanced Learning (TEL). Generally speaking, incorporating weak signals in strategic discussions is a known dilemma because on one side the vast variety of potential signals requires us to select which signals to process and which to ignore and on the other side the very concept of ‘weak signals’ disqualifies the selection rules we would usually apply, such as selecting signals that stand out or signals that have been helpful in the past (Ilmola & Mustonen 2003). 

Filtered Communications 

Studies about what does stop people from perceiving early warnings or emerging opportunities go back to March and Simon’s concept of bounded rationality (March 1978).  In short, people operate with satisficing rather than optimised solutions and tend to analyse situations based on heuristics rather than systematic evaluations. Such tendencies are reinforced within organizations whose past success gives them a strong position compared to current competitors, and as a result do not seek weak signals. Similar factors apply at the level of individuals: if people are in a comfortable job or can easily change jobs, they will not seek weak signals. Likewise if they are very busy with their immediate tasks (e.g., have to focus on doing what is needed today: specified tasks with timeframes, targets to meet, objectives to satisfy; a focus on their annual performance review), they will not reflect upon changes in the external environment that could affect them eventually, and they will be slow to change the metrics they use to assess their risks and to benchmark their performance against others. Also, typically people work within a group or professional community with its own norms and short-term concerns, and with information gate-keepers. These are all types of filter, not conducive to WSA.

Applying bounded rationality to Weak Signals Analysis (WSA), several authors discuss filters as the primary reason for organisations missing weak signals (Choo 1996; Ilmola & Mustonen 2003).  Such filters can include: 

· Epistemic blind spots (surveillance filters),

· Group think (dominant mental model filter),

· Undispersed information (power filters).  

To be clear, filters are not necessarily undesirable as they help us to use our attention economically. Kahneman (2003) refers to this as common sense psychology or intuition, that is, quite often decisions are taken in seemingly irrational ways but are still in the best interest of the actor. Hence, filtered interpretations can still be entirely rational. The operational framework for WSA introduced in this report, however, needs to prevent unrecognised or unhelpful filtering and encourage experts to 
· extend the scope of environmental scanning, 

· introduce alternative mental models and 

· make unfiltered information widely accessible.     

Untapped Creativity 

From the perspective of creativity-focused analysts, there is no need for WSA if the aim is to extrapolate trends from historical data. Rather, WSA’s known strength lies in tapping into people’s creative thinking. This strength, however, presents also a challenge as this type of inquiry is not well supported by conceptual and methodological frameworks (Popper 2008). In passing, we note that this gap in support might be addressable using new forms of TEL, and could be an opportunity for TEL. More generally, creativity is needed for re-perceiving problems or for finding novel solutions. However, not every creative act requires the discovery of something new. Being creative can also mean to extend or synthesize known positions (Sternberg 2006). A creative person pursues “ideas that are unknown or out of favour but that have growth potential. Often when these ideas are first presented, they encounter resistance. The creative individual persists in the face of this resistance ...” (Sternberg 2006, p. 87). 
A systematic, interdisciplinary overview of creativity has been outlined by Margaret Boden (2004), she relates creativity to concrete activities such as (a) invoking unfamiliar combinations of familiar ideas; (b) exploring familiar conceptual spaces for unfamiliar applications and (c) transforming familiar conceptual spaces though fundamental changes – a new thinking style, a different set of assumptions or introducing a completely new set of objectives. 
As a minimum, creativity requires perseverance and divergent thinking – both are personal characteristics that need to be encouraged by organisations and could be supported by TEL. The organisational part is important, as creativity needs ‘action on the ground’ to materialise. In other words, creative persons need to decide to apply their skills to a concrete situation and get a chance to make it work. Therefore, organisations that want to encourage creativity provide platforms where creative ideas can be presented, reward divergent ideas and allow for the necessary time to follow up on creative insights. By declaring 2009 the European Year of Creativity and Innovation, the European Union acknowledged the innovative capacity related to creativity as a personal attribute based on cultural and interpersonal skills and values (Commission of the European Communities 2008). Whereas creativity occupies a significant share of the curriculum in early school years its share diminishes drastically in the course of later education (Sternberg 2006, p. 87) and is often poorly supported at the adult workplace. During the WSA we need to challenge the creativity of our informants in constructive ways.  
3 Methodology
The act of anticipating what the next trend/meme/etc will be, and then seeking examples of it, could be construed as looking for a weak signal. There are a number of problems with identifying these and a naive approach is bound to fail; for example, to ask people to "tell me some weak signals" is equivalent to asking them to tell of something they think is irrelevant but could also be important – unfathomable to the human mind. Equally problematic is the question whom to ask, as people who are associated with whatever is currently successful (and maybe got involved in that at the trending stage) are not necessarily suited best to recognise weak signals in other areas; the same applies to people who are expert in one area – will their expertise transfer to weak signals in another area? The point here is that the person who spots a sign of change or who fosters such a change may well be an outsider, on the periphery or be in a little known sub-culture.
This chapter is divided to 3 sections (Human sources, Recorded sources and influence networks). The methodology for collecting weak signals will be described for all while the focus of this deliverable is in the human and recorded sources.  
3.1 Human Sources: A real-time, policy Delphi   

The operational framework developed in this section helps to set up a process by which key people are enabled to indirectly generate weak signals relevant to TEL.  The framework is derived from a literature review of existing WSA activities and applied to the roadmapping strand of TEL-map.  
The framework is based on three decision points: 
· sources of weak signals (previous section 1.2); 
· participants in the process (later section 3.1) and 
· structuring the debate (this section 2.1).  
The primary mechanism chosen to circumvent the three filters as listed in section 1.3, is a multi-staged, structured dialogue between different stakeholder groups including researchers, businesses and adopters in the TEL area.  It is worth noting that TEL research in itself already integrates views from multiple research disciplines, but disciplines emerge and evolve, so if we take a longer view, a future mix of TEL-relevant disciplines may look quite different from today. However, we argue that a multi-stakeholder view is distinct from multi-disciplinarity in that different stakeholders have interests in different stages of the innovation process, resulting in different priorities.  Consequently the analysis of weak signals in TEL as elsewhere is closely linked to the innovation process, ranging from conceptualising, and prototyping an idea to reproducing the idea in an industrial way, eventually becoming a means to satisfy end-users’ needs (Butter & Hoogendoorn 2008).
3.1.1 Delphi Studies 
When looking for a method to obtain and interpret weak signals, major selection criteria were the project’s individual information processing capacity and the accessibility of related human source. Further on, expectations as to how weak signals should be presented and inform strategic decisions had to be taken into account early on. For example, we had to consider whether we wanted results to be primarily quantitative or qualitative and whether we were aiming for weak signals indicating plausible, desirable or both types of future changes (Gordon 1992). 
Delphi studies belong to the group of idea generating group interactions whereas inhibiting group processes are minimised. Structured dialogues between experts from different stakeholder domains are the strength of Delphi Studies. Typical elements of Delphi studies are (a) anonymity to prevent groupthink and (b) undue influence of vocal individuals and (c) the possibility to reassess previous views based on insights provided by others (Gordon 1992).  Both of these attributes allow participants to introduce intuitive knowledge or alternative interpretations of any given situation. Hence, Delphi studies help to circumvent ingrained patterns of interpretation, one of the filters discussed earlier (section 1.3). 

Policy Delphi

Classical Delphi Studies aim to create a consensus between experts based on the assumption that predictions of agreeing experts are more likely to be correct than averaged predictions of disagreeing experts (Franklin & Hart 2007). In practice, however, Delphi studies often reveal more through polarised responses than through consensus (Mullen 2003). This benefit is sought after in a policy Delphi, which – unlike the classical Delphi – aims to increase the number of alternative view points and to capture the reasons behind disagreements (Turoff 1970).  In this context, deviating responses (characterised through atypical standard deviations or multimodal distributions of Delphi ratings) can reveal weak signals. Hence a policy Delphi’s focus is on analytical communication (disensus) rather than just decision making (consensus) (Needham & Loë 1990). What matters in a policy Delphi is a group composition that reflects different types of engagement. Needham et al. (1990) distinguish between objective engagement (e.g. TEL researchers), mandated engagement (e.g. TEL policy makers) and subjective engagement (e.g. TEL users, TEL providers).   Particularly in the field of education, Delphi studies have been recognised as valuable educational tools that could help learners to engage with complex problems. As an example: “The first uses of ORACLE [a Delphi system] to help professors and administrators deal with conflict began in the early 1974 school year. In this dialectic inquiry mode, ORACLE is used as a kind of blackboard on which opposing sides in a disagreement can sketch their positions. Usually the participants are "coached" in advance by a Conflict Manager as to what kinds of supportive evidence should be entered along with the "items" used to express the two groups' positions.” (Johansen & Schuyler 2002, p. 544)
Real-Time Delphi
Whereas the policy Delphi represents a variation in terms of outputs, a real-time Delphi introduces variations in terms of how the study is executed. “Real-time” refers to the immediacy of the feedback which is given to the participants reflecting evolving group results, minimizing the usual delay between the several rounds of the conventional Delphi (Linstone & Turoff 1976, p. 7). Hence in a real-time Delphi study exploring various viewpoints, gathering pertinent information, clarification of terms (e.g. what do we mean by importance, desirability, or feasibility) as well as bringing out a group’s reasons for disagreements could be merged into one phase, however, establishing some milestones throughout the Delphi process is recommendable. 

Due to the relatively costly nature of Delphi studies – workshops, distribution of materials, increasing attrition rates when Delphi studies took too long – the use of computers had been discussed as early as 1968 (ibid).  However, modern forms of ICT (e.g., smartphone) make Delphi much easier. Using ICT to run a Delphi is not only impacting on the speed of argumentation, it can also contribute to an improved presentation of Delphi interim outcomes.   Typically, participants can see scatter plots that enable them to see their own responses compared to other group responses, including the variance within the group (Linstone & Turoff 1976, p. 401). Of course, the use of ICT can also have a downside. Given the anonymity of participants, eliciting extensive feedback or explanations concerning their votes is a challenge.  
3.1.2 Comparable Delphi Studies
Prior to planning our Delphi study, we reviewed comparable studies with the aim to extent these where possible and also learn from them in terms of pitfalls and strategic decisions during their implementation. Comparable Previous studies on roadmapping the future of TEL include:
· Learning in Europe Observatory on National and International Evolution -Leonie (2005) http://www.edu-inno.bme.hu/pages/projektek/archive/leonie/Delphi_survey.pdf 

· Sustaining Technology Enhanced Learning at a LARge scale - STELLAR (2011) http://www.stellarnet.eu/kmi/deliverables/20110315_stellar___d1-3A.pdf
· JISC Observatory Disruptive Innovation Online Survey – Jisc Study (2011) http://observatory.jisc.ac.uk/docs/Disruptive%20Innovation%20Study%202010%20Report.pdf
Table 3: Previous roadmapping the future of TEL-studies
	Method 
	LEONIE (2005) 
	STELLAR (2011) 
	JISC Study (2011) 

	Scope of 
inquiry 
	External: Policies, Infrastructures, Needs

Internal:  Pedagogies, Resources, Markets   
	Areas of tension (e.g. personalisation vs. privacy)

Core research areas (e.g. Interoperability) 
	ICT-based innovations, potentially disruptive to current models of higher education 

	Forecast 
Period 
	10 y 
	10 y 
	10 y

	Starting Foundations 
	Literature Review 
	Survey of Consortium Partners 
	Brainstorming Session
(revisits possible) 

	Further Inquiries 
	- Likelihood of policies 
- Appropriateness of     policies 
- Influence of Drivers
	Likelihood & 
Desirability of Developments 
	Likelihood & 
Impact of
Developments 

	Objective 
	Consensus on future TEL drivers and appropriate policies 
	Consensus on future research themes -> Areas of tension (bi-modal responses)  
	Collection of innovations 
and their impact   

	Methodological Lessons Learned   
	No European uniformity – differences by country and educational  system hard to catch 
	Integration of internal and external rounds 
	Little use of 
comment section   


Main Findings – ‘What is likely to impact TEL?’
The Leonie study found that

· European training and learning landscape is very diverse and idiosyncrasies need to be taken into account when comparing country specific data; quote: “one size fits all hypotheses are not appropriate to tackle a complex issue such as the future evolution of education” (p. 4)

· High importance is attributed to technology in the context of learning. However policies’ ability to foster TEL is limited, when average levels of investment into education and training are decreasing worldwide.  
Table 4 provides a snapshot of trends and their estimated impacts on future developments in TEL. Trends in blue, italic represent trends suggested by participants during later rounds of the study. Additionally, the last column shows the inter-quartile range (IRQ) as a sign of remaining uncertainties.    
Table 4: Exogenous/external trends affecting education and training
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Another set of outcomes of the Leonie study concerned the potential role of policies, making a difference to TEL and their likelihood to actually being implemented in the next 10 years. The top 3 policies were: stimulating the use of ICT, increasing quality and evaluation practices and stimulating participation in scientific and technical studies. The 3 policies least likely to be implemented were: shifting resources from youngsters’ education to adult learning, knowledge asset management and making the teaching profession more attractive.     

A slightly different approach to the question ‘What is going to impact the future of TEL?’ was taken by JISC. They didn’t ask for trends or policies, but for areas where disruptive, ICT-based innovations would have most impact in the next 10 years. They found that ‘assessment’, ‘cost of education’ and ‘learning institutions’ self-understanding’ were the areas most likely to be impacted. 
STELLAR’s global expert survey was looking at core research areas and areas of tension, resulting from conflicting statements concerning the future of TEL. The highest ranked research areas were ‘collaborative learning’, followed by ‘enabling developing countries to benefit from TEL’. Conflicting statements re TEL’s future included “data tracking vs. personalisation” or “increasing access to technologies vs. persistent digital divide” (Spada, Plesch, & Kaendler 2011).     
Critical observations
Although a comprehensive discussion concerning the scientific qualities of the outcomes of Delphi studies is beyond this report, a few observations based on Sackman (1974) and Keeney (2001) give an overview of known controversies around Delphi studies.  

· Delphi studies asked respondents to evaluate statements mainly alongside three dimensions: importance, likelihood, and desirability. Not surprisingly however, dimensions are verbalised differently according to the specific purpose of the study. For example, importance was expressed as “x impacts on y” or “x influences y”; desirability derived from levels of identification, e.g. “How strongly do you identify with x?”, and likelihood aimed at capturing developmental aspects in TEL, e.g. “How likely is policy x to show an effect?”. 
· Delphi panels must be as representative as possible in order to ensure sufficient content validity. High content validity means that a group of experts can reasonably be assumed to represent the possible range of topics defining the area investigated. TEL expertise could be understood as a composite field including different hardware (mobile, table top, tablets, augmented reality etc) and learning scenarios (collaborative, simulations, inquiry-based). In fact, Sackman (1974)  suggests that a systematic taxonomy of a field would be needed to achieve representativeness. 
· Following the previous critique regarding content validity and representative panels, the educational function of Delphi studies needs to be stressed. The future remains unpredictable as long as we don’t have (sufficiently comprehensive) causal models describing the future, hence, social science standards developed for theory-led, experimental studies are less relevant. Delphi studies’ best outcomes are the arguments for or against given future scenarios – more so if we aim at a policy Delphi - drawn out of the discussions in between the various Delphi rounds.  This might be contrary to the expectation of many – hoping for more accurate estimates of which scenario is most likely to occur (Kuusi 1999, p. 85).    
3.1.3 Outlook: Addition of Cross Impact Analysis
A functional disadvantage of Delphi studies is that some experts consider forecasted events in isolation. But the probability of an event to happen quite often depends on the occurrence of several other events. Hence, Cross Impact methods analyse how assumptions about the occurrence of future events impact on estimates of single event probabilities (Serdar Asan & Asan 2007). Put differently, complex forecasts usually require the consideration of a mix of multidisciplinary connections rather than single events (Weimer-Jehle 2006). For example, a Delphi study could provide the following three developments which need to be evaluated in terms of their cross impact on the adoption of mobile learning at schools: (a) policy makers increase funding for TEL-related initiatives, (b) research strengthens the pedagogical foundation of mobile devices and (c) cloud infrastructures increase the affordability of necessary software solutions. In this example, all three developments might be judged to favour the uptake of mobile learning in schools. However, the actual strength of b) could depend on whether initiatives funded under a) support primarily research or dissemination actions.  

Cross impact analysis helps to elucidate experts’ assumptions about causal relationships and feedback loops between statements about developments originating from the Delphi study. The discussion around these scenarios would generate weak signals based on low or highly deviating estimates of causal impact probabilities.  Again, as in Delphi studies, results drawn from cross impact analysis are pre-theoretical and try to leverage intuition and experience of experts and are not meant to replace decision models driven by historical data.  
3.2 Recorded Sources: Application of Text Mining

This section explores the application of text mining after a brief introduction to text mining techniques in the context of a search for possible weak signals. The requirements, in outline, are that the technique(s) to be adopted should:

· draw upon diverse sources to compensate for the surveillance filter (see section 2.2); 

· strip out the established trends, memes etc; 

· not embed a-priori mental models; 

· discriminate in favour of relevance (reduce “noise”);

· not require text mining research but deploy established approaches. 

Furthermore, the best techniques will also satisfy aims such as:

· replicability; they should be easily executed a number of times for different recorded source collections and longitudinally in time. 

· adoptability; it should be possible for digitally literate people to take up and potentially modify the techniques with only a modest investment in time to understand topic mining techniques. 

· intelligibility; what it is that the various computer algorithms do should be communicable in language to an educated person. 

· parsimony; the simplest approach that yields results (Occam’s Razor
) is preferred. 

· flexibility; tuning, tweaking etc and an exploratory approach should be possible. 

· subjectible to automation; once a workable “machine” has been developed we would like to be able to treat it as a black box either with simple inputs and outputs or that can be executed at preset time intervals. 

The approach taken will be less elaborate than the software built by Klerx [Klerx 2010] but his paper has influenced the approach described below.

3.2.1 Data Mining Strategies

Text mining is not a new field and is one which has rather fuzzy boundaries and various definitions [Hearst 1999] stretching back to when text mining was a substantially less mature field, although his paper appeared at the 37th annual meeting of the Association of Computational Linguistics so it was by no means novel.

As the web exploded, more applications and more implied definitions of “text mining” have become apparent. We will not attempt to create a new definition of “text mining” nor to rigidly adopt someone else’s, although Hearst’s conception of “a process of exploratory data analysis that leads to the discovery of heretofore unknown information, or to answers to questions for which the answer is not currently known” nicely captures the spirit.

The methods of data mining, of which text mining is a specialism, can be crudely split into two:

· methods based on an initial model and the deduction of the rules or parameters that fit the data to the model. The same strategy is used to fit experimental data to a mathematical form in least squares fitting, for example to an assumed linear relationship. 

· methods that do not start with an explicit model but use a more inductive approach. 

Bearing in mind our requirement to avoid a priori mental models, an inductive approach is clearly most appropriate. Furthermore, to adopt a model-based approach to textual analysis is a challenging task involving formal grammars, ontologies, etc and would fail the test of parsimony until other approaches have been exhausted. Finally: even given a model-based approach to text analysis it is not clear that models of the space in which innovation in technology enhanced learning occurs are tractable; education and social change are deeply ambiguous, fuzzy and relevant theories are many, un-validated and often contested. The terms “deductive” and “inductive” should not be taken too rigidly, however, and they may sometimes be applied to different parts of the methods described below.

Inductive approaches, sometimes termed “machine learning“, are extensively used in data mining and may again be subjected to a binary division into:

· “supervised” methods, which make use of some a priori knowledge, and 

· “unsupervised methods which just look for patterns. 

Supervision should be understood rather generally; the typical realisation of supervision is the use of a training set of data that has previously been classified, related to known outcomes or rated in some way. The machine learning then involves induction of the latent rules by which new data can be classified, outcomes predicted etc. This can be achieved using a range of techniques and algorithms, such as artificial neural networks. A supervised learning approach to detecting insurance fraud might start with data on previous detected cases to learn the common features. A text mining example is the classification of the subject of a document given a training set of documents with known subjects.

Unsupervised methods can take a range of forms and the creation of new ones is a continuing research topic. Common methods use one of several definitions of a measure of similarity to identify clusters. Whether or not the algorithm divides a set in successive binary splits, aggregates into overlapping or non-overlapping clusters, etc, will tend to give slightly different results.

From this synopsis of inductive approaches it seems like we do not have an immediately useful strategy to hand for the weak signals that precede the type of rare event that leads to disruptive innovation, although we may be better-placed to develop a strategy to spot the more-frequent weak signals associated with sustaining innovation. By definition, we do not have a future-facing training set for weak signals of either type (although it could be argued that there are latent indicators of a weak signal and that we would gain some insight by looking at the history of now-judged-significant changes that were once weak signals). The standard methods are oriented towards finding patterns, regularities, similarities, making predictions given previous patterns, which are not weak signals by definition.

For discovery of possible weak signals, it appears that we need to look from the opposite direction: to find the regularities so that they can be filtered out. Another way of expressing this is to say that it is outliers that will sometimes contain the information we most value, which is not usually the case in statistics. A concise description of outliers from Douglas Hawkins [Hawkins 1980] is appropriate for our weak signals work as it is to general statistics: “an observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism”. Upon this, a case for exclusion of outliers in a statistical treatment may often be built whereas for us it is a pointer to a subject for further exploration, dissemination or hypothesis.

It is likely to be more subtle than simply filtering out regularities and to require some cunning in the design of our mining process. 

On the Role of “Ensembles”
It should be quite clear that any kind of search for potential weak signals is beset by indeterminacy inherent in the world in which they arise. Any approach to finding such signals is easily challenged over reliability and validity; neither human sources (Delphi based) nor recorded sources (text mining based) will be able to mount a robust defence of any potential weak signal except in retrospect, although the possibility of interrogating a human source to discover their understanding gives that approach an advantage in information quality while the recorded sources can accommodate quantity. This is why we say “potential” and emphasise that discourse over such signals is essential.

One way of mitigating this problem is to take inspiration from the use of “ensembles” in modelling and prediction in complex systems such as the weather. The idea is quite simple; use a range of different models or assumptions and either take a weighted average or look for commonality. The assumption is that wayward behaviour arising from approximations and assumptions, which are practically necessary, can be caught. The complementary relative strengths of human and recorded sources (quality and quantity) can be combined using this idea.

A slightly different perspective on dealing with indeterminacy is expressed by Petri Tapio [Tapio 2002]:

“Henrion et al. go as far as suggesting to run the analysis with all available clustering methods and pick up the one that makes sense. From the standard Popperian deductionist point of view adopted in statistical science, this would be circular reasoning. But from the more Newtonian inductionist point of view adopted in many technical and qualitatively oriented social sciences, experimenting [with] different methods would also seem as a relevant strategy, because of the Dewian ‘learning by doing’ background philosophy.”

The combination of these two related ideas will be adopted:

· Bearing in mind the risk of re-introduction of the “mentality filter”, various methods and information sources will be experimented with to look for what “makes sense”. In an ideal scenario, several people with different backgrounds would address the same corpus to compensate for the mentality filter of each. 

· Cross-checking between the possible weak signals identified in the human and recorded sources approaches and between the results from differing text mining methods (even those that don’t “make sense” by themselves) will be undertaken to look for more defensible signals by analogy with ensemble methods. 

Having a human in the process - seeing what makes sense - should help to spot juxtaposition of concepts, dissonance to context, … etc as well as seeing when the method just seems to be working. It will also help to eliminate false-positives, e.g. an apparently new topic might actually be a duplicated spelling mistake.

3.2.2 A Short Introduction to Elementary Text Mining Techniques

The starting point, whatever specific approach is adopted, will always be to process some text, which will be referred to as a “document” whether or not this term would be used colloquially, to generate some statistics upon which computation can occur. These statistics might be quite abstract measures used to assess similarity or they might be more intelligible. The latter is preferable since the whole point of the work is to find meaning in dis-similarity. The mining process will consider a large number, where “large” may start in the hundreds, of documents in a collection from a particular source. The term “corpus” will be used for collections like this.

The standard toolkit of text processing to get from text to statistics is briefly described below. These are “elementary” in the sense that they don’t immediately lead us to useful information. They are operations suited to a “bag of words” treatment, which seems quite crude but is common practice; it has been shown to be good enough for many applications, it is computationally tractable with quite large corpora and it lends itself to relatively intelligible results. In “bag of words“, the word order is almost totally neglected and there is no concept of the meaning of a sentence. The meaning of a document becomes something that is approached statistically, often using just the count data of each word, rather than through the analysis of the linguistic structure of sentences. Bag-of-words is just fine for our situation as we don’t actually want the computer to “understand” anything and we do want to apply statistical measures over moderate-sized corpora.

“Stop Word” Removal

Some of the words used in a document indicate little or nothing of what the document is about in a bag-of-words treatment, although they may be highly significant in a sentence. “No” is a good example of a word with different significance at sentence and bag-of-words levels. It is easy to call other examples to mind: or, and, them, of, in… In the interest of processing efficiency and the removal of meaningless and distracting indicators of similarity/difference, stop words should be removed at an early stage rather than trying to filter out what they cause later in the process. Differences in the occurrence of stop words can be considered to be 100% “noise” but they are easily-filtered out at an early stage. Standard stop-word lists exist for most languages and are often built into software for text mining, indexing, etc. It is possible that common noise-words will be discovered while looking for possible weak signals but these can be added to the stop-list.

Tokenisation

Tokenisation involves taking a stream of characters - letters, punctuation, numbers - and breaking it up into discrete items. These items are often what we would identify as words but they could be sentences, fixed length chunks or some other definable unit. Sometimes so-called “n-grams
” are created in tokenisation. I will generally use single word tokens but some studies may include bi-grams or tri-grams. For example, all of the following might appear as items in a bag-of-words using bi-gram tokenisation: “learning”, “design”, “learning design”.

Part-of-Speech Tagging and Filtering

For the analysis of meaning in a sentence, the tagging of the part of speech (POS) of each word is clearly important. For the bag-of-words text mining it will not be so. I expect to use POS tagging in only a few applications (see below). When used, it will probably be accompanied by a filtering operation to limit the study to nouns or various forms of verb (VB* in the Penn Treebank POS tags scheme
) in the interest of relevance discrimination.

Stemming

Many words change according the part of speech and have related forms but which effectively carry similar meaning in a bag of words. For example: learns learner, learning, learn. This will generally equate to “noise”, at best a minor distraction and at worst something that hides a potential weak signal by dissipating a detectable signal concept into lexically-distinct terms. In general it is statistically-desirable to reduce the dimensionality of variables, especially if they are not independent, and stemming does this since each word/term occurrence is a variable.

The standard approach is “stemming”, which reduces related words to what is generally the starting part of all of the related words (e.g. “learn” but it often leads to a stem that is not actually a word). There are a variety of ways this can be done, even within a single language.

Document Term Statistics

A simple but practically-useful way to generate some statistics is to count the occurrence of terms (words or n-grams having been filtered for stop-words and stemmed). A better measure, which compensates for the differences in document length is to use the term frequency rather than the count, that is to be expressed as a percentage (or decimal fraction) of the terms occurring in the document that are of a given type. Sometimes a simple yes/no indicator of occurrence may be useful. “Occurrence” and “frequency” cannot be assumed to have universal meaning.

A potentially more interesting statistic for a search for possible weak signals is the “term frequency inverse document frequency” (td-idf). This opaquely-named measure is obtained by dividing the term frequency by the logarithm of the fraction of documents that contain the term. This elevates the measure if the term is sparsely distributed among documents, which is exactly what is needed to emphasise outliers.

Given one of these kinds of document item statistic it is possible to hunt for some interesting information using a combination of computation and visualisation.

Synonyms, Hyponyms, …

For the reasons outlined in the section on stemming, it can be helpful to reduce the number of terms by mapping several synonyms onto one term or hyponyms onto their hypernym (e.g. scarlet, vermilion, carmine, and crimson are all hyponyms of red). The Wordnet lexical database [Fellbaum 1998] contains an enormous number of word relationships, not just synonyms and hypo/hyper-nyms. We do not intend to adopt this approach, at least in the first round of work, asit is likely that considerable skill and experience would be required to control the number of terms used.. For example, Wordnet makes imprinting be a hyponym of learning - “imprinting — (a learning process in early life whereby species specific patterns of behavior are established)” - which we can see as a linguistically sensible relationship but one with the unintended consequence of suppressing potential weak signals.

An alternative use of Wordnet (or similar database) would be to expand one or more words into a larger set. This might be easier to control and would quickly generate what could be used as a set of query terms, for example to search for further evidence once a possible weak signal shortlist has been created. 

Probabilistic Topic Models

Probabalistic Topic Models (see, for example [Steyvers and Griffiths, 2007] – which are by far the most elaborate approach under consideration - assume a bag of words, each word having a frequency value, can be used to capture the essence of a topic. A given document may cover several topics to differing degrees leading to a document term frequency in the obvious way. The statistical inference required to work backwards from a set of documents to a plausible set of topics and the generation of the word frequency weightings for each topic and topic percentages in each document requires some mathematical cunning but has been programmed for R [Gruen & Hornik 2011].

Probablistic Topic Models could be useful to attenuate some of the noisiness expected with approaches working purely at the document-term level. This might make identification of possible weak signals easier; “discriminate relevance” was how it was phrased in the statement of requirements above. It is expected that some tuning of parameters, especially the number of topics, will be required. There is also a random element in the algorithms employed. This means that the results between different runs may be different. The margin of the stable part of the results – i.e. those parts of the Topic Models that show instability in models that are otherwise consistent between runs - may well contain pointers to possible weak signals.

Sources of Information for Mining

One of the premises of text mining is access to relatively large amounts of information and the explosion of text on the web is clearly a factor in an increasing interest in text mining over the last decade and a half. There are both obvious and non-obvious reasons why an unqualified “look on the web” is not an answer to the question “where should I look for possible weak signals”. Firstly, the web is simply too large. More subtly, it is to be expected that differences in style and purpose of different pieces of published text would hide possible weak signals; some profiling will be required to create corpora that contain comparable documents within each. Finally, crawling web pages and scraping out the kernel of information is a laborious and unreliable operation when you consider the range of menus, boilerplate, advertisements, etc that typically abound.

Three kinds of source get around some of these issues:

· blogs occur with a reduced range of style and provide access to RSS feeds that serve-up the kernel of information as well as publication date; 

· journal abstracts generally have quite a constrained range of style, are keyword-rich and can be obtained using RSS or OAI-PMH to avoid the need for scraping; 

· email list archives are not so widely available as RSS (but this is sometimes available) and there is often stylistic consistency, although quoted sections, email “signatures” and anti-spam scan messages may present material in need of removal. 

Blogs and journal abstracts are expected to generally contain different information and to be relatively accessible. RSS and OAI-PMH
 are important methods for getting the data with a minimum of fuss but are not the panacea for all text acquisition woes. RSS came out of news syndication and to this day RSS feeds serve up the most recent entries. Any attempt to undertake a study that looks at change over time using RSS to acquire the information will generally have to be conducted over a period of time. Atom, a later and similar feed grammar, is sometimes available but not the paging and archival features imagined in RFC5005
. Even RSS feeds provided by journal publishers are limited to the latest issue and usually no obvious means to hack a URL to recover abstracts from older issues. The OAI-PMH provides a means to harvest abstract (etc) information over a date range but many publishers do not offer OAI-PMH access.

A final problem which is specific to blogs is how to garner the URLs for the blogs to be analysed. It seems that all methods by which a list could be compiled are flawed; the surveillance and mentality filters seem unavoidable.

The bottom line is: there will be some work to do before text mining can begin.

3.2.3 On Tools, Process and Design…

The actual execution of the simple text mining approaches outlined in the “short introduction” is relatively straight-forward. There are several pieces of software, both code libraries/modules and desktop applications, that can be used after a little study of basic text mining techniques.

The critical, less-well-defined and more challenging task is to decide how the toolkit of text-mining techniques will be applied. This starts with considering what text sources will be used, moves through how to “clean” text and then to how tokenisation, term frequency weights etc will be used and concludes with how clustering (etc) and visualisation should be deployed. In a sense, this is “designing the experiment” and it will determine the meaningfulness of the results. Outline descriptions of some possible approaches (“Application Scenarios”) are described below, with each given a name. Only some of these will be developed in TEL-Map. This deliverable only considers results from the first while anticipating a few others will be employed in the coming year.

The Naive Method - Rising and Falling Terms

Idea: Detect newly emerging and strongly rising terms against a base-line of past years.

Notes: This is the naive application scenario, although there are many ways in which it can be operationalised.

Operationalisation: How do the terms obtained from simple stemming and 1-gram tokenisation for the last 6 months or year differ compared to a corpus of several previous years? Both TEL blogs and TEL journal abstracts could be considered.

Challenges: It may be difficult to acquire historical text that is comparable - i.e. not imbalanced due to differences in source or due to quantity.

Novel Topics

Idea: Detect newly emerging topics against a baseline of past years.

Notes: This is similar to the Naive Method but employs Topic Modelling.

Operationalisation: Against a corpus of several previous years, how do the topics identified by Probabilistic Topic Modelling correlate with those for the last 6 months or year. Both TEL blogs and TEL journal abstracts could be considered.

Challenges: It may be difficult to acquire historical text that is comparable - i.e. not imbalanced due to differences in source or due to quantity.

Out-Boundary Crossing

Idea: Strong signals in other domains are spotted by a minority in the TEL domain who see some relevance of them. Discover these.

Notes: The signal should be strong in the other domain so that there is confidence that it is in some sense “real”. Historical examples: appropriation by TEL pioneers of XML-like ideas and methods (web-precursor technology) from information science, computer science, physics, etc; ditto for mobile technologies and many other innovations now mainstream in TEL
Operationalisation: Extract low-occurrence nouns from a corpus of TEL domain blog posts and cross-match to search term occurrence in Google Trends
.

Challenges: Google Trends does not provide an API for data access

In-Boundary Crossing

Idea: Some people in another domain (e.g. built environment, architectural design) appear to be talking about teaching and learning. Discover what aspect of their domain they are relating to ours.

Notes: This approach clearly cannot work with text from the education domain.

Operationalisation: Use Wordnet to generate one or more sets of keywords relevant to the practice of education and training. Use a corpus of journal abstracts (separate corpora for different domains) and identify documents with high-frequency values for the keyword set(s).

Challenges: It may be difficult to eliminate papers about education in the subject area (e.g. about teaching built environment) other than by manual filtering.

Parallel Worlds

Idea: There may be different perspectives between sub-communities within TEL: practitioners, researchers and industry. Identify areas of mismatch.

Notes: The mismatch is not so much a source of possible weak signals as an exploration of possible failure in what should be a synergy between sub-communities.

Operationalisation: Compare the topics displayed in email lists for institutional TEL champions, TEL journal abstracts and trade-show exhibitor profiles.

Challenges: Different communities tend to use communications in different ways: medium, style, etc, which is reflected in the different text sources. This may well over-power the capabilities of text mining. Web page scraping will be required for exhibitor profiles and maybe email list archives.

Ripples on the Pond

Idea: A new idea or change in the environment may lead to a perturbation in activity in an established topic.

Notes: Starting with established topics is key to filtering out hype; these are not new topics but subtle variations that would normally go un-noticed.

Operationalisation: Identify some key-phrase indicators for established topics (e.g. “learning design”). Mine journal abstracts for the key phrase and analyse the time series of occurrence. Use OAI-PMH sources to provide temporal data.

Challenges: The results will be sensitive to the means by which the investigated topics are decided.

Shifting Sands

Idea: Over time the focus within a topic may change although writers would still say they are talking about the same subject. Discover how this focus changes as a source of possible weak signals.

Notes: Although the scenario considers an aggregate of voices in each time period, the voices of individuals may be influential on the results.

Operationalisation: Use key-phrases as for “Ripples on the Pond” but use Probabilistic Topic Modelling with a small number of topics. Analyse the drift in the word-frequencies determined for the most significant topics.

Challenges: As for “Ripples on the Pond” and for Probabilistic Topic Modelling in general.

Alchemical Synthesis

Idea: Words being newly-associated may be early signs of an emerging idea.

Operationalisation: Using single-word nouns in the corpus, compute an uplift for n-grams that quantifies the n-gram frequency compared to what it would be by chance. Sample a corpus of TEL domain blog posts and look for bi-grams or tri-grams with un-expected uplift.

Challenges: A large corpus will be required since there will be a very large number of possible bi-grams
3.3 Linked Sources: Application of Network Analysis  

This part introduces the linked sources-approach. The approach can be seen as potential for capturing weak signals while its application in TEL hasn’t been demonstrated. This section shows how the approach has been applied to a different domain by analyzing networks in Twitter and Last.fm. This section should be understood as a possibility for expanding the methods of weak signals collection while this approach is not the key focus of this deliverable. 
This approach (Pulwitt 2011) is based on two concepts: The long tail and weak signals. The long tail is a term popularly used by Chris Anderson in the context of electronic business (Anderson 2004), stating that the Internet provides the opportunity for vendors to profitably sell a large number of niche products rather than focusing on highly demanded single goods. In the context of social media and network science the long tail refers to the often found power law degree distribution in network models of real-world data, for instance in the amount of in-links of blog posts, where the amount of in-links can serve as an indirect measure of attention. Trends can emerge from highly popular nodes, reaching a large amount of people quickly. 
Referring to the long tail theory, there is a “Long Nose” model of innovation. The Long Nose model addresses how a really successful innovation moves from the “Invention” stage (known to very few people) to the “Refinement & Augmentation” stage (familiar to many people in its area but not to people in other areas) and, years later, the “Traction” stage (widespread take-up). The Long Nose originator states “there is a mirror-image of the long tail that is equally important to those wanting to understand the process of innovation. It states that the bulk of innovation behind the latest "wow" moment (multi-touch on the iPhone, for example) is also low-amplitude and takes place over a long period—but well before the "new" idea has become generally known, much less reached the tipping point.” (Buxton 2008). [http://www.businessweek.com/innovate/content/jan2008/id2008012_297369.htm ] 

Recent comments on the Long Nose model are useful to clarify it: “The metaphor here is that the "next big thing" is already with us, and it's just slowly poking its nose out before it comes fully into view. Technologies that will be disruptive in the next 10 years are all around us at the research and development stage, because that's how long it takes to perfect a technology and get it to market. [to make the transition from refinement to product, when]…Nothing quite satisfies, yet the technology …more or less exists already. All that's left is for an OEM to distill those parts into just the device for which consumers have already demonstrated a desire.” (Mims 2011 - http://www.technologyreview.com/blog/mimssbits/page6/). 
A final point on that long nose model: trends can also emerge in the long tail nodes, first slowly spreading largely unnoticed but then suddenly, when reaching a hub, getting massive attention. 
From the perspective of the spread of influence, weak signals are “a factor for change hardly perceptible at present, but which will constitute a strong trend in the future” (Uskali 2005). They are “[...] invaluable for observers who will thus gain a competitive edge of such foresight knowledge” (Ahlqvist et al. 2007). We are interested in predicting how influences spread throughout a group of actors. “The way in which new practices spread through a population depends in large part on the fact that people influence each other's behavior” (Easley and Kleinberg 2010). Those could be actions or attitudes: Valente for instance studied the adaption of innovations by groups of people (Valente 1995). The idea is now to use network models of how influence spreads between nodes, to detect weak signals in the long tail.

The available amount of available media becomes massive: in contrast to several news sources each individual can become a source of information. Processing of all the available information by single humans is impossible, even automated computation is challenging. Consequently intelligent content selection gains relevancy. On the other hand social media provide insights not possible before, trends are visible at their origins and can objectively be quantified and analyzed. This builds up the potential to combine the tasks of content selection and trend detection in an integrated approach: Weak signal detection using influence network models.

We aimed to create and evaluate a framework capable to identify weak signals in social media, as a means to identify strong trends before directly observable parameters suggest so. Formal influence models serve as a theoretic foundation to model the complex underlying information diffusion processes.
Our goal was to implement a generic framework to flexibly build a range of influence network models from and on real world data. The framework shall serve as a general prototyping and rapid evaluation tool to build influence network models and verify assumptions on influence processes.
3.3.1 Influence Networks

Influence networks are a formal concept to analyze and model influence processes. Nodes representing actors or entities are linked by vertices representing influence from one node on the other. Those nodes might for instance represent scientific publications, the links could indicate influence from one publication on the other expressed by citations and references. The referenced publication has in some way influenced the referencing one.

Although influence networks are a branch of network analysis, they also can be used to model various systems with influence effects occurring.

Influence Networks might be used to predict the evolution of the modeled System's properties. For instance Lewis suggests modeling a country’s economy as an influence Network, to then predict the effect of a tax raise. Lewis explained and asked: “For example, a tax cut might increase employment rate, which in turn increases consumer spending, which in turn increases tax revenues, which in turn might result in another tax cut. Given such an influence network, the degree of influences f (link values) and initial positions of each actor, we might ask, `What are the consequences of raising taxes on consumer spending’” (Lewis 2009)?

Lewis gives also a clear and more formal definition: “An influence network is a (directed or undirected) network, G; containing nodes N; directed, weighted links L; and a mapping function f: N → N that defines the topology of the directed network” (Lewis 2009). Because influence networks are excellent models of social networks, nodes are also called actors. Nodes and links have a value property that defines influence (for links) and position (for nodes) associated with a proposition.

Datasets
In order to save time and efforts in collecting data over a long period and dealing with different data retrieval APIs, the datasets at hand are readily obtained from other research projects; however, the obvious disadvantage resulting from this is the mixed nature of data formats. Starting from simple issues like different field separators in the files, as tabstops or commas, over differing date formats up to major inconsistencies in the handling in newlines.

The used datasets are present in formats akin to CSV. Though, small differences in date formats, the treatment of escape characters or the order made it necessary to find ways to harmonize the format to facilitate further processing steps and reduce overall overhead for coping with different representations of equal information. We used the datasets during development in order to keep possible application scenarios for our framework in mind.
Twitter
In the Twitter network we could consider a set of questions: Does communication go in hand with the explicitly denominated follower relationships, or do users rather contribute content not explicable through their follower relationships? Content relatedness could be measured by only considering the hashtags, words preceded by a hash sign which is a common standard on twitter to be used to indicate a topic. Does communication frequency rise and fall temporally related for users connected by a follower relationship? We will keep those questions in mind, to provide enough flexibility for our toolkit to help with providing answers.

Last.fm

An interesting approach for the last.fm data is to build a dynamic influence network model between songs or actors, based on the sequence they where played in. This allows us to find a measure on how one song or artists influences another, in the sense that the playing of a song of one artist leads to the playing of a song of the other, based on the dynamics of song playback in the past.
Evaluation
To develop a framework always means that design decisions have to balance between generality and usability in individual cases. While this work is a demonstration on how even highly generic concepts can be implemented, it also shows that a strong focus on actual applications is inevitable to not end up with a system too complex to use for real world applications. As to this, we now had suggested an easier approach generalizing from a specific set of case studies with theoretical background in mind as a starting point for a generic framework, rather than from a framework with theoretic background in mind to case studies. 
3.3.2 Measuring the framework's performance

Although our development focus was not on performance, nevertheless we were interested in its computational performance as this is a driving factor for practical applicability.

The Twitter dataset included a snapshot of “follower” relationships between a total of 465.023 users of the service. We used this graph to measure performance on elementary network analysis techniques, by calculating the degree and betweenness centrality for each vertex.

The performance would be desirable to be further improved. Loading of networks is fast: In a cold start scenario we measured the time it takes for the graph to be loaded from le to the framework's data structures. We read the graph of twitter user to user relations, based on following. Each input line contains two string usernames. We identified each user by its name in the graph, and for each read pair a directed edge was created.

In our test run we could read the le to memory in 6 seconds, resulting in a graph of 465.023 vertices and 834.903 edges. Filtering out all nodes by having at least a degree of 2 took 4.2 seconds.

Unfortunately even standard algorithms like calculating the betweenness centrality of nodes take a significant amount of time: Of this network, now reduced to 115.444 nodes with 485.323 edges based on the vertex degree filter, calculating for the total of 115.444 vertices the betweenness values took 116 minutes. When we filtered out the set of vertices to be limited to those originally having a degree of 5 or more, the resulting network had just 10.351 nodes and 176.387 edges. Calculating each vertice's betweenness in this reduced network took 10 minutes and 5 seconds.

The bottleneck is the sequential computation implementation: The algorithms are not paralleled and hence just a single virtual or physical CPU core is used.
Last.fm demonstration: Ranking influence by betweenness in a dynamically created playsequence network

For this scenario the datasets of last.fm were used. We dynamically built a graph based on the sequence a user listened to songs. Vertices in this network were the IDs identifying songs. A directed edge was created between two songs, whenever the song of the outgoing vertice's ID was played by a user before the one to that the new edge leads. The edges carried integer values, created with a value of 1. If an edge was to be created a second time, we increased its value by 1 instead.

This way, we obtained an influence network of artists on each another, based on the dynamic order songs where played in. We identified the influence of artists by, in a next step, obtaining their betweenness centrality in the network. The images show the first few steps of the progress as visual output automatically generated by the framework. We found a typical long tailed distribution in the betweenness.
3.3.3 Scenario flexibility and applicability

We intended to create a versatile and flexible framework. How flexible is it really? Application of the ANT even on the level to assume graph meta properties as actors of a meta actor group is novel. By this approach we hoped to allow convenient model creation, as when implementing a model, we do not need to distinguish between actors their properties and graph measures.

In practice, the resulting graph structures can be rather counterintuitive and complex when considering traditional network analysis measures as meta nodes, even though the same mechanisms can be used for both actors and meta actors. In our performance test scenario and in the following dynamically created influence graph we used just a small subset of the features originally considered being used. Moreover, we implemented type flexibility for edges, though edge updating is performed with double precision. This leads to that soon each edge with its value updated gets valued with double precision, rendering the original idea of saving memory and providing flexibility for various edge types effectless. A toning down in generality and extension putting case studies stronger into focus in contrast to generic influence concepts is suggested as an evaluation result.
3.3.4 Conclusion 
Influence network models provide an interesting perspective to take the dynamics of systems into account. Dynamic network analysis adds further complexion to static network analysis, for that existing systems are not adjusted. We anticipate capturing requirements specific to dynamic influence modeling and setting up prototypical solutions in a toolkit approach. Being able to implement dynamic models on empirical networks provides a key step towards foresight of future developments related to those models and therefore a key step towards weak signal detection based on dynamic influence network models.

Our evaluation showed that the developed tool is applicable to build a set of dynamic influence network models from empirical data. As a demonstration of the principles, which for ease of implementation and demonstration is in the context of music rather than TEL diffusion, we built a dynamic influence network model that provides insight on how listening of one song influences the listening of another. The listening of one song provides a weak signal for the playing of another song.

We developed a toolbox specifically tailored for issues arising when dynamic influence networks are used as weak signal predictors. We considered streamed input sources, awareness of time and computational limitations. We inherently considered transferring influence network approaches on empirical datasets, rather than using synthetic data. We considered assumptions of the actor network theory and restricted its concepts so that we could base our implementation on it. This opened the doors for more versatile models than those just considering one or at most two types of actors in a network.

Influence networks - Outlook 
The evaluation also showed directions for further improvements. We see potential to expand on this practical work in various directions: Features and concepts could be built together in a more scenario oriented way, that then takes work of the modeler by providing a predefined framing to model. Also the generality could be toned down to head more towards a specific set of scenarios. The delivered survey of influence network models combined with the provided decomposition of their aspects in functional groups provides a basis to conceptualize further mechanisms of influence.

Performance optimization can be done building on the task scheduling and stream based architecture to scale among multiple processes or multiple machines. Moreover performance could be drastically improved by changing from an implementation that is currently on the JUNG Framework based network representation layer to one that is based on matrix manipulations and possibly implements those in parallel. 

More theory driven research could try to explore new bridges between other closely related but sparsely referenced concepts, such as cellular automata and automata theory. Cellular automata might provide concepts for efficient implementations or network model simplification. Concepts from automata theory could possibly be used to understand structural equivalencies better.
The approach for influence networks will be studied further in the context of WP4 and TEL and is not discussed further in this deliverable.
4 Human Sources Stream: Starting Interview Round 
A critical issue for Delphi and Cross Impact studies – the two main components of analyzing the human sources data stream- is the establishment of the topics that will be discussed and evaluated during the later rounds (Mullen 2003). Options to establish the scope of the debate can range from a completely open first round, during which experts determine the agenda, to a set of ‘given statements’ based on extant literature. However, in our case participating experts are not primarily expected to evaluate given information, but to freely discuss hunches (creative exploration) and intuitions which they might usually filter out under more formal circumstances.  Hence, gauging the appropriate level of direction given to the participants in the beginning of the Delphi study is even more important if we hope to glean potential weak signals from their answers. To approach this challenge successfully we used semi-structured interviews as a starting point to generate potential topics to be evaluated during the Delphi process.  Interviewing was seen as the method of choice because the lightweight structure of the process allowed for the creative dialogue necessary to develop future visions of TEL during the interview. Alternatives such as completely free associations or closed-ended questions were discarded as they had provided either too incoherent or too restricted information. 
4.1 Interviews 

As anticipated in the DoW schedule, we are still at an early stage of the Delphi study as the foundation of our weak signals analysis. Hence, no concluding remarks can be made yet about the quality or impact of the weak signals obtained. 
Interview Guide

The benefit of semi-structured interviews was that we could - at least to some degree – specify the expected scope and level of granularity of the answer. The interviewees were supported by stimulating questions, relevant to their personal work environment and their strategic decision making processes. Experts representing the different stakeholder groups – adopter, provider and researcher - were presented with the following four question blocks: 

· Respondent’s background – needed for later analyse of relationships between answers and interviewees’ attributes; this part asks for demographical data, working experience, decision making power and experts’ contributions to the strategic debate in their organisations; 

· Organisational context – serves to link answers with types of organisational context; questions addressed an organisation’s legal status (public or private), number of employees, turnover, percentage of international clients or partners, as well as the organisation’s core activities in TEL;

· Vision and purpose – represents the most important and most critical part of the interview as the participants are asked to think about the future of TEL for the next ten years and to give possible scenarios anchored in their daily work experience. Interviewees were also asked to elaborate the needs of specific stakeholder groups they were aiming to address, in order to understand the practical implications of their visions. Finally, interviewees were asked for developments that would either hinder or facilitate the achievement of their TEL vision. Additionally, interviewees were prompted to include possible developments in the social, technological, economic, political, and legal domain;

· Additional comments – Participants were encouraged to mention any aspects they thought to be relevant for the future of TEL and which they had not yet mentioned. Also, they could indicate whether they would be interested in further collaboration with TEL-Map, e.g. as a member of a topic cluster.  

Overview of interviewees
So far we conducted 21 interviews with experts from eight countries (AT, BE, ES, GER, IT, LIT, PL, UK). 62% of interviewees were male, and almost all interviewees saw their main strengths in socio-technical aspects surrounding TEL. Expertise with economical, political and legal aspects was only indicated by 29%, 24% and 19% respectively.  However, as the discussion of results will show, most respondents were acutely aware of how organisational policies, government regulations and public debates were influencing current and future developments in TEL.  
	
[image: image5.png]100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

Tech.

Econ.

Pol.

Leg.





	[image: image6.png]70%
60%
50%
40%
30%
20%
10%






Figure 3 Interviewees

Nonetheless, to add depth to the discussion, additional interviewees with explicit expertise concerning economical, political and legal aspects are needed. Hence, recruiting adequate interviewees will be a priority for the next 3 months. Additionally, more interviewees from the TEL provider category would also add to a more balanced picture. As seen in the right hand diagram above, most interviewees had a research, instructional design or project management background and few came from functions largely present in the corporate sector (Sales, HR, Management). The following diagram confirms this as the provider part is clearly underrepresented.  
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Figure 4 Interviewee representatives
The challenges to engage the corporate sector can also be seen in the in hugely differing success rates of arranging interviews. Whereas TEL adopters agreed to an interview in 10 out of 12 cases, TEL providers (so far) agreed only in 2 out of 9 cases
.    
One third of experts was in the 45 – 54 years age group. The fact that almost half of the experts classified themselves as ‘substantially involved’ is also a reflection of the role TEL takes in many organisations – even though we were talking to TEL experts with an average of 10 years in the field, they rarely were part of an organisation’s upper management.  
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Figure 5 Interviewee age and involvement in TEL
Encouraging was the fact that all experts expressed their explicit interest in upcoming results of TEL-Map and agreed to be part of future topic clusters, depending on further specifications of the involvement required.  
4.2 First Results

The purpose of this section is to demonstrate the circumvention of filtered communication as well as to provide examples of creative insights (cf. Section 1.3 exploring the reasons for which we miss weak signals). This will be done through a process of grouping similar ideas into main topics and developing variations of each topic in order to highlight the influence of potentially weak signals on how we perceived otherwise unquestioned statements.   
4.2.1 Interpretative method 

First interviews showed that asking experts to address topics widely, with minimum guidance proved successful in getting a wide range of topics for the Delphi study.  Interviews were transcribed and text snippets were coded according to an emerging set of topics, e.g. e-assessment, mobile learning, teacher engagement etc.. After that, associated topic codes were grouped to obtain variations of the same theme, e.g. (A) mobile learning as a means to increase flexibility or (B) mobile devices as potential disruptors of focused instruction. Depending on whether we lean more towards interpretation A or B, we would see different future potentials for mobile learning.  However, we are not interested in establishing dichotomies (and in fact, there is quite likely a third and fourth variation). Rather, we want to find out more about the arguments brought forward by proponents of A, B, ... etc. as well as their awareness of alternative views and associated arguments.  

This approach is informed by constant comparison of codes and the elaboration of thematic variations, two common techniques in grounded theory studies (Strauss & Corbin 1998). It’s important to use both approaches in combination and not to jump to conclusions about the ‘essences’ of a set of statements – otherwise more subtle variations of a theme are easily ignored and discussions remain at the level of over-simplified dichotomies (e.g. mobile devices as flexibility enhancer or distracters). What needs to be discussed are the ramifications coming out of the debate such as the degrees to which we should endorse or prevent to use of mobile devices in schools and under which conditions.   

In a first round of readings, all transcripts were searched for instances where responses included some reference to epistemic, mental or power filters as well as instances where these filters were somewhat circumvented by creative activities outlined above: recombining elements of the debate, identifying unexplored areas within a debate or reframing the initial topic of a debate. 
Each of the following sections starts with a brief description of circumstances that favour the emergence of filtered communication and continues with presenting the views and responses provided by the interviewees. Responses will mostly start with a ‘strong signal’ (e.g. the anticipated increase of mobile learning), followed by one or more contextualising ‘weak signals’
 (e.g. all learning will eventually be mobile and the next question is what future learning devices will look like).

Two remarks are still necessary to clarify the role of ‘novelty’ when interpreting weak signals. 
· Firstly, ‘novel’ can refer to emerging solutions such as new technologies or paradigms, but also to changing problem definitions or the recognition of new drivers and barriers, which need to be understood before technology can play its part. No specific type of ‘weak signals’ was requested during the interviews, which asked for visions, enablers and barriers including social, technological, economic, political or legal aspects. 

· Secondly, ‘novelty’ doesn’t need to be universal - Boden (2004) distinguishes between psychological and historical novelty, the former includes novel and valuable ideas to the individual and the latter refers to novel and valuable ideas, appreciated by a larger group or society. 
A similar distinction will be applied to weak signals; most of them will be ‘weak’, ‘novel’ or ‘surprising’ only to specific TEL communities rather than trigger surprises for all TEL experts.  
4.2.2 Islands of technologies: Re-combining technologies in- and outside formal education  
Pervasiveness of technology in every learner’s live is widely acknowledged
 and discussion around informal learning frequently refers to the apparent ease with which technology is used outside the educational system. However, it is not only a question of where technology is used but also whether usage patterns show there are still many scenarios that can be used more extensively within educational institutions, and – even more importantly – in coherent ways: 

· We use technology for course work and in teams, but when it comes to assessment you are by yourself and it’s pen and pencil again; assessment is still very traditional; it should be continuous but there are organisational limits and technologies are not always as reliable as they need to be (MF1).
· Another reference to more coherent usage patterns was made in the context of users designing their own personal learning environments (with applications running on multiple devices, accessing data in the cloud). Combining and integrating these applications is still a challenge – technologically as well as pedagogically (SN2). 
· Whether or not, solutions are integrated is also a question of purchasing the right software packages across the university. However, these decisions need to obey various regulations which sometimes preclude free or open software solutions, or endorse commercial products (MF1) so that trials of more innovative learning scenarios are limited from the outset. However, an integrated TEL landscape cannot be the task of an individual – even if highly motivated. Organisations need TEL strategies, so that investments and achieved benefits can be clearly linked (QO10).  
· Integration also concerns learner generated content – also seen as a lifelong competence – can learners identify and master the tools that are there (QT4). Sure, we need to discuss how to ensure adequate levels of quality when information is crowd sourced and content is user generated (SN2). A first step could be the central management of content to see what learning materials  are needed, using what channel and also where content could be reused (LG9). Additionally, if learners might have more extensive profile data in applications like Xing or LinkedIn than in their local HR systems –possibilities to import data from existing social networks is paramount (SN12).    

· TEL does also require multiple efficient support mechanisms, which are not directly linked with learning such as identifying and searching resources and experts (SN 12).  

· Ultimately technology needs to be used expediently, just because it is possible, it doesn’t mean we should do it (LJ11). So some research should go into areas, where technologies should be best avoided  

4.2.3 Narrow views on artificial intelligence (AI) in education: Redefining learners’ role in and the empirical basis for AI    
TEL has been a long-term area of deployment for AI researchers: intelligent tutors, recommender systems and various forms of adaptive learning environments are typical examples of AI’s involvement in TEL
. However, adoption of AI technologies in TEL products was still scarce, wherefore the role of AI’s task is often a matter of debate, with options including fully transparent recommendations and high learner involvement or recommendations based on extensive ‘open learner models’ and less learner involvement.  

· Although open learner models in themselves are not new; recording, labelling and sharing of learner data is on the raise – which helps the advancement of AI overall compared to e few years ago (CK5).     
· Personalise learning is a key concept in TEL for many years. However, availability of generic learner models, gathering learner relevant data across multiple applications and settings will allow for richer and more precise presentations of learners. Open learner models are presented to learners, who can then decide the role AI should take to support their learning process. Especially ‘social learning’ isn’t only about skills and competencies but also about learners’ goals, trajectories and backgrounds (CK5).  
· Additionally, generic learner models would also support learners’ mobility. Learners who want to change to a new educational provider, or take courses from multiple providers could centralise this information in a single profile. The more complete a learning history, the more targeted the recommendations made by the system. Of course, flexible learning paths need endorsement by organisational policies regulating accreditation (CK5).        

4.2.4 Unquestioned assumptions: Exploring cost drivers of TEL 

As we said earlier, creativity applies to solving as well as defining problems in unusual ways: In the UK, the BBC caused problems to internet service providers by making programmes available on demand, which changed people’s habits wanting to see TV on demand. These are social changes in expectations and media habits that people will bring to their learning environments and they will increasingly expect those sorts of services from us. They are not cheap at all, so it´s an enabler on one hand and a challenge on the other hand (QO10).  
· Given the fact that many institutions are competing for student, it might be reasonable to fulfil as many expectations as you can (FN3) – however, simply going with learners’ expectations might not be sufficient to ensure successful learning, since having those expectations doesn’t necessarily imply understanding how and why social technologies are beneficial (TV7). 

· Other cost related challenges mentioned concern the effects of an ongoing financial crisis on governments’ preparedness to further fund research and support actions in TEL or a tendency for information services moving from freely accessible to pay per view modes. Also consumer electronics needs to be monitored closely; many technologies become affordable for use in school only after they have been adopted by a mass market (BE8).  

· Not many companies see business opportunities in TEL – and if they do, they provide closed systems such as Blackboard, which has only limited export functionalities (WS6). Free or open source tools are often no option for companies  (TV7). 
· Investments in TEL are also hampered by people’s fear that technology is changing too quickly – so that no matter what, their technologies are permanently obsolete (LG9). Adoption of TEL also suffer because many teachers still fear being replaced or demoted by technologies. Showcase schools are needed to create evidence of how technology would improve learning and in what ways teachers would need to be prepared for TEL (BE8). 

· Actually, for widespread uptake TEL would need to be as affordable as books (LG9). Or the alternative would be to encourage the use of personal technologies, rather than devices provided by the institution. However, acquisition is only the first cost factor, equally important are ‘connectivity costs’, ‘maintenance costs’ and ‘training costs’ (QO10).  Additionally, budget cuts mean less resources to support innovative teachers and teachers in general, so that interest in TEL is somewhat limited if it means more work with shrinking support (TU13).  
· Although broadband isn’t an issue anymore in many regions, more rural areas still don’t have it but these are the areas where you need it most (LG9) and despite increasing demand, public investment in support infrastructures seems to dwindle (QO10).   
In the future, we might look at unusual solutions such as adds in learning environments, as they are the perfect spaces for placing advertisements (TU13)     

4.2.5 Definitions behind power filters: Reframing the purpose of learning  

As expected, filters were present and it took some time for interviewees to get used to the idea that they should address all aspects of TEL they deemed relevant and not only their specialty areas. Such an attitude enabled a much broader reflection, presenting TEL as a sub-system of the wider educational system, depending and interacting with several other sub-systems.

As one researcher stated: “Especially what you see in universities is that control over learners is often centralised. However, the focus should be laid on the individuals acting in this system, giving them some degrees of freedom - support of learners instead of controlling learners. For example, in the past the big LMSs were (and are still) used in universities, where also all data is managed and controlled centrally. ... I do not call for total control by learners but they should get more control, provided that adequate pedagogical support is provided” (CL6). In this instance we can see how the use of TEL depends on how institutions of higher education understand their role in the learning and teaching process. This development is also evident to TEL providers which are looking out for changing learning paradigms, likely to influence the demand for new technologies over the next 10 years: “Customers are more and more interested in implementing social learning. However, the use of social media is still in an early stage and there is a lack of proven usage scenarios” (ND15). 

Since the above statement are somewhat indicative of a mismatch between the institutional norm and the potentials of TEL or a lack of expertise in a given area, we would argue that a more formal setting would have filtered out these or similar statements. 

· What is the right balance between guided and self-regulated learning? Some are lacking the necessary skills for self-regulated learning (BE8). More sophisticated evaluation mechanisms are necessary to support learners adequately – Grades and Pisa study are too simple. However, more detailed monitoring of learners often clashes with regulations of data protection. 

· Further on, self-regulated learning should also reach assessment; AI could configure assessments based on learners’ goals and profiles (CK5). New research around open learner profiles aims to empower learners as designers, so that learners can not only determine which resources to access or which experts to contact, but also what learning objectives enter curricula and training agendas.     

· New social forms of learning raise new problems, not the least the problem of misuse of social networks (bullying, defamation, etc.). Operators of social networks should commit themselves to prevent misuse or otherwise be held liable (LJ11). Other, issues come with  language barriers, hence good translation tools, didactically embedded are needed (WS6). 

· Ironing out the technology to support new learning paradigms may be a question of time but shifting the focus from curriculum-led learning to a more needs-based approach will be a more challenging change (SN2). This same shifting would be required for learning in corporations – the new starting point is that employees know what they need to learn in order to improve their performance (HT14). 

· Corporate-driven interpretations of learning have other evaluation criteria than universities. In the business world the speed with which companies can react to external changes is seen as an important competitive advantage (ND15). Learning in corporations is often seen as part of something else, be it the management of knowledge, performance or talent (SN12). This could be seen as a problem, since TEL is then operating under many different labels and no consistent message is offered (HT14)
· There is still a lot of scepticism on the side of teaching staff. On top, there is a negative public debate around the use of mobile technologies that needs to be addressed if politicians are supposed to support TEL in this regard (SN2). There is a need for active promotion of technologies in education on a political level and not only when there is pressure from the outside (e.g. a low Pisa Ranking) (BE8). In general, clarifications of buzz words and their implications are needed, e.g. what do we mean by ‘knowledge society’ and are these still the concepts that describe best the needs of our society? (SN2) However, funding plays an important role in determining what gets researched and what not (CL6). But proposals can get reviewed from a very theoretical point of view, neglecting practical application (WS6) or alternatively, research proposals are required to be very technological, so that it is difficult to get funding for more theoretical, non-technical research questions such as  the role policies can play in improving TEL.  But again, even at universities the prevailing rhetoric talks of society’s knowledge needs rather than enabling people to achieve their personal dreams and desires (VK16)   
· Social learning has also a geopolitical dimension and more restrictive governments might not even allow access to media that would allow unfettered communication (LJ11). Although not comparable, but social media are not without perils for companies neither. Employers are still unsure what employees should be allowed to communicate on social networks and employees are unsure what to reveal about themselves, given that they could be evaluated based on their public profile (SN12) 
4.2.6 Wrap Up 

When interviewees talked about their visions and the conditions that would help or impede achieving those visions, few technical novelties were mentioned. Most changes were anticipated or desired in the socio-technical space, i.e. the overlap between development and deployment of technologies. However, many also mentioned that they would not worry about novelties in the technical area as these were bound to happen whereas achieving change in the social fabric of education is sometimes less straight forward.   
It became clear, that it is peoples’ day to day experience, professional expertise and current involvement that determine their perceptions of the future of TEL – e.g. in the same interview social media could be criticised for lacking the backing of an educational organisation, whereas learner groups collaborating over mobile devices were hailed as very beneficial, even though self-regulation was at the core of both concepts. Although reasons can be manifold, individual teachers may find one technology threatening - if they lack experience using it - and another technology engaging – if they receive funding to research it -.  Occasionally, experts made a distinction between visions they had and visions they saw realistic and relevant to their workplace.  
Also, many interviewees mentioned the need to manage change; as they believed that not any specific change, but the speed and the amount of changes was what concerned TEL adopters most (SN12). 
4.3 Future Plans – Delphi Study
The focus of future activities within the human sources stream of WP4 will lie on two areas: (1) scaling up and integrating the three approaches outlined in this report and (2) implementing the actual infrastructure to support the scaling up process. 
Convergence of Approaches: Disagreement Management 
Clearly, future Roadmapping activities need to take advantage of synergies between the various parts in TEL-Map: 

· text mining results and influence network analyses need to be compared with the results  of the Delphi study as well as inform the Delphi debate itself; (synergies within WP4);

· evolving positions within the Delphi study can inform the scenario building processes and the gap analysis (Synergies with WP 3 and WP 5);

· Delphi results can be validated and elaborated in disagreement management sessions using context maps (Synergies with WP 2).   
Potential Delphi Implementation Platform 
Several candidate solutions will be tested.
Renting: 
· Survette (http://www.survette.com/) as used for the JISC Observatory (https://www.strategysignals.com/26633-21121-106@ac&geuset) 
Hosted solutions: 
· iKnow Project (FP7): http://wiwe.iknowfutures.eu/

· OpenIdeo: http://184.73.251.40/ 
· Foresight Portal: http://www.shapingtomorrow.com/ 
Off-the-shelf:
· Millennium – Project: http://www.millennium-project.org/FRMv3_0/05-Real-Time_Delphi.pdf and http://www.mpcollab.org/MPbeta1/node/26 
Free services:  
· Google forms - http://www.google.com/google-d-s/forms/ 
5 Recorded Sources Stream: Identifying Emerging and Fading Terms
This chapter describes the approach for the second stream of collecting weak signals through recorded sources. 
5.1 Application of the “Naïve Method” to 2010 Season Conference Abstracts

Our work on the recorded sources stream started with the simplest method applied to some relatively-easily obtained, relatively-well-structured and stylistically-homogeneous source content that many stakeholders in the TEL domain can readily relate to: Conference Abstracts. We have called this the “Naïve Method” to sign-post the intentional simplicity.This was a pragmatic decision, not simply in that we would like to gain results with the least effort but also on the grounds that the application of text mining to the search of candidate weak signals is not a well-established process. It is also a process where the domain (e.g. TEL) and source type (e.g. conference abstracts) are likely to influence the choice of method and operational details (e.g. use of threshold values). Simplicity, homogeneity and structure are helpful in reducing the number of “degrees of freedom”, so making the investigation manageable. 

There are some weaknesses that arise from selecting 2010 conference abstracts in addition to those arising from the technical approach used. Some of these weaknesses can be partially addressed at the level of the technical approach, whereas others can be compensated for by adopting a Recorded Sources Stream that considers different kinds of source and acknowledges the limitations in each.

Any method of looking for weak signals using conference abstracts is believed to be deficient as a consequence of the following:

· TEL research is not TEL practice; we should be ultra-cautious about assuming that a weak signal to a TEL researcher (which they would see as a strong signal) is either meaningful to a TEL practitioner, manager or policy-maker or that it indicates change in practice. There is an abundance of examples to the contrary, where a trend in TEL research failed to break through into widespread practice (for example IMS Learning Design) before interest waned.

· Similarly, there is a tendency of communities to be self-referential. Although there are benefits to be won from homogeneity in the source, there is a risk that this will detect TEL research trends rather than the wider socio-technical trends that are important in determining whether a research idea becomes an innovation in TEL practice.

· Conference and journal papers, and generally also the funding of the research that produced them, are subject to a filtering process. Funding has the potential to lead to distortion due to the mentality filter of influential individuals in the funding-planning process and we risk creating a pure positive feedback loop if a TEL-research base for weak signals detection is used to influence future TEL research directions.

· There is a significant delay between someone (or a small group) thinking of a “good idea”, gaining funding, doing the research and reporting it and another small delay between the conference and the availability of abstracts for the text mining. Any signals are already old; there is a risk that their trajectory will mean that we already know which have become trends and which were irrelevant.

In addition to keeping these issues in mind, the quantity of text is a further factor to consider that limits the usefulness of even a theoretically-perfect technical approach.

Although the number of abstracts, 1964 in total and 363 in 2010, is relatively small in general text mining practice it is not unusually small compared to corpus sizes used in the literature on using text mining for analysis of bibliographic material [Grün & Hornik 2011]. Since abstracts are usually written with the intent of concisely summarising the purpose of a paper, they can be expected to be particularly useful for mining topics compared to general texts of the same size. It is clear that almost 2000 abstracts is beyond any reasonable expectation of what a human can process, especially when considering that this is an initial investigation that we expect will be extended to additional recorded sources.
5.2 First Results

The process for analysis of recorded sources follows two stages, in order: a programmatic stage and a human stage. Although the programmatic stage, which is outlined in section 5.3, can be adjusted by modification of parameters that set the threshold for those terms and topics that are selected and highlighted, these will generally be left unchanged once the method is performing satisfactorily. The intent is that the programmatic stage will be usable as a “black box” in the interest of comparability, repeatability and avoidance of a perceptual filter on the part of the analyst. The result of the programmatic stage for the analysis of the abstracts from the 2010 season of ECTEL, ICALT and ICWL conferences is given as an appendix (7) (and available on-line
).

The human stage is essentially a speculation on what the results of the programmatic stage mean. It is overtly a subjective activity, although drawing on evidence, and one where alternative perceptions and dialogue around them are necessary to properly establish meaning and relevance. The remainder of this section is one view on the results of the programmatic stage just referred to.

Note on terminology: in the following, “terms” is used to indicate the stemmed forms of words (see earlier).

5.2.1 General Observations and Performance of the Method

Since there are  1601 abstracts in the 4 years prior to the 2010 season, it is slightly surprising that there seems to be so much change: there are 13 distinct terms that appear for the first time in 2010 and do so in at least 2 different abstracts; five terms rise by over 300%.

It is clear from inspecting the abstracts linked to the highlighted terms, however, that there are quite a few coincidences that account for some of the rising occurrences. Polysemy accounts for some of these cases but others appear to be pure chance. These represent one component of “noise” in our search for weak signals. One source of false-positive term identifications is the appearance of project or product acronyms and abbreviations in abstracts. This – a second component of “noise” - was eliminated by requiring newly-appearing terms to appear in at least 2 separate abstracts. This criterion is an intuitive means of suppressing a third source of “noise”: a single word repeated many times in a single abstract.

The impression gained from the report of the programmatic stage is that there is no systematic difference between the three conferences under consideration; ICALT abstracts appear more frequently in the results as they do in the corpus and there are no glaring under or over-occurrences.

The degree with which the selected terms correlate – i.e. appear together in the same abstract – shows a different pattern between New (and Nearly-New) Terms and the set of Rising Terms.

For both New and Nearly-New Terms, the heatmaps (figures 16 and 19 in the appendix) show no evidence of clustering of documents or terms beyond the evident fact that documents containing the same term are similar; there is no apparent association of terms other than what might be expected from chance. That is to say the terms appear to be uncorrelated, although no statistical test has been applied.

For the set of highlighted rising terms, there are some noticeable correlations but these are no surprise: “game” occurs frequently with “game-based” (8 times) and with “serious” (7 times). These are best seen in figure 23 of the appendix. This does not show up as a clustering in the heatmap (figure 24 in the appendix) since the appearance of one term does not indicate a high probability of the other also appearing in a given abstract. For some of the intermediate cases, the co-occurrences appear to give meaningful context (e.g. “negative” and “emotion”) but this must be interpreted on a case-by-case basis and no statistical test has been applied. As for the New and Nearly-New terms, there does not appear to be any meaningful clustering of documents. The heatmap does clearly show that rising terms are generally well distributed.

The large number of programmatically-identified terms that are judged to be noise or believed not to be a weak signal is a cause for concern. If chance occurrence can throw up so many false positives, what confidence can be had that those terms that are not eliminated in the human stage are at all relevant. There is no robust response to criticism along these lines but there are a number of mitigating factors:

· the human stage is based on elimination because the person knows what is not a weak signal (assuming reasonable knowledge of TEL);

· we only ever declare that candidate weak signals are identified;

· a set of heuristics that takes account of term specificity and distribution among abstracts should be better at correctly eliminating the chance (“noise”) false positives than falsely eliminating weak signals  (see below).

5.2.2 Review of Highlighted Terms

The decision on whether any of the programmatically-highlighted terms is relevant is based on a set of heuristics:

· new terms are more significant than Nearly-New Terms;

· terms are more significant if they appear in a larger number of abstracts;

· rising terms with a high frequency prior to 2010 but which show a strong % rise in 2010 are probably established trends that have not yet reached plateau (the threshold of what is “high” is rather subjective and for the present case will be a combination of speculation with some bounds imposed from the actual frequencies of terms that are known to relate to established trends: a value of 0.1% for frequency in the 4 years prior to 2010 is used, which eliminates “game”);

· polysemy and use of a term with diverse meanings across several abstracts are considered to be indicators of noise;

· an increase in the appearance of terms with more specific meanings is assumed to be a stronger indicator of a weak signal than a rise in a very general term as specific terms are used with more intent;

· a very high frequency of use in a single abstract is considered to be a distortion (noise) whereas multiple-occurrences across a range of abstracts is considered to be a stronger signal than single occurrences;
· surprise is considered to be a necessary response to a possible weak signal, whether the surprise is about a term appearing/rising or about it’s unexpected non-occurrence prior to 2010 (“surprise” is clearly highly subjective but the absence of surprise in someone generally well-informed about the current state of TEL should mean that the idea is not a weak signal, at least to the observer).

Given these heuristics, judging significance remains a qualitative subjective evaluation requiring knowledge of the current state of TEL supplemented by occasional recourse to Google Insights
 (for example), and is expressed in Table 5 as follows:


“N”
indicates a belief that this is pure “noise”

“-1” 
indicates a belief that the term is not a sign of a weak signal

“0” 
indicates a term about which no beliefs have formed

“+1” 
indicates a belief that the term may be a sign of a weak signal

“++1” 
indicates a strong belief

A “!” may appear in the significance column to bring attention to a term that appears to be interesting but for which there is little or no evidence from the text mining that this is a weak signal. This will generally indicate that the term appeared in a single abstract (in the case of New or Nearly-New Terms).

Terms discussed in more detail – see the following section, “Cases of Particular Interest” - are indicated by an asterisk. The raw data and identification of the papers relevant to each term appears in the appendix (chapter 7).
Table 5: Terms and their significance
	New Terms

	Term
	Comment
	Significance

	circulatory
	It is probably pure chance that two abstracts mentioned the human circulatory system; each abstract is addressing a different technology to this subject. Application of TEL to the subject area of biology occurs several times prior to 2010.
	N

	decentralized
	Although both abstracts containing the term use it in the same sense – decentralized software components – the research questions are unconnected and the sense is not a novel one.
	N

	fingerprint
	The term has different meanings in the two abstracts in which it appears. In one the meaning is a human fingerprint as a biometric identifier while in the second it is used in a metaphorical sense allied to steganography.

This latter sense is applied to the detection of re-use and may signify a new trend/application but there is insufficient evidence to make a specific claim.
	N

	flickr
	This seems to simply be a feature of the rising profile of flickr. It is rather surprising that the term did not appear before 2010. This might reflect a disconnect between TEL as enacted by teachers and learners (flickr significantly in the mainstream by 2010) and between TEL as perceived by researchers.

In both abstracts, the interest is in marrying semantic information and images. This may be significant but does not represent a weak signal.
	-1

	girls *
	In both abstracts the relative tendency of girls to prefer social environments compared to boys is considered. A different approach to activating this difference is taken in each abstract. An appreciation of behavioural differences between boys and girls is clearly not new but it is possible that these papers are signs of a new intention to differentiate the design of TEL to make the most of gender differences.
	+1

	leader
	The term is used in different contexts.
	N

	location-aware
	Two of the three abstracts containing this term use it in the relation to mobile devices. Although it is only recently that the technology has made location-aware mobile TEL a reality, this has been a recurrent theme over the last 8 or so years. In the third abstract, the sense is of location metadata.
	-1

	self-report
	That several abstracts should indicate that students “self-reported” intentions and experiences is not surprising. That this term occurs three times in 2010 and not at all in the 1601 previous years' abstracts is surprising.

It is not clear what this signifies.
	0

	skin *
	Research based on accessing more about a learner's psychological and physiological state than is exposed through mouse-click and key-strike streams is several years old. Eye-tracking, for example, appears frequently during the last 5 years of ICALT proceedings. The appearance of skin conductivity in three abstracts in 2010 is not entirely surprising in retrospect but would not necessarily have been predicted.
	+1

	string
	In both abstracts, “string” is used in its computer science sense but applied to different settings.
	N

	uptake
	This is such a neutral term and closely related to “adoption”, which is widely used across the corpus, that its appearance as a New Term is assumed to be random chance.
	N

	wave
	Three different senses of “wave” appear in three abstracts.
	N

	weather
	In two out of three abstracts, this term appears to be purely incidental to the focus of work and not to signify anything. In the third it is the context of work on knowledge transfer by visualisation and so is assumed to be a matter of chance.
	N

	Nearly-New Terms

	Term
	Comment
	Significance

	e-assessment *
	That the term “e-assessment” only appeared twice up to 2010 is slightly surprising given the history of interest in it. The use of a generic term (e-assessment) rather than technology-specific terms may reflect a mainstreaming and a transition to applications.

See also “QTI”, below.
	0

	game-play
	Given the extensive appearance of gaming-related terms prior to 2010 and a significant rise in frequency in 2010, this compound word is assumed to be a chance occurrence (especially as it occurs in only 2 abstracts). 

See “game” and “game-based”, below.
	N

	oral
	There does not appear to be a common element and since this is a “Nearly New” term, chance is assumed.
	N

	risk *
	This term appears in 5 abstracts, the largest of any New or Nearly-New Term. Between these abstracts, however, the sense of use varies considerably from a very weak “has a chance of”, references to online safety of minors, education about emergencies and 2 abstracts that are referring to the possible mis-design of TEL. When “risk” appeared in pre-2010 abstracts, its sense was in only 1 of the two cases linked to such mis-design, and then not particularly strongly.

It is possible that these 2 occurrences are an indication of a more critical attitude towards TEL innovations and offerings.
	+1

	Rising Terms

	Term
	Comment
	Significance

	accurate
	The term is used in a range of senses but in two abstracts for two senses: accuracy of assessment and accuracy of prediction (although of different aspects). These similarities are so weak that no conclusion is drawn.
	N

	authentic *
	Setting aside one occurrence of “authentication” (which was stemmed to “authentic”), all uses are about the authenticity of learning situations, although the degree to which “authentic” could be taken to mean a situation where learning occurs through applying knowledge in real-world contexts varies between abstracts. The centre of gravity is around mobile/ubiquitous technology playing a supportive role in authentic learning settings. While this is not a new idea, it could be considered as a sign of change in TEL.
	+1
?

	besides
	This term is used in diverse senses. The increase is assumed to be a chance occurrence. Alternatively this term could be filtered. 
	N

	book
	The near-4-fold rise of “book” seems to be a combination of chance and use in different context. Several abstracts contrast “book” (as a traditional form) with a TEL-based approach. The term is also used in a semi-metaphorical sense of “audio book” and “web book”.
	N

	competitive
	A single abstract contains a disproportionate occurrence of this term while the sense varies across abstracts.
	N

	cover
	The term is used in a very non-specific sense in all cases (e.g. “cover many issues”).
	N

	detect
	The term is used in a range of senses without a visible pattern.
	N

	emotion *
	This term appears relatively frequently prior to 2010 (with a frequency of about 0.05%, the second highest of any highlighted rising term) so the 200% increase could be ascribed to an established trend. While it is clear that TEL research on learner emotion is not new, it is also apparent that research on software agents simulating emotion (directed at the learner) has decreased. Hence the actual trend towards TEL research involving the determination of learner affect and hence TEL environments is more clear.

See also “negative”
	+1

	e-training
	This is one of the lowest-rising terms and appears in only 3 abstracts (out of over 300) in which it appears with quite high frequency.
	N

	foreign
	In all 6 abstracts, the sense is as “foreign language”. In two of these, Chinese is mentioned.

This seems to reflect the established trend of globalisation and in particular the increased profile of the Chinese economy. This is not, therefore, a weak signal although this economic driver is clearly relevant to TEL.
	-1

	game &
game-based
	The high frequency of occurrence in pre-2010 abstracts matches the long-standing interest in the application of games and game-related approaches to education. The appearance of the term in 34 separate abstracts (approx 10% of them) is a remarkable testament to the interest of the TEL research community in these approaches. The less-remarkable % rise indicates an established upward trend.
	-1

	hybrid
	Since “hybrid” is frequently used in an unspecific way, it is not surprising that it is used in different senses and contexts in the 4 abstracts. It is particularly frequently used in 1 abstract (where is appears to be synonymous with “blended learning”). These indicate “noise”. Two abstracts use the term in relation to addressing weaknesses in recommender systems, which is a potentially-interesting area of research in TEL and may have been a weak signal during the period in which the research reported at the 2010 conferences was in progress but are likely now to be (or about to be) part of the growing body of active research on TEL recommender systems.
	N

	negative*
	Given the diversity of ways in which “negative” can be used, it is surprising that it showed a >200% rise in 2010 and that there is a rather modest frequency in general. The low general frequency may be a feature of abstracts generally being written as positive statements.

What is more surprising is that all abstracts are describing research where affect (feeling or emotion) are the focus of attention, particularly in group-work and social settings. Although affect is a well-researched topic in psychology and the education literature, and with some precedent in TEL research, this seems to be a sign of change in TEL that is obscured by differences in the context and technologies focussed on in each research project.

See also “emotion”
	+1

	path
	The appearance of “learning path” (this is the dominant sense) in abstracts is not a surprise, although the rise in 2010 is. No meaning has been discovered.
	0

	perceive
	This term is used in a range of senses. Several abstracts are referring to aspects of affect; these give more weight to the statements about “negative” and “emotion” but do not independently constitute a sign.

See “negative” and “emotion”.
	0

	public
	This term is used in a range of contexts and includes occurrences of “publication”.
	N

	QTI *
	An almost four-fold rise in the frequency of “QTI” in 2010 is remarkable given the approximately 10 year history of this IMS specification and that this is a very specific and unambiguous term. There is diversity in the role of QTI among the 7 abstracts, with only 2 kinds of common element: web-based question/test authoring and non-summative assessment.

It seems likely that one contribution to the rise of the term is the diffusion of IMS QTI, especially in its mature (and stable, although un-finalised) version 2.1. Another explanation may be linked to the rise of e-assessment (see above). It is likely that the rise of the term reflects an established trend but this may not be widely appreciated and there may be a hidden sign of change.
	0

	serious
	All but one of the 8 abstracts containing “serious” used it in the context of “serious games”, hence it is that context that accounts for the remarkable increase of over 600% in frequency in 2010 compared to the previous 4 years. Given the previous assessment of the rise of “game” and “game-based” and the high co-occurrence of “game” with both other terms, it seems clear that “serious” is not a sign of a weak signal. It is assumed that the term “serious game”  (which dates back to the 1970's and is widely used
) was used by an influential figure in the TEL research community.
	-1

	Falling Terms (selected terms only)

	blog
	The strong decline in the appearance of this term doubtless reflects the mainstreaming of blogs. A less strong fall would have been registered had “microblogging” been taken as a synonym.
	

	portfolio
	This is a rather surprising fall that may reflect changing TEL research interests that are not in line with non-researchers. It may indicate a transition away from a view that e-portfolio=a technology, hence less emphasis in TEL conferene abstracts.
	

	uol
	This is an abbreviation for “Unit of Learning”, a term that became popular with interest in IMS Learning Design, although it was adopted when not specifically referring to that specification. It's decline and disappearance in 2010 abstracts is almost certainly due to declining interest in IMS Learning Design since a peak in 2006.
	


5.2.3 Cases of Particular Interest

As for the previous section, these “cases of particular interest” are speculative and are the author's subjective assessment.

NB: Quoted abstracts are © the respective publisher, as follows:

ICALT, papers and a full set of abstracts are available from http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5570018 and the conference website is http://www.ask4research.info/icalt/2010/.

ECTEL, papers and a full set of abstracts are available from http://www.springerlink.com/content/978-3-642-16019-6/contents/ and the conference website is http://www.ectel2010.org/.

ICWL, papers and a full set of abstracts are available from http://www.springer.com/computer/general+issues/book/978-3-642-17406-3 and the conference website is http://www.hkws.org/conference/icwl2010/.

Common Themes

Among the terms identified as being possible weak signals, it is possible to identify some clusters. These can be mapped to the “TEL-Map levels of scale”:

TEL-Map segments the factors influencing change on three levels of scale, moving from the generic context to a specifically learning-oriented context:

I.  the macro scale (political, economic, social, technological, legal and environmental)

II. the meso scale (organisation of the education and training systems and its institutions) and

III. the micro scale (enacted paradigms of learning and teaching)

	
	macro
	meso
	micro

	girls
	
	
	affect

	skin
	Technology evolution
	
	affect

	eassessment
	Economic
Political - accountability
	(response to macro drivers)
	

	qti
	
	(technical means to achieve “eassessment”)
	

	risk
	
	Evidence based design

	authentic
	
	
	Authentic learning

	negative
	
	
	affect

	emotion
	
	
	affect


Strong and Specific Increasing Interest in Aspects of Affect

The dominant theme underlying the cases of particular interest is one of affect. This is, of course, a well established theme but the emphasis given to specific aspects of affect in the context of TEL can be seen as the pieces of the jigsaw of the next generation of TEL, or at least the next iteration of the institutional response to the application of technology to education.

In crude terms, the first iteration is symbolised by the Virtual Learning Environment (or Learning Management System etc). This embedded various assumptions about, for example, the use of communication tools and the value of a semi-constructivist e-learning paradigm. This iteration is characterised by an institutionally-owned and controlled environment with a strong element on uniformity. 

The second iteration, which is still very much in progress can be linked to the rise of so-called “Web 2.0” software. Early conceptualisations of a Personal Learning Environment evolved into the current state where interest is focussed on using technologies such as W3C Widgets and IMS Learning Tools Interoperability to realise a hybrid learning environment where the institutionally controlled software has soft and fuzzy boundaries. Choice and preference is devolved downwards to teachers and learners but there is a risk that an “anything goes” attitude can make choice an illusion; “you choose” is not a robustly-defensible attitude to take to all questions about an effective learning environment.

The first and second iterations can be seen as characterisations of an ongoing creative tension on several related fronts: institutional vs personal; technology as “hard” vs ubiquitous; TEL innovators vs TEL embedded in practice, etc.

The third iteration that is interpolated from the abstracts containing the terms “girls”, “skin”, “negative” and “emotion” is a reaction to “anything goes”.  It represents a refinement of the role of the learning provider (the institution and the teacher) in bringing an understanding of the educationally-relevant aspects of affect to bear on the design of the technology-enhanced learning environment. Although there is not an emphasis on the application of data mining in the 2010 abstracts (other than Trabelsi & Frasson, ICALT 2010), this is expected to have an increasing role.

The references to “girls” indicates an intention to differentiate (personalise) based on essentially-static attributes. In both the abstracts mentioning “girls” in 2010 (there were no mentions from 2006-2009 in any of the 1601 abstracts), the implications of gender-related preferences for social activities are explored:

· Spatializing Social Practices in Mobile Game-Based Learning.
 Susan Gwee, Yam San Chee, Ek Ming Tan, ICALT 2010

· Offering Early Success Experiences in Software Construction: Experiences Teaching Dynamic Website Development to High School Girls.
 Mary Beth Rosson, Hansa Sinha, Tisha Hansford, Jan Mahar, ICALT 2010

The appearance of “skin” in three abstracts in 2010 while being absent from 2006-2010 can be looked at as being part of the “affect” theme. While there are many practical and ethical issues with using physiological data, it is believable that taking a multi-factor approach (e.g. eye tracking, mouse motion/clicking and skin conductivity, all of which have appeared in ICALT papers over the past 5 years) and putting control in the hands of the person concerned could provide a useful aid or stimulus for self-regulation. There is a clear need for evidence backed up by extensive field data. The papers mentioning “skin”, which indicate a long journey remains between current research and realisation in practice, are:

· Prediction of Players Motivational States Using Electrophysiological Measures during Serious Game Play. Lotfi Derbali, Claude Frasson, ICALT 2010

· Self-Esteem Conditioning for Learning Conditioning. Imene Jraidi, Maher Chaouachi, Claude Frasson, ICALT 2010

· A Preliminary Study on Learners Physiological Measurements in Educational Hypermedia. Nikos Tsianos, Panagiotis Germanakos, Zacharias Lekkas, Anna Saliarou, Costas Mourlas, George Samaras, ICALT 2010

Two quite general terms appear with some surprising increase in emphasis in 2010: “emotion” and “negative”. The two appear together in a number of these abstracts which, while it may be due to chance, seems to be due to a common underlying theme when the particular research questions are taken into account. “Emotion” appears relatively frequently over all years since 2006, indicative of the long-standing research interest in affect, but the approximately 200% rise in 2010 coupled with the changes of incidence of the other terms identified in this section is suggestive of change. Prior to 2010, “emotion” was more frequently used to refer to simulation of emotions by software agents, which re-enforces this view.

The abstracts mentioning “emotion” in relation to learner affect are:

· Modelling Affect in Learning Environments - Motivation and Methods. Shazia Afzal, Peter Robinson, ICALT 2010

· Monitoring Learning Experiences and Styles: The Socio-emotional Level. Chiara Spadavecchia, Carlo Giovannella, ICALT 2010

· Design and Evaluation of an Affective Interface of the E-learning Systems. Hui-Chun Chuang, Chin-Yeh Wang, Gwo-Dong Chen, Chen-Chung Liu, Baw-Jhiune Liu, ICALT 2010

· A Preliminary Study on Learners Physiological Measurements in Educational Hypermedia. Nikos Tsianos, Panagiotis Germanakos, Zacharias Lekkas, Anna Saliarou, Costas Mourlas, George Samaras, ICALT 2010

· The Emotional Machine: A Machine Learning Approach to Online Prediction of User's Emotion and Intensity. Amine Trabelsi, Claude Frasson, ICALT 2010

· An Emotion Regulation Model in an E-Learning Environment Jiwei Qin, Qinghua Zheng, Haifei Li and Huisan Zhang, ICWL 2010

The term “negative” has historically been less frequent than “emotion” yet showed a rise of over 200% in 2010 compared to the average from 2006-2009. In every case in 2010, the use of the term is in relation to a form of affect. Given the range of possible uses of “negative”, this is striking and does seem to indicate a changed character of TEL research.

The papers (2 of which also contain “emotion”) are:

· Students' Perceptions of the Factors Leading to Unsuccessful Group Collaboration. Shuangyan Liu, Mike Joy, Nathan Griffiths, ICALT 2010

· Using Feedback Tags and Sentiment Analysis to Generate Sharable Learning Resources Investigating Automated Sentiment Analysis of Feedback Tags in a Programming Course. Stephen Cummins, Liz Burd, Andrew Hatch, ICALT 2010

· Design and Evaluation of an Affective Interface of the E-learning Systems. Hui-Chun Chuang, Chin-Yeh Wang, Gwo-Dong Chen, Chen-Chung Liu, Baw-Jhiune Liu, ICALT 2010

· Content, Social, and Metacognitive Statements: An Empirical Study Comparing Human-Human and Human-Computer Tutorial Dialogue Myroslava O. Dzikovska, Natalie B. Steinhauser, Johanna D. Moore, Gwendolyn E. Campbell and Katherine M. Harrison, et al., ECTEL 2010

· Free-Riding in Collaborative Diagrams Drawing Furio Belgiorno, Ilaria Manno, Giuseppina Palmieri and Vittorio Scarano, ECTEL 2010

· An Emotion Regulation Model in an E-Learning Environment  Jiwei Qin, Qinghua Zheng, Haifei Li and Huisan Zhang, ICWL 2010 (id=2344) 

Continued Breakdown of the Human-Computer Interface?

The term “cyborg” was coined in 1960 and the idea has been decidedly futuristic for half a century. If the papers on using skin conductance are taken as inspiration and extended only a little along a believable path of technology evolution alongside gesture based computing, a low-tech cyborg becomes quite believable (in technology terms). 

Current gesture-based interfaces are evidently more controlled by intentional action than subconscious changes with physiological evidence that can be measured. It remains to be seen whether people find it acceptable for computers to take less intended cues for action and whether the reliability of inferences made from such data would be good enough in practice.  Following this cautious note, the use of skin conductivity to access a learner's psychological state is clearly something to be cautious about. A conductivity-sensing mouse may be useful to trigger hints to rest, change task, … etc to an individual or as one stream of evidence on user experience of a computer-based activity when aggregated across many users.

e-Assessment and QTI

That both “QTI” and “e-assessment” show such dramatic increases in occurrence is a surprise for which an explanation should be attempted. The increases were:

· for “e-assessment”, only 2 occurrences in 1601 abstracts from 2006-2009 then 9 occurrences over 3 out of 363 abstracts in 2010.

· for “QTI” there were more than 4 times as many occurrences (slightly more than 10 spread across 7 abstracts) in 2010 compared to the average from 2006-2009 yet IMS QTI was already well-known by 2006.

It is reasonable to see each of these terms reflecting a different face of the same trend: “e-Assessment” reflects the process and institutional response while “QTI” reflects a technical response. This is not the whole of the story, as evidenced by the range of application of QTI that is described in the papers. It does, however, appear to be partially true.

The increase of these terms is ascribed to a combination of increasing maturity of eAssessment combined with environmental drivers – particularly economic and political. Maturity makes possible an institutional response to the drivers, both of which are believed to be more important in 2011 than in 2009-10. On this basis, it is expected that the same signs of change will be detectable in the 2011 conference season.

The general character of the economic landscape that education finds itself in is so well appreciated that no explanation should be necessary. The negligible marginal cost of assessing an individual electronically is clear.

The political driver at work is likely to be greater expectations of transparency and accountability of educational organisations, especially public bodies. This has an increasingly important social dimension as the relationship between institutions and (particularly Higher Education) students changes. Standardised testing is well established but the implications of transparency and accountability go much further towards more frequent assessment both as a direct demand from stakeholders and as an indirect consequence of greater scrutiny of performance measured by retention, employment prospects and final results.

Papers mentioning e-assessment in 2010 were:

· A Formative eAssessment Co-Design Case Study. David A. Bacigalupo, W. I. Warburton, E. A. Draffan, Pei Zhang, Lester Gilbert, Gary B. Wills, ICALT 2010

· A Set of Software Tools to Build an Author Assessment Package on Moodle: Implementing the AEEA Proposal. Beatriz E. Florián G, Silvia Baldiris, Ramón Fabregat, Alexis De la Hoz Manotas, ICALT 2010

· Case-Based Medical E-assessment System. Rozemary Scarlat, Liana Stanescu, Elvira Popescu, Dumitru Dan Burdescu, ICALT 2010

Papers mentioning QTI were:

· E-learning Authoring with Docbook and SMIL. Alberto González Téllez, ICALT 2010 

· An Online Arabic Learning Environment Based on IMS-QTI. Abdelkader Abdelkarim, Dalila Souilem Boumisa, Rafik Braham, ICALT 2010

· A Formative eAssessment Co-Design Case Study. David A. Bacigalupo, W. I. Warburton, E. A. Draffan, Pei Zhang, Lester Gilbert, Gary B. Wills, ICALT 2010

· dinsEditor: A Browser Extension for QTI-Compliant Assessment Item Authoring. Sungjae Han, Jinjoo Kim, Youngseok Lee, Jaehyuk Cha, Byung-Uk Choi, ICALT 2010

· Tool for Generation IMS-QTI v2.1 Files with Java Server Faces. Antonio García-Cabot, Roberto Barchino, Luis de Marcos, Eva García, José Ramón Hilera, José María Gutiérrez, Salvador Otón, José-Javier Martínez, José Antonio Gutiérrez, ICALT 2010

· Delivering QTI Self-tests to Personal Learning Environments Using Wookie Widgets
 Vladimir Tomberg, Raido Kuli, Mart Laanpere and Peeter Normak, ICWL 2010

· Modelling Text File Evaluation Processes José Paulo Leal and Ricardo Queirós, ICWL 2010

Risk and Evidence-based Design

Among several different uses of the term “risk” in 2010 abstracts, there are two cases when it is used to talk about the potential for mis-design of TEL. Previous years' conference papers have not contained clear examples of this use.

The evidence is not strong, but it may be that this is a sign of a more critical and reflective mood. “Evaluation” is, of course, integral to the TEL researcher's process but this is not the same as the kind of consideration of theories of success that Millard and Howard are working towards (see below).

The two papers with this sense of “risk” are:

· Towards an Ergonomics of Knowledge Systems: Improving the Design of Technology Enhanced Learning, David E. Millard and Yvonne Howard, ECTEL2010

· Towards a Competence Based System for Recommending Study Materials (CBSR), Athitaya Nitchot, Lester Gilbert, Gary B. Wills, ICALT2010

Authentic Learning

The >250% rise in frequency of “authentic” in 2010 compared to the average from 2006-2009 and its occurrence in 6 out of the 363 abstracts in that year seems likely to have some meaning. As for many of the other newly-prominent terms in 2010, there is ample history; the desirability of authentic learning situations is a widely held principle within education professionals, The difficulty of setting up, managing and assessing such situations is a practical obstacle to putting this principle into practice, however, so interest in exploiting an enabling technology is bound to occur when such a technology becomes ready for appropriation.

Judging by the strong, although not dominating, element of mobile and ubiquitous computing technologies in the 2010 abstracts, it seems that such an enabling technology may indeed have amplified interest, although this conclusion is far from being robust:

· An Audio Book Platform for Early EFL Oral Reading Fluency. Kuo-Ping Liu, Cheng-Chung Liu, Chih-Hsin Huang, Kuo-Chun Hung, Chia-Jung Chang, ICALT 2010

· Authenticity in Learning Game: How It Is Designed and Perceived Celso Gonçalves, Marie-Caroline Croset, Muriel Ney, Nicolas Balacheff and Jean-Luc Bosson, ECTEL 2010

· Exploring Mediums of Pedagogical Support in an across Contexts Mobile Learning Activity Jalal Nouri, Johan Eliasson, Fredrik Rutz and Robert Ramberg, ECTEL 2010

· Ambient Displays and Game Design Patterns Sebastian Kelle, Dirk Börner, Marco Kalz and Marcus Specht, ECTEL 2010

· Exploring the Benefits of Open Standard Initiatives for Supporting Inquiry-Based Science Learning Bahtijar Vogel, Arianit Kurti, Daniel Spikol and Marcelo Milrad, ECTEL 2010

It is also conceivable that interest in “authentic” contexts for learning and assessment has been, and maybe will be an increasingly important, reaction to increasing levels of e-assessment or to better access to electronic resources (content). 

5.3 Brief Technical Account of the “Naïve Method”

Abstract text for the years 2006 to 2010 inclusive was obtained from publisher websites and used as single source of analysed text; the titles of papers were not included. All three conferences – ICALT, ECTEL and ICWL – were treated equivalently and grouped into a single corpus where the year, authors and conference were treated as metadata.

The text mining was conducted using R [R Development Core Team (2010)] and principally the “tm” package [Feinerer (2011)] [Feinerer, Hornik, and Meyer (2008)]. Source code is available at GitHub
.

The “tm” package was used to hold the corpus and to build a document-term matrix with the following initial treatment:

· removal of stop-words (the default English set in “tm” was used with addition of “paper” since this is common in conference abstracts and with the removal of four words that might be relevant to TEL: group, problem, present, work)

· stemming (using the default Snowball package)

· removal of numbers and punctuation (this causes hyphenated words to become concatenated)

· removal of words with less than 3 characters

The document-term matrix was then segmented to create a component containing only abstracts from 2010, the “target year”, and another containing abstracts from the previous four years. Standard R processing, statistics and plots were then used to conduct the analysis of four kinds of difference between the target year and previous years:

· terms which only appear in the target year, the “New Terms”;

· terms which are very infrequent in previous years, the “Nearly-New Terms”;

· terms which are not particularly infrequent in previous years but increase in frequency, the “Rising Terms”;

· terms which disappear or are dramatically less frequent in the target year – the “Falling Terms”.

For the identification of New and Nearly-New terms, a simple count of term occurrence is used as a threshold. Rising and falling terms are selected according to a percentage rise in the relative frequency of a term. The relative frequency is defined as the number of times a given term occurs divided by the sum of the occurrences of all terms (after removal of stop-words and stemming). This compensates for variation in the absolute number of abstracts. For example if 2.00% of stemmed words in the previous years set was "learn" and 2.12% pertains to the current set, then the rise is 6%.

A degree of experimentation was undertaken to determine useful thresholds for each of these four cases, essentially to select a reasonable number of terms for human examination and to avoid obvious distortions (e.g. a term with 1 occurrence in the past set and 4 in the target year would appear to have risen by approximately 1600%)

The thresholds selected for the four classes of difference are as follows: 

· New Terms, must appear at least 4 times in the target year's abstracts and in at least 2 different abstracts but not at all in the previous years. 

· Nearly-new Terms, appear between 1 and 2 times in the previous years and must appear at least 6 times and in at least 2 different abstracts in the target set

· Rising Terms, must have a % rise in frequency of more than 180% and must appear at least 8 times in the previous years set for a term to be considered. 

· Falling Terms, are obtained similarly to Rising Terms but only the top 10% of terms in the previous years set are considered and a change of -80% is needed for the term to be shown in the results. 

Falling terms receive the least treatment since there is little scope for interpretation of what is different in 2010; the point is that there are no papers to speculate over. This doesn’t mean that they do not signify something of interest, simply that it we lack the context of an abstract to speculate on what the weak signal might be.

Three kinds of plot are used for all of New, Nearly-New and Rising Terms:

· term occurrence/frequencies show the number of times a term appears either as a count or as a fraction of stemmed words

· abstract occurrences to show how many different abstracts the term appears in irrespective of the number of occurrences within any abstract

· heatmaps provide an overview of several aspects together: the terms, their frequencies within an abstract, distribution of the term among abstracts and clustering of terms and documents.

For the Rising Terms, the % rise of each term is also shown. This is the principle measure of interest for Rising Terms but the actual term frequency is an important factor in judging whether there is an existing trend, for example.

For the Rising Terms, the co-occurrence of terms in abstracts is calculated and imported into Gephi
 for visualisation. This provides a more easily-interpreted presentation of co-occurrence than the heatmap plots at the expense of eliminating some information.

Gephi is designed for the the visualisation of network graphs: sets of things and relationships between them. In our case, the “things” (represented as circles referred to as nodes) are the terms and the “relationships” (represented as lines between the nodes and referred to as edges) indicate the co-occurrence of the two connected terms. Both nodes and terms have a computed weighting that is used to control appearance of the resulting graph as follows:

· the node weight is equal to the %rise of the term, which scales the node area and the term label size (no attempt is made to take account of the different length of terms in sizing them

· the edge weight is equal to the number of abstracts in which the terms co-occur (not weighted by frequency), which scales the edge width

In addition, Gephi is used to calculate and display the node degree, which is the number of other nodes it is connected with. This is used to determine the colour and ordering of the nodes.
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The report from the programmatic stage (reproduced in the appendix) was created using the Brew Templating Framework for R [Horner 2011].

5.4 Future Plans – Text Mining
The work so far has been just the first step, a trial to:

· understand how to make a process involving both a programmatic and a human stage into a useful and repeatable process;

· allow some cross-reference between the Human Sources and Recorded Sources (strict validation is not possible given the focus on weak signals);

· better understand how to relate the results - from raw data to the conclusions drawn – to the other tasks and work packages in TEL-Map. 

Having now worked through the process end-to-end, we are better able to realise our ambitions to deliver a deeper, broader and iterative process to identify candidate weak signals from recorded sources. The remainder of this section describes four strands of the future plan.

5.4.1 Application to Different Sources

It is recognised that conference abstracts provide only one view on what is relevant to the future of TEL and that different sources should be considered for several reasons:

· One of the key aims of TEL-Map is to inform future TEL research so to draw evidence only from sources created by TEL research (i.e. conference abstracts) would be to risk some conceptual in-breeding.

· The future of TEL is influenced by many stakeholders and by factors outside the education and training world. Weak signals could come from anywhere.

· The identification of mis-matches (as well a similarities) between the prevalent views and trending new ideas of people with differing standpoints is also a source of information.

It is also understood that the reliability of a text mining approach should improve with the scale of source material, i.e. the corpus size.

To address these issues, the Recorded Sources stream of WP4 will, over the next 6 months:

1. Extend the analysis to include more conferences.

2. Apply the analysis to conferences from the 2011 season. The results obtained from a single small 2011 conference will be of questionable reliability so the publication of an analysis will probably occur after the ECTEL 2011 abstracts are available in electronic form. An interim analysis will be trialled using ICALT 2011 abstracts since there are many papers at that conference.

3. Process blogs from a broad spectrum of TEL writers using an equivalent method, although the selection thresholds may be altered. The MediaBase will play a key role in collecting and digesting blog content into a database form. Prior to attempting an analysis it will be necessary to extend the range of blog sources, verify that they are relevant and to ensure that we have enough of a time-span to act as a baseline.

4. Attempt to source textual source material in an electronic form from the commercial sector with sufficient scale for processing. Trade shows and conferences with large exhibition elements may provide a source but first impressions are that significant effort will be required to get to the stage of having text ready for processing.

5.4.2 Variations and Extensions of the Naïve Method

During the process of carrying out the human stage of the process and reporting conclusions in this deliverable, a number of possible enhancements to the programmatic stage have been thought of. These aids to interpretation are of thee kinds: means to group or profile terms and abstracts; a benchmark of what could be pure chance; making differences between conferences apparent. 

Grouping of terms or abstracts - which could take a range of forms from dis-joint setting to fuzzy clustering using a continuous proximity measure – is absent from the Naïve Method except from a hierarchical clustering being undertaken and displayed as part of the calculations leading to the heatmap plots and this did   not discover any clusters. This might be attributable to the sparse nature of the document-term matrix used (which is restricted to the terms and documents shown in the plots) and to the use of the Euclidean distance to determine proximity. It would be possible to use alternative distance measures and less rigid clustering algorithms but this is not planned since the meaning of clustering would not be easily understood by a reader; an important requirement.

An alternative approach is to focus on the context and sentiment of the abstract (or blog etc) rather than the highlighted terms within it. This would be more open to interpretation even though it is not robust in a mathematical sense. The Harvard General Inquirer
 is a commonly-used word list with tags such as “positive”, “negative”, “power”, “strong”, “overstatement”, “economics”, etc … associated with each. This would allow a sentiment-profile to be computed for selected abstracts and used to either cluster them or just as information to devise a selection heuristic around. This approach could also be extended into the selection process, following a belief that a passionate and positive piece of writing is more likely to contain a weak signal than a passive account. This approach will be trialled on blog sources since these are expected to be more variable than conference abstracts.

The Naïve method simply looks for prominent changes without attempting to model likelihoods, following a strategy of: start simply and with easily-understood measures then add complexity. The results presented in this document show a number of terms with a rise (or appearance) that appears to be a result of chance, particularly when the term has diversity of sense or context of use. This weakness could be partially addressed by computing some statistics of chance using the years prior to the target year (2010 in the present case) to estimate some probabilities. For example: what is the chance that “path” would have risen by 180%, is the distribution of co-occurrence of different new terms in a document consistent with a view that they are independent, what is the chance that “uptake” would appear as a New Term in 2010?

Since an abstract is a relatively small sample over in excess of 6000 different (stemmed) terms, some of these measures will be hard to draw any conclusions from. The Naïve method will not be extended to include a plethora of statistics; extensions will be limited to: likelihood of % rise and to occurrence of New Terms. For the latter, the frequencies from a general corpus of English texts will be required.

Any search for weak signals, or signs of change generally, will be aided by knowledge of where to look for them. In addition to signal identification, text mining approaches could also be used to try to answer this question. A semi-objective approach would be to calculate the prevalence of different conferences for New, Nearly-New and Rising Terms and compare this to the expectations given the different sub-corpus size for each conference. A more subjective variation on this could consider the conclusions of the human stage (i.e. consider those terms where there is a belief that the term may be significant). Looking only at the results for a single target year would not be at all reliable; any judgement as to which conferences are preferred by researchers who are “in tune” with emerging trends will require several years to be considered. This will be done towards the end of the project.

5.4.3 Use of Different Methods

As the methodology section indicated, the Naïve Method is but one of many possible approaches that could be applied. The ultimate judgement about which methods are effective, and which are most effective, depends on a combination of the ease of interpretation – the realisation of the “human stage” - and on the perception of the quality of the candidate weak signals by a range of stakeholders.

It would be premature to make assertions about quality at present and so none of the different methods are ruled “out” yet. Having said this, and noting the previous statements about applying the Naïve Method and various extensions to different sources (especially non-research), two additional methods (see section 3.2 for a summary of these methods) are planned:

·  “In-Boundary Crossing”;

· “Novel Topics”.

“In-Boundary Crossing” will be applied to a wide range of disciplines but with particular focus on emerging web technologies and sociology of ICT. This will help to reduce the inevitable “surveillance filter” arising when using sources from the TEL community.

 “Novel Topics” is essentially similar to the Naïve Method but using probabilistic topic modelling (PTM) rather than just document-term occurrences. PTM will, in principle, both reduce the effect of polysemy (etc) and produce results that are more directly interpretable (require less inference on the significance of a term through reading the abstracts that contain it).

Initial investigations using PTM have shown that a simplistic application to the corpus of any one of the conference abstracts studied to date does not produce reliable results. The probabilistic nature of the method means that there is always some randomness in the results but this has been excessive. Similar difficulties were encountered by the developers of the R “topicmodels” [Grün and Hornik 2011] package that will be used (it provides access to the C code of two underlying algorithms by David M. Blei and co-authors and Xuan-Hieu Phan and co-authors). Grün and Hornik previously produced an (undated) account
 of how to use the “topicmodels” package that describes the poor performance of an analysis of abstracts of the Journal of Statistical Software, whereas [Grün and Hornik 2011] shows good performance on an Associated Press corpus. Attempts to move on from a “simplistic application ... ” will focus on both increasing the corpus size and on pruning the terms to be used in the PTM. Pruning could, for example, eliminate terms with less than median TF-IDF or maybe select only nouns using the “openNLP” package [Feinerer & Hornik 2010].

5.4.4 Recorded Sources Analysis as a Continuous Process

This deliverable marks the completion of the initial experimental phase, a report on the results of applying a method that will be extended and supplemented and repeated with publication of both raw results and interpretations via the learningfrontiers.eu portal. The analysis will be repeated as part of a continuous process that is exposed to public view. Exposure will be both vertical – there will be transparency from the conclusions down through interpretation into the “raw data” (the results of the programmatic stage) and the methods employed – and temporal, i.e. applied with regularity as the recorded sources change. Comment, discourse, alternative interpretation, … etc, will be supported via the portal to allow TEL-Map to extend and enhance sense-making through alternative view-points.

Table 6: Vertical process of Recorded Sources

	Vertical “Layer”
	Derivation and Content
	Exposure in Portal

	Raw data
	Results of the programmatic stage, content as in the appendix (variants formatted as HTML and as “slides”)
	Separate class of resource.

HTML: links to the report with metadata (source, date)

Slides: embedded from e.g. SlideShare

	Review of highlighted terms
	Report on the initial part of the human stage, where all highlighted terms are reviewed and a judgement made as to which are interesting. This is substantially similar to the section “Review of highlighted terms” (above).
	The specifics of how these will be exposed is dependent on decisions made on WP6 tasks.

Transcription of the per-term reviews into a commenting and voting structure is the preferred option at present.

	Cases of particular interest
	A more in-depth discussion of some of the interesting terms, with speculation and reference to evidence from other sources. The section “Cases of particular interest” gives only an impression of what is intended.
	These are “Stories” in portal terminology.


The middle layer in this table is potentially problematical. While we may wish to engage interested people, it is unlikely that interest will extend to participation since both taking a view or expressing an alternative requires recourse to the raw data and to the conference abstracts. In asking people to relate to these reviews we are also asking them to adopt the mind-set of the search for possible weak signals. To simply transcribe the reviews in this deliverable would be inadequate; some “paper prototypes” (or similar) will be necessary to produce a usable and user-friendly approach.

6 Conclusions

6.1 Comparing the Human Sources and Recorded Sources

In this deliverable, we have outlined the key methodologies and TEL-Map’s view on the somewhat fuzzy concept of weak signals. This effort allowed us to define the role of the weak signals methodology in the overall process of TEL-Map. Three main aspects will be covered throughout the project: Delphi studies (Human sources) to ensure the direct, unbiased involvement of key stakeholders to identify future issues as well a semantic analysis (Recorded Sources) of publications and other sources through text mining methods. 

We have started our analysis based on Delphi studies recently conducted by the STELLAR Network of Excellence (2011) regarding research areas and areas of tension and JISC (2011) focusing on ICT based innovation. Both serve as a base and benchmark for our studies. 

The initial two studies regarding human and recorded sources provide a challenging and promising starting point for the project as both methods identified possible weak signals from slightly different, but still somewhat similar perspectives. 

As a starting point, the STELLARand JISC Delphi Studies provide the following (human-oriented) trends:

· Exogenous trends such as Knowledge economy, internationalization, Broadband interoperable networks, reduced security of citizens, outsourcing, multiculturalism, slowdown of economic growth

· Concrete TEL-related trends and core research issues such as collaborative learning, enabling developing countries to benfit from TEL as well as mixed opinions on certain issues such as data tracking vs. personalization or increasing access to technologies vs. digital divide. 

· Impact of TEL regarding assessment, cost of education, learning institutions’ self-understanding.
Our findings extend those potential signals. Our initial Delphy Study did not aim at creating a “competing” study but to start the exploration process and provide the foundation for the overall Delphi process.

The key initial findings were achieved in the following areas, followed by certain (weak signal) challenges:

· ISSUE 1 - (RE-)Combining technologies inside AND outside formal education: Assessment in relation to organizational limits and reliability; combining and integrating usage patterns and applications; business models and the role of Free and Open Software Solutions vs. commercialization; crowd-sourcing / learner-generation of content and its quality; supporting processes; avoidance of technologies in certain areas.
· ISSUE 2 - AI in education: discourse on recording and sharing learner data; creation of generic learner models and their use across applications as well as social learning; supporting mobility as well as recognition issues.

· ISSUE 3 - Cost drivers: Fulfilling learners’ expectations as a competitive advantage, also regarding social technologies; utilization of consumer electronics; FOSS for educational organizations and enterprises; evidence and showcases; clear cost models including acquisition, maintenance, connectivity, training; coverage of rural areas; new solutions such as advertising.

· ISSUE 4 - Opening up from established positions and unsorted trends (as many interviewees focused on their own context and environment): leaner control; proving success of social media for learning; skills for self-regulated learning; learner-centred assessments; misuse of social networks; needs-based approaches; competitive advantages for enterprises such as talent management; scepticism among teaching staff; role of funding; geopolitical dimension of new learning forms like social media use

A parallel study on the recorded sources accompanies the human-oriented Delphi study. From a methodological point of view, the differences are rather clear as humans focus on elimination of noise (due to their expert status). The recorded sources methods aim at reducing noise by eliminating false positives rather than false weak signals. However, our current results provide only a starting point as the key analysis was done in conferences (and not on “grey” sources such as blogs or personal statements which are already covered in the human sources stream).

The main issues of the text mining study were strongly related to the issues 1 to 3. 

· Risk (and “mis-design”) was considered an important issue which is very much related to cost and impact aspects. 

· Gender issues are very much related to new roles of teachers, learners as well as personalization.

· Authentic learning situations are related to new media and new technologies (such as games and new methods) as well as new learning scenarios.

· Emotional aspects might be related to new technologies as well as to forms of social learning.

· E-Assessments (and its instantiation with the specification QTI) seem to play a big role in both studies and need to be further analyzed. 

· Social aspects have been identified as a strong aspect in line with the emergence and importance of social media applications.

Summarizing the findings, both methods have provided candidate weak signals and an initial base for further investigation. It needs to be stated clearly that at this point of the project, we need to gather candidates as well as noises. Both methods contributed in a very promising way for the overall project outcome, however, further investigations regarding the detailed identification of issues, topics and challenges are necessary. We were able to show that the two methods are complimentary and provide different angles and insights. Thus, based on the methodological fine-tuning in the past, we can now progress from the explorative stage to clearly focused topic signal identification.  

6.2 Weak Signals- Project Context and Future Plans

The results extend current studies (JISC, 2011; STELAR, 2011) and need to be discussed, harmonised and taken forward into the wider TEL-Map process. The TEL-Map vision is of a dynamic process with various components that reciprocally inform each other and the results presented here should be understood to be the first rather than the last input on “emerging reality”. The relationship between the work reported here and the TEL-Map Dynamic Roadmapping Process is described in D1.2, “Conceptual Framework for Dynamic Roadmapping” and summarised in Figure 9.
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Figure 9 Core Methods Used by TEL-Map Tasks

 Any conclusions about possible Weak Signals at this stage are made with, and should be read with caution since their importance and relative validity will only become apparent after these conclusions have been exposed to stakeholders, become the subject of debate and have had their relevance tested against the results of other TEL-Map tasks. It is also important to note that more and better conclusions will emerge both as the raw material from which they are drawn widens and as subsequent iterations are undertaken.

For this purpose, the next rounds of Delphi studies as well as semantic analysis and influence network analysis will be realized alongside integration of the results into the overall TEL-Map process, especially in relation to engagement with stakeholders. The main methodology for formal stakeholder engagement is disagreement management which will help with the sense making of various, seemingly conflicting weak signals sessions (see D1.2: Conceptual Framework for Dynamic Road-mapping) while less formal engagement will rely on the web portal. Disagreement management is not meant to establish common goals but will help to formulate coherent accounts of alternative TEL futures including trends and issues of learning, education and training. 

Proposed and accepted validation sessions include: 

· Discussion @ The Difference that Makes a Difference: an interdisciplinary workshop on information and technology (Open University, Milton Keynes, UK); Dates: 7-9 September 2011; http://www.dtmd2011.info/home
· TEL Think Tank Session @ EC-TEL conference (Palermo, IT); 21. Sept 2011; http://www.teleurope.eu/telthinktank
· Panel session @ Online Educa Berlin (Berlin, GER); 1. Dec. 2011; http://www.online-educa.com/
Our study provides a promising start, it has build upon and extended existing studies and will be iteratively continued throughout the project leading to a convergence of approaches. It is anticipated to transform this deliverable into a ‘living document’ in the sense that interims results will be continually presented, updated and discussed on the portal.    

As a summary, we can state that the two methods showed the intended effects: to provide complimentary as well as comparable and related results from very different angles and perspectives. We will harmonize those further by means of human discourse as well as evidence based on the semantic analysis.

7 Appendix A – Raw Report - “Naive Method” Conference Abstracts

This is an un-interpreted and automatically-generated report on emerging, rising and falling terms from the abstracts of:

ICALT, papers and a full set of abstracts are available from http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5570018 and the conference website is http://www.ask4research.info/icalt/2010/.

ECTEL, papers and a full set of abstracts are available from http://www.springerlink.com/content/978-3-642-16019-6/contents/ and the conference website is http://www.ectel2010.org/.

ICWL, papers and a full set of abstracts are available from http://www.springer.com/computer/general+issues/book/978-3-642-17406-3 and the conference website is http://www.hkws.org/conference/icwl2010/.

The same analytical method is also applied to blogs, hence the term "document" is used in plots; this is identical to an abstract.

The analysis involves the application of text mining to the abstracts of the conference proceedings. The target year (2010) is contrasted against the previous 4 previous years. 

Four views on the differences between the target and previous years' abstracts are presented:

New Terms, where this report highlights terms that appear at least 4 times in the target year's abstracts and in at least 2 different abstracts but not at all in the previous years.

Nearly-new Terms, where terms appearing between 1 and 2 times in the previous years are considered. They must appear 6 times and in at least 2 different abstracts in the target set to be highlighted.

Rising Terms, where term frequency rises are calculated and rises of more than 180% are highlighted. A term must appear 8 times in the previous years set for a term to be considered.

Falling Terms, are obtained similarly to Rising Terms but only the top 10% of terms in the previous years set are considered and a change of -80% is needed for the term to be highlighted in the results.

For Rising and Falling Terms, the change is calculated on the proportion of all stemmed words that are the term in question. For example if 2.00% of stemmed words in the previous years set was "learn" and 2.12% pertains to the current set, then the rise is 6%. 
Statistics and Overall Pattern

7.1.1 Corpus Statistics

There are 363 abstracts in 2010 and 1601 in the 4 previous years. Within these abstracts, which define the corpus, there are 6294 distinct terms after removing stop words and applying stemming. The summary statistics for the number of times each term appears in the corpus are: mean=17.87, median=2, maximum=4296.

For the set of New Terms:

the number of times each term appears in the target set has: mean=1.437, median=1, maximum=10.

after selecting terms that appear at least 4 times and in at least 2 different abstracts, there are 13 terms in scope which appear in 28 out of the 363 target abstracts.

For the set of Nearly-New Terms:

the number of times each term appears in the target set has: mean=1.526, median=1, maximum=9.

after selecting terms that appear at least 6 times and in at least 2 different abstracts, there are 4 terms in scope which appear in 13 out of the 363 target abstracts.

For the set of Rising Terms:

the % rise from the previous years to the target year has: mean=52.11, median=33.82, maximum=640.6.

after selecting terms that rise by at least 180%, there are 19 terms in scope which appear in 125 out of the 363 target abstracts.

The set of Falling Terms (the % fall from the previous years to the target year) has summary statistics of: mean=-30.87, median=-27.7, maximum=-0.03885. 

7.1.2 New and Nearly-New Terms
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7.1.3 Rising and Falling Terms
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Highlighted New Terms

Highlighted New Terms appear for the first time and with at least 4 occurrences in the target year of 2010. 
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7.1.4 Abstracts Containing the Highlighted New Terms

Papers Containing "flickr"

Identifying Animals with Dynamic Location-aware and Semantic Hierarchy-Based Image Browsing for Different Cognitive Style Learners.
 Dunwei Wen, Ming-Chi Liu, Yueh-Min Huang, Kinshuk, Pi-Hsia Hung, ICALT 2010 (id=1387) 

The Detection of Scene Features in Flickr
 Chunjie Zhou, Pengfei Dai and Jianxun Liu, ICWL 2010 (id=2387) 

Papers Containing "leader"

A Chorus Learning Support System Based on the Tutoring Knowledge of the Chorus Leader.
 Mizue Kayama, Kazunori Itoh, Kazushi Asanuma, Masami Hashimoto, Makoto Otani, ICALT 2010 (id=1495) 

Deepthink: A Second Life Environment for Part-time Research Students at a Distance.
 Lucia Rapanotti, Leonor Barroca, Maria Vargas-Vera, Ahmad J. Reeves, ICALT 2010 (id=1595) 

Papers Containing "circulatori"

Learning Biology with the Animated Agent in Game Based Learning Environment.
 Hsin I Yung, ICALT 2010 (id=1519) 

Collaborative Development of an Augmented Reality Application for Digestive and Circulatory Systems Teaching.
 David C. Pérez López, Manuel Contero, Mariano Alcañiz Raya, ICALT 2010 (id=1635) 

Papers Containing "decentralized"

Ultra-Personalization and Decentralization: The Potential of Multi-Agent Systems in Personal and Informal Learning
 Ali M. Aseere, David E. Millard and Enrico H. Gerding, ECTEL 2010 (id=1908) 

QoS-Based Probabilistic Fault-Diagnosis Method for Exception Handling
 Zhen Zhu and Wanchun Dou, ICWL 2010 (id=2388) 

Papers Containing "fingerprint"

Web Tests in LMS Using Fingerprint Identification.
 Charo Gil, Manuel Castro, Mudasser F. Wyne, Russ Meier, ICALT 2010 (id=1475) 

Automatic Detection of Local Reuse
 Arno Mittelbach, Lasse Lehmann, Christoph Rensing and Ralf Steinmetz, ECTEL 2010 (id=1921) 

Papers Containing "girls"

Spatializing Social Practices in Mobile Game-Based Learning.
 Susan Gwee, Yam San Chee, Ek Ming Tan, ICALT 2010 (id=1480) 

Offering Early Success Experiences in Software Construction: Experiences Teaching Dynamic Website Development to High School Girls.
 Mary Beth Rosson, Hansa Sinha, Tisha Hansford, Jan Mahar, ICALT 2010 (id=1572) 

Papers Containing "locationawar"

Identifying Animals with Dynamic Location-aware and Semantic Hierarchy-Based Image Browsing for Different Cognitive Style Learners.
 Dunwei Wen, Ming-Chi Liu, Yueh-Min Huang, Kinshuk, Pi-Hsia Hung, ICALT 2010 (id=1387) 

A Collaborative Ubiquitous Learning Approach for Conducting Personal Computer-Assembling Activities.
 Judy C. R. Tseng, Chih-Hsiang Wu, Gwo-Jen Hwang, ICALT 2010 (id=1558) 

A Narrative Architecture for Story-Driven Location-Based Mobile Games
 Katsiaryna Naliuka, Tara Carrigy, Natasa Paterson and Mads Haahr, ICWL 2010 (id=2365) 

Papers Containing "selfreport"

A Preliminary Study on Learners Physiological Measurements in Educational Hypermedia.
 Nikos Tsianos, Panagiotis Germanakos, Zacharias Lekkas, Anna Saliarou, Costas Mourlas, George Samaras, ICALT 2010 (id=1573) 

An Analysis of Students' Intention to Use Ubiquitous Video Game-Based Learning System.
 Chun-Yi Shen, Han-Bin Chang, Wen-Chih Chang, Te-Hua Wang, ICALT 2010 (id=1576) 

Who Students Interact With? A Social Network Analysis Perspective on the Use of Twitter in Language Learning
 Carsten Ullrich, Kerstin Borau and Karen Stepanyan, ECTEL 2010 (id=1938) 

Papers Containing "skin"

Prediction of Players Motivational States Using Electrophysiological Measures during Serious Game Play.
 Lotfi Derbali, Claude Frasson, ICALT 2010 (id=1428) 

Self-Esteem Conditioning for Learning Conditioning.
 Imene Jraidi, Maher Chaouachi, Claude Frasson, ICALT 2010 (id=1540) 

A Preliminary Study on Learners Physiological Measurements in Educational Hypermedia.
 Nikos Tsianos, Panagiotis Germanakos, Zacharias Lekkas, Anna Saliarou, Costas Mourlas, George Samaras, ICALT 2010 (id=1573) 

Papers Containing "string"

Duplicate Page Detection Algorithm Based on the Field Characteristic Clustering
 Feiyue Ye, Junlei Liu, Bing Liu and Kun Chai, ICWL 2010 (id=2372) 

Designing Personalized Learning Difficulty for Online Learners
 Guangli Zhu, Wenjuan Liu and Shunxiang Zhang, ICWL 2010 (id=2392) 

Papers Containing "uptake"

A Formative eAssessment Co-Design Case Study.
 David A. Bacigalupo, W. I. Warburton, E. A. Draffan, Pei Zhang, Lester Gilbert, Gary B. Wills, ICALT 2010 (id=1505) 

Investigating Teachers’ Understanding of IMS Learning Design: Yes They Can!
 Michael Derntl, Susanne Neumann, Dai Griffiths and Petra Oberhuemer, ECTEL 2010 (id=1910) 

Visualizing Activities for Self-reflection and Awareness
 Sten Govaerts, Katrien Verbert, Joris Klerkx and Erik Duval, ICWL 2010 (id=2329) 

Papers Containing "wave"

Prediction of Players Motivational States Using Electrophysiological Measures during Serious Game Play.
 Lotfi Derbali, Claude Frasson, ICALT 2010 (id=1428) 

Students' Competitive Preferences on Multiuser Wireless Sensor Classroom Interactive Environment.
 Ben Chang, Chien Wen Chen, ICALT 2010 (id=1523) 

Using Social Software for Teamwork and Collaborative Project Management in Higher Education
 Na Li, Carsten Ullrich, Sandy El Helou and Denis Gillet, ICWL 2010 (id=2336) 

Papers Containing "weather"

Facilitating Learning Interests Through Mobile Information Visualization.
 Yuan Xun Gu, Raymond Koon Chuan Koh, Vivian Hsueh-hua Chen, Henry Been-Lirn Duh, ICALT 2010 (id=1450) 

Using Tangible Learning Companions in English Education.
 Yi Hsuan Wang, Shelley Shwu-Ching Young, Jyh-Shing Roger Jang, ICALT 2010 (id=1601) 

A Narrative Architecture for Story-Driven Location-Based Mobile Games
 Katsiaryna Naliuka, Tara Carrigy, Natasa Paterson and Mads Haahr, ICWL 2010 (id=2365) 

Highlighted Nearly-New Terms

Highlighted Nearly New Terms appear between 1 and 2 times in the previous years and at least 6 times in the target year of 2010. 
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7.1.5 Abstracts Containing the Highlighted Nearly New Terms

Papers Containing "eassess"

A Formative eAssessment Co-Design Case Study.
 David A. Bacigalupo, W. I. Warburton, E. A. Draffan, Pei Zhang, Lester Gilbert, Gary B. Wills, ICALT 2010 (id=1505) 

A Set of Software Tools to Build an Author Assessment Package on Moodle: Implementing the AEEA Proposal.
 Beatriz E. Florián G, Silvia Baldiris, Ramón Fabregat, Alexis De la Hoz Manotas, ICALT 2010 (id=1550) 

Case-Based Medical E-assessment System.
 Rozemary Scarlat, Liana Stanescu, Elvira Popescu, Dumitru Dan Burdescu, ICALT 2010 (id=1570) 

Papers Containing "gameplay"

Spatializing Social Practices in Mobile Game-Based Learning.
 Susan Gwee, Yam San Chee, Ek Ming Tan, ICALT 2010 (id=1480) 

Game-play as Knowledge Transformation Process for Learning.
 Ming-Puu Chen, Chun-Yi Shen, ICALT 2010 (id=1603) 

Papers Containing "oral"

Extending Open Space Technology for Blended Learning.
 Isabel Pereira, Antonio Dias Figueiredo, ICALT 2010 (id=1525) 

An Audio Book Platform for Early EFL Oral Reading Fluency.
 Kuo-Ping Liu, Cheng-Chung Liu, Chih-Hsin Huang, Kuo-Chun Hung, Chia-Jung Chang, ICALT 2010 (id=1531) 

Winkball for Schools: An Advanced Video Modelling Technology for Learning Visual and Oral Communication Skills.
 James Ohene-Djan, ICALT 2010 (id=1584) 

Papers Containing "risk"

Towards a Competence Based System for Recommending Study Materials (CBSR).
 Athitaya Nitchot, Lester Gilbert, Gary B. Wills, ICALT 2010 (id=1465) 

Checking Semantic Consistency of SCORM like Learning Objects.
 Ramzi Farhat, Bruno Defude, Mohamed Jemni, ICALT 2010 (id=1504) 

Modelling Computer Game Based Educational Experience for Teaching Children about Emergencies.
 Mario Rafael Ruiz Vargas, Telmo Zarraonandia, Paloma Díaz, Ignacio Aedo, ICALT 2010 (id=1516) 

Towards an Ergonomics of Knowledge Systems: Improving the Design of Technology Enhanced Learning
 David E. Millard and Yvonne Howard, ECTEL 2010 (id=1960) 

A Story on Internet Safety: Experiences from Developing a VR Gaming Environment
 Maria Fountana, Dimitris Kalaitzis, Eftychios Valeontis and Vasilis Delis, ICWL 2010 (id=2366) 

Highlighted Rising Terms

Highlighted Rising Terms are those that appear at least 8 times in the previous years set and have risen by more than 180% in the target year of 2010. 
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7.1.6 Abstracts Containing the Highlighted Rising Terms

Papers Containing "serious"

Prediction of Players Motivational States Using Electrophysiological Measures during Serious Game Play.
 Lotfi Derbali, Claude Frasson, ICALT 2010 (id=1428) 

SeGAE: A Serious Game Authoring Environment.
 Amel Yessad, Jean-Marc Labat, François Kermorvant, ICALT 2010 (id=1449) 

Playing Games on the Screen: Adapting Mouse Interaction at Early Ages.
 Juan Enrique Agudo, Héctor Sánchez, Mercedes Rico, ICALT 2010 (id=1498) 

Disaster Readiness through Education - Training Soft Skills to Crisis Units by Means of Serious Games in Virtual Environments
 Nina Haferkamp and Nicole C. Krämer, ECTEL 2010 (id=1950) 

Supporting Reflection in an Immersive 3D Learning Environment Based on Role-Play
 Nils Malzahn, Hanno Buhmes, Sabrina Ziebarth and H. Ulrich Hoppe, ECTEL 2010 (id=1956) 

Evaluation of Learning Outcomes
 Sylvia Encheva, ICWL 2010 (id=2327) 

Collaborative Learning by Means of Multiplayer Serious Games
 Viktor Wendel, Felix Hertin, Stefan Göbel and Ralf Steinmetz, ICWL 2010 (id=2349) 

Using the Petri Nets for the Learner Assessment in Serious Games
 Amel Yessad, Pradeepa Thomas, Bruno Capdevila and Jean-Marc Labat, ICWL 2010 (id=2354) 

Papers Containing "qti"

E-learning Authoring with Docbook and SMIL.
 Alberto González Téllez, ICALT 2010 (id=1486) 

An Online Arabic Learning Environment Based on IMS-QTI.
 Abdelkader Abdelkarim, Dalila Souilem Boumisa, Rafik Braham, ICALT 2010 (id=1487) 

A Formative eAssessment Co-Design Case Study.
 David A. Bacigalupo, W. I. Warburton, E. A. Draffan, Pei Zhang, Lester Gilbert, Gary B. Wills, ICALT 2010 (id=1505) 

dinsEditor: A Browser Extension for QTI-Compliant Assessment Item Authoring.
 Sungjae Han, Jinjoo Kim, Youngseok Lee, Jaehyuk Cha, Byung-Uk Choi, ICALT 2010 (id=1589) 

Tool for Generation IMS-QTI v2.1 Files with Java Server Faces.
 Antonio García-Cabot, Roberto Barchino, Luis de Marcos, Eva García, José Ramón Hilera, José María Gutiérrez, Salvador Otón, José-Javier Martínez, José Antonio Gutiérrez, ICALT 2010 (id=1636) 

Delivering QTI Self-tests to Personal Learning Environments Using Wookie Widgets
 Vladimir Tomberg, Raido Kuli, Mart Laanpere and Peeter Normak, ICWL 2010 (id=2345) 

Modelling Text File Evaluation Processes
 José Paulo Leal and Ricardo Queirós, ICWL 2010 (id=2371) 

Papers Containing "book"

An Online Arabic Learning Environment Based on IMS-QTI.
 Abdelkader Abdelkarim, Dalila Souilem Boumisa, Rafik Braham, ICALT 2010 (id=1487) 

An Audio Book Platform for Early EFL Oral Reading Fluency.
 Kuo-Ping Liu, Cheng-Chung Liu, Chih-Hsin Huang, Kuo-Chun Hung, Chia-Jung Chang, ICALT 2010 (id=1531) 

Collaborative Development of an Augmented Reality Application for Digestive and Circulatory Systems Teaching.
 David C. Pérez López, Manuel Contero, Mariano Alcañiz Raya, ICALT 2010 (id=1635) 

Building the Association Catalog for Books Based on Association Linked Network
 Xiao Wei, Wei Wu, Jiyan Xu and Zheng Xu, ICWL 2010 (id=2375) 

Semantic Annotation of Educational Resources through Linked Data
 Estefanía Otero-García, Juan C. Vidal, Manuel Lama, Alberto Bugarín and José E. Domenech, ICWL 2010 (id=2396) 

Papers Containing "hybrid"

An Evaluation of Diagnosis in a Learning Environment for Object-Oriented Modeling.
 Ludovic Auxepaules, Dominique Py, ICALT 2010 (id=1446) 

Recommending Learning Objects According to a Teachers’ Contex Model
 Jorge Bozo, Rosa Alarcón and Sebastian Iribarra, ECTEL 2010 (id=1944) 

Improving Hybrid Learning of Physical Education by Video Review
 Yajun Pang, ICWL 2010 (id=2343) 

Hybrid Filtering-Based Personalized Recommender System for Revitalization of Jeju Water Industry
 Jungwon Cho, Eui-young Kang, Hanil Kim, Hyungchul Kim and Youngseok Lee, et al., ICWL 2010 (id=2370) 

Papers Containing "public"

Active Sharing of Contextual Learning Experiences among Users in Personal Learning Environments Using a Peer-to-Peer Network.
 Amel Bouzeghoub, Ngoc-Kien Do, ICALT 2010 (id=1467) 

3D Digital Simulations in Participative Design of the Boulevard in Putrajaya: Implications on Academic, Organizational, and Informal Learning.
 Rashidah Ab. Rahman, ICALT 2010 (id=1515) 

Increasing Students In-Class Engagement through Public Commenting: An Exploratory Study.
 Honglu Du, Hao Jiang, Mary Beth Rosson, John M. Carroll, ICALT 2010 (id=1617) 

Collaborative Development of an Augmented Reality Application for Digestive and Circulatory Systems Teaching.
 David C. Pérez López, Manuel Contero, Mariano Alcañiz Raya, ICALT 2010 (id=1635) 

Audience Interactivity as Leverage for Effective Learning in Gaming Environments for Dome Theaters
 Panagiotis Apostolellis and Thanasis Daradoumis, ECTEL 2010 (id=1941) 

Components of a Research 2.0 Infrastructure
 Thomas Daniel Ullmann, Fridolin Wild, Peter Scott, Erik Duval and Bram Vandeputte, et al., ECTEL 2010 (id=1964) 

Assisting the Authoring Process of IMS-LD Using Web Parsing Technique
 Ka-shing Chan and Lam-for Kwok, ICWL 2010 (id=2322) 

Internet GIS and System Dynamic Modeling in Urban Public Safety and Security Studies: A Conceptual Framework
 Danlin Yu and Jingyuan Yin, ICWL 2010 (id=2386) 

Papers Containing "authentic"

Web Tests in LMS Using Fingerprint Identification.
 Charo Gil, Manuel Castro, Mudasser F. Wyne, Russ Meier, ICALT 2010 (id=1475) 

An Audio Book Platform for Early EFL Oral Reading Fluency.
 Kuo-Ping Liu, Cheng-Chung Liu, Chih-Hsin Huang, Kuo-Chun Hung, Chia-Jung Chang, ICALT 2010 (id=1531) 

Authenticity in Learning Game: How It Is Designed and Perceived
 Celso Gonçalves, Marie-Caroline Croset, Muriel Ney, Nicolas Balacheff and Jean-Luc Bosson, ECTEL 2010 (id=1913) 

Exploring Mediums of Pedagogical Support in an across Contexts Mobile Learning Activity
 Jalal Nouri, Johan Eliasson, Fredrik Rutz and Robert Ramberg, ECTEL 2010 (id=1935) 

Ambient Displays and Game Design Patterns
 Sebastian Kelle, Dirk Börner, Marco Kalz and Marcus Specht, ECTEL 2010 (id=1951) 

Exploring the Benefits of Open Standard Initiatives for Supporting Inquiry-Based Science Learning
 Bahtijar Vogel, Arianit Kurti, Daniel Spikol and Marcelo Milrad, ECTEL 2010 (id=1965) 

Papers Containing "negative"

Students' Perceptions of the Factors Leading to Unsuccessful Group Collaboration.
 Shuangyan Liu, Mike Joy, Nathan Griffiths, ICALT 2010 (id=1431) 

Using Feedback Tags and Sentiment Analysis to Generate Sharable Learning Resources Investigating Automated Sentiment Analysis of Feedback Tags in a Programming Course.
 Stephen Cummins, Liz Burd, Andrew Hatch, ICALT 2010 (id=1503) 

Design and Evaluation of an Affective Interface of the E-learning Systems.
 Hui-Chun Chuang, Chin-Yeh Wang, Gwo-Dong Chen, Chen-Chung Liu, Baw-Jhiune Liu, ICALT 2010 (id=1545) 

Learning by Pet-training Competition: Alleviating Negative Influences of Direction Competition by Training Pets to Compete in Game-Based Environments.
 Zhi-Hong Chen, Calvin C. Y. Liao, Tak-Wai Chan, ICALT 2010 (id=1588) 

Content, Social, and Metacognitive Statements: An Empirical Study Comparing Human-Human and Human-Computer Tutorial Dialogue
 Myroslava O. Dzikovska, Natalie B. Steinhauser, Johanna D. Moore, Gwendolyn E. Campbell and Katherine M. Harrison, et al., ECTEL 2010 (id=1912) 

Free-Riding in Collaborative Diagrams Drawing
 Furio Belgiorno, Ilaria Manno, Giuseppina Palmieri and Vittorio Scarano, ECTEL 2010 (id=1942) 

An Emotion Regulation Model in an E-Learning Environment
 Jiwei Qin, Qinghua Zheng, Haifei Li and Huisan Zhang, ICWL 2010 (id=2344) 

Papers Containing "etrain"

Technology-enhanced Training for All: Evaluation Results from the Use of the e-Access2Learn Framework.
 Demetrios G. Sampson, Panayiotis Zervas, ICALT 2010 (id=1419) 

Pedagogical Deigns and Principles in Vocational Training: The Case of ELEVATE.
 Iraklis Paraskakis, Andreas Konstantinidis, Ikaros Tsantekidis, ICALT 2010 (id=1611) 

e-Training DS: An Authoring Tool for Integrating Portable Computer Science Games in e-Learning
 Roberto Tornero, Javier Torrente, Pablo Moreno-Ger and Baltasar Fernández Manjón, ICWL 2010 (id=2346) 

Papers Containing "foreign"

A Perspective on Listening Comprehension: How ICT Enable a Chinese as a Foreign Language (CFL) Learner to Achieve Learning Metacognition.
 Mei Jen Audrey Shih, Jie-Chi Yang, ICALT 2010 (id=1506) 

Emotional Strategies for Vocabulary Learning.
 Ramla Ghali, Claude Frasson, ICALT 2010 (id=1520) 

An Integrated Model of Synchronous Cyber Assessment and Blended Learning Environment for Foreign Language Learners.
 Sabrina Leone, Tommaso Leo, Nian-Shing Chen, ICALT 2010 (id=1560) 

Taking Advantage of Web 2.0 and Video Resources for Developing a Social Service: Babelium Project, the Web Community for Foreign Language Speaking Practice.
 Silvia Sanz-Santamaría, Juan Antonio Pereira Varela, Julián Gutiérrez Serrano, ICALT 2010 (id=1633) 

Supporting Active Learning in CLIL through Collaborative Search
 Ivana Marenzi, Rita Kupetz, Wolfgang Nejdl and Sergej Zerr, ICWL 2010 (id=2340) 

Educational Game Design for Teaching Chinese as a Foreign Language by Effective Learning Environment, Flow, Motivation
 Yi Zhang, Liming Shan and Shixiang Li, ICWL 2010 (id=2364) 

Papers Containing "gamebas"

SeGAE: A Serious Game Authoring Environment.
 Amel Yessad, Jean-Marc Labat, François Kermorvant, ICALT 2010 (id=1449) 

Spatializing Social Practices in Mobile Game-Based Learning.
 Susan Gwee, Yam San Chee, Ek Ming Tan, ICALT 2010 (id=1480) 

Personalized Game Based Mobile Learning to Assist High School Students with Mathematics.
 Vani Kalloo, Kinshuk, Permanand Mohan, ICALT 2010 (id=1521) 

An Analysis of Students' Intention to Use Ubiquitous Video Game-Based Learning System.
 Chun-Yi Shen, Han-Bin Chang, Wen-Chih Chang, Te-Hua Wang, ICALT 2010 (id=1576) 

Learning by Pet-training Competition: Alleviating Negative Influences of Direction Competition by Training Pets to Compete in Game-Based Environments.
 Zhi-Hong Chen, Calvin C. Y. Liao, Tak-Wai Chan, ICALT 2010 (id=1588) 

Designing Game-Based Learning Framework - A Motivation-Driven Approach.
 Kuo-chen Li, Jia-Chi Huang, Jia-Sheng Heh, Cheng-Ting Chen, Hui-Chih Wang, Shiou-Wen Yeh, ICALT 2010 (id=1596) 

Pilot Study of Past Decade Game-Based Learning Journal Papers Survey from the Technology Perspective.
 Ben Chang, ICALT 2010 (id=1610) 

Using Game Quests to Incorporate Learning Tasks within a Virtual World.
 Zhi-Hong Chen, Tak-Wai Chan, ICALT 2010 (id=1612) 

Authenticity in Learning Game: How It Is Designed and Perceived
 Celso Gonçalves, Marie-Caroline Croset, Muriel Ney, Nicolas Balacheff and Jean-Luc Bosson, ECTEL 2010 (id=1913) 

Using the Petri Nets for the Learner Assessment in Serious Games
 Amel Yessad, Pradeepa Thomas, Bruno Capdevila and Jean-Marc Labat, ICWL 2010 (id=2354) 

Papers Containing "perceive"

Relationships between E-Learning Systems and Learning Outcomes: A Path Analysis Model.
 Sean Eom, ICALT 2010 (id=1204) 

Using Feedback Tags and Sentiment Analysis to Generate Sharable Learning Resources Investigating Automated Sentiment Analysis of Feedback Tags in a Programming Course.
 Stephen Cummins, Liz Burd, Andrew Hatch, ICALT 2010 (id=1503) 

Perceptions and Illusions about Adaptivity and Their Effects on Learning Outcomes.
 Mieke Vandewaetere, Geraldine Clarebout, ICALT 2010 (id=1546) 

An Analysis of Students' Intention to Use Ubiquitous Video Game-Based Learning System.
 Chun-Yi Shen, Han-Bin Chang, Wen-Chih Chang, Te-Hua Wang, ICALT 2010 (id=1576) 

Tangible Cubes Used as the User Interface in an Augmented Reality Game for Edutainment.
 Carmen M. Juan, Giacomo Toffetti, Francisco Abad, Juan Cano, ICALT 2010 (id=1586) 

Authenticity in Learning Game: How It Is Designed and Perceived
 Celso Gonçalves, Marie-Caroline Croset, Muriel Ney, Nicolas Balacheff and Jean-Luc Bosson, ECTEL 2010 (id=1913) 

GVIS: A Facility for Adaptively Mashing Up and Representing Open Learner Models
 Luca Mazzola and Riccardo Mazza, ECTEL 2010 (id=1958) 

Factors Affecting Lifelong Learners’ Intention to Continue Using E-Learning Website: An Empirical Study
 Hsiu-Li Liao, Su-Houn Liu, Shih-Ming Pi and You-Jie Chou, ICWL 2010 (id=2376) 

Papers Containing "emotion"

Modelling Affect in Learning Environments - Motivation and Methods.
 Shazia Afzal, Peter Robinson, ICALT 2010 (id=1432) 

Students Attitude and Learning Effectiveness of Emotional Agents.
 Konstantina Chatzara, C. J. Karagiannidis, Demosthenes Stamatis, ICALT 2010 (id=1470) 

Monitoring Learning Experiences and Styles: The Socio-emotional Level.
 Chiara Spadavecchia, Carlo Giovannella, ICALT 2010 (id=1484) 

Emotional Strategies for Vocabulary Learning.
 Ramla Ghali, Claude Frasson, ICALT 2010 (id=1520) 

Self-Esteem Conditioning for Learning Conditioning.
 Imene Jraidi, Maher Chaouachi, Claude Frasson, ICALT 2010 (id=1540) 

Design and Evaluation of an Affective Interface of the E-learning Systems.
 Hui-Chun Chuang, Chin-Yeh Wang, Gwo-Dong Chen, Chen-Chung Liu, Baw-Jhiune Liu, ICALT 2010 (id=1545) 

A Preliminary Study on Learners Physiological Measurements in Educational Hypermedia.
 Nikos Tsianos, Panagiotis Germanakos, Zacharias Lekkas, Anna Saliarou, Costas Mourlas, George Samaras, ICALT 2010 (id=1573) 

The Emotional Machine: A Machine Learning Approach to Online Prediction of User's Emotion and Intensity.
 Amine Trabelsi, Claude Frasson, ICALT 2010 (id=1579) 

Representing Contextual Features of Subtitles in an Educational Context.
 Marion A. Hersh, James Ohene-Djan, ICALT 2010 (id=1602) 

An Emotion Regulation Model in an E-Learning Environment
 Jiwei Qin, Qinghua Zheng, Haifei Li and Huisan Zhang, ICWL 2010 (id=2344) 

Papers Containing "besides"

Identifying Animals with Dynamic Location-aware and Semantic Hierarchy-Based Image Browsing for Different Cognitive Style Learners.
 Dunwei Wen, Ming-Chi Liu, Yueh-Min Huang, Kinshuk, Pi-Hsia Hung, ICALT 2010 (id=1387) 

A Flexible Mechanism for Providing Adaptivity Based on Learning Styles in Learning Management Systems.
 Sabine Graf, Kinshuk, Cindy Ives, ICALT 2010 (id=1440) 

An Approach for Designing and Implementing a Computerized Adaptive Testing Tool for Applicants with Disabilities.
 Monjia Balloumi, Mohsen Laâbidi, Mohamed Jemni, ICALT 2010 (id=1468) 

A Proposal to Improve the Simple Query Interface (SQI) of Learning Objects Repositories.
 Salvador Otón, José Ramón Hilera, Eva García, Antonio García-Cabot, Luis de Marcos, Antonio Ortiz, José Antonio Gutiérrez de Mesa, José-Javier Martínez, José María Gutiérrez, Roberto Barchino, ICALT 2010 (id=1471) 

Integration of External Tools in Virtual Learning Environments: Main Design Issues and Alternatives.
 Carlos Alario-Hoyos, Juan I. Asensio-Pérez, Miguel L. Bote-Lorenzo, Eduardo Gómez-Sánchez, Guillermo Vega-Gorgojo, Adolfo Ruiz-Calleja, ICALT 2010 (id=1477) 

3D Digital Simulations in Participative Design of the Boulevard in Putrajaya: Implications on Academic, Organizational, and Informal Learning.
 Rashidah Ab. Rahman, ICALT 2010 (id=1515) 

Emotional Strategies for Vocabulary Learning.
 Ramla Ghali, Claude Frasson, ICALT 2010 (id=1520) 

Smart Timetable Plate for Classroom.
 Yuan-Chih Yu, Shing-chern D. You, Dwen-Ren Tsai, ICALT 2010 (id=1534) 

Re-engineering of Pedagogical Scenarios Using the Data Combination Language and Usage Tracking Language.
 Diem Pham Thi Ngoc, Sébastien Iksal, Christophe Choquet, ICALT 2010 (id=1585) 

Using Tangible Learning Companions in English Education.
 Yi Hsuan Wang, Shelley Shwu-Ching Young, Jyh-Shing Roger Jang, ICALT 2010 (id=1601) 

TAO – A Versatile and Open Platform for Technology-Based Assessment
 Eric Ras, Judith Swietlik, Patrick Plichart and Thibaud Latour, ECTEL 2010 (id=1973) 

Papers Containing "path"

Relationships between E-Learning Systems and Learning Outcomes: A Path Analysis Model.
 Sean Eom, ICALT 2010 (id=1204) 

How to See Training Paths in Learning Management Systems?
 Philippe Teutsch, Jean-François Bourdet, ICALT 2010 (id=1461) 

Personalizing Learning Processes by Data Mining.
 Rainer Knauf, Yoshitaka Sakurai, Kouhei Takada, Setsuo Tsuruta, ICALT 2010 (id=1481) 

Kernel for a Semantic Learning Platform with Adapted Suggestions.
 Ioan Szilagyi, Radu Balog-Crisan, Ioan Roxin, ICALT 2010 (id=1488) 

From Mini Rover Programs to Algebraic Expressions.
 G. Barbara Demo, ICALT 2010 (id=1496) 

An Integrated Approach to Learning Object Sequencing.
 Battur Tugsgerel, Rachid Anane, Georgios K. Theodoropoulos, ICALT 2010 (id=1507) 

A New Approach Based on Modelled Traces to Compute Collaborative and Individual Indicators Human Interaction.
 Tarek Djouad, Alain Mille, Christophe Reffay, Mohamed Benmohammed, ICALT 2010 (id=1530) 

Enabling the Use of Real World Objects to Improve Learning.
 Katja Niemann, Martin Wolpers, ICALT 2010 (id=1532) 

An Interoperable ePortfolio Tool for All
 Fabrizio Giorgini, ECTEL 2010 (id=1949) 

Extending Learning Objects by Means of Social Networking
 Julià Minguillón, M. Elena Rodríguez and Jordi Conesa, ICWL 2010 (id=2342) 

An Open Model for Learning Path Construction
 Fan Yang, Frederick W. B. Li and Rynson W. H. Lau, ICWL 2010 (id=2352) 

Story Telling for Cultural Knowledge Sharing
 Cat Kutay and Peter Ho, ICWL 2010 (id=2367) 

A Knowledge-Driven Approach to Web-Based Learning for Formal Algorithm Development
 Yujun Zheng, Haihe Shi and Jinyun Xue, ICWL 2010 (id=2389) 

Groupized Learning Path Discovery Based on Member Profile
 Xiuzhen Feng, Haoran Xie, Yang Peng, Wei Chen and Huamei Sun, ICWL 2010 (id=2395) 

Papers Containing "detect"

Playing Games on the Screen: Adapting Mouse Interaction at Early Ages.
 Juan Enrique Agudo, Héctor Sánchez, Mercedes Rico, ICALT 2010 (id=1498) 

Automatic Detection of Local Reuse
 Arno Mittelbach, Lasse Lehmann, Christoph Rensing and Ralf Steinmetz, ECTEL 2010 (id=1921) 

Studying the Factors Influencing Automatic User Task Detection on the Computer Desktop
 Andreas S. Rath, Didier Devaurs and Stefanie N. Lindstaedt, ECTEL 2010 (id=1925) 

Learning from Erroneous Examples: When and How Do Students Benefit from Them?
 Dimitra Tsovaltzi, Erica Melis, Bruce M. McLaren, Ann-Kristin Meyer and Michael Dietrich, et al., ECTEL 2010 (id=1929) 

An Advanced Learning Environment Aided by Recognition of Multi-modal Social Signals
 Jingying Chen, Dan Chen, Lizhe Wang and Oliver Lemon, ICWL 2010 (id=2324) 

Gap Detection in Web-Based Adaptive Educational Systems
 Dominik Jednoralski, Erica Melis, Sergey Sosnovsky and Carsten Ullrich, ICWL 2010 (id=2331) 

Using the Petri Nets for the Learner Assessment in Serious Games
 Amel Yessad, Pradeepa Thomas, Bruno Capdevila and Jean-Marc Labat, ICWL 2010 (id=2354) 

Duplicate Page Detection Algorithm Based on the Field Characteristic Clustering
 Feiyue Ye, Junlei Liu, Bing Liu and Kun Chai, ICWL 2010 (id=2372) 

OCL-Based Testing for E-Learning Web Service
 Jin Liu, Xiaoming Lu, Xiguang Feng and Jianxun Liu, ICWL 2010 (id=2381) 

The Detection of Scene Features in Flickr
 Chunjie Zhou, Pengfei Dai and Jianxun Liu, ICWL 2010 (id=2387) 

Papers Containing "game"

Prediction of Players Motivational States Using Electrophysiological Measures during Serious Game Play.
 Lotfi Derbali, Claude Frasson, ICALT 2010 (id=1428) 

SeGAE: A Serious Game Authoring Environment.
 Amel Yessad, Jean-Marc Labat, François Kermorvant, ICALT 2010 (id=1449) 

Interactive Widgets for Regualtion in Learning Games.
 Thibault Carron, Jean-Charles Marty, Stephane Talbot, ICALT 2010 (id=1462) 

Learning Words Using Augmented Reality.
 M. Carmen Juan, Edith Llop, Francisco Abad, Javier Lluch, ICALT 2010 (id=1485) 

Playing Games on the Screen: Adapting Mouse Interaction at Early Ages.
 Juan Enrique Agudo, Héctor Sánchez, Mercedes Rico, ICALT 2010 (id=1498) 

A Game Based Learning Content for Tutoring in Simplifying Boolean Functions.
 Yong Suk Choi, ICALT 2010 (id=1508) 

Modelling Computer Game Based Educational Experience for Teaching Children about Emergencies.
 Mario Rafael Ruiz Vargas, Telmo Zarraonandia, Paloma Díaz, Ignacio Aedo, ICALT 2010 (id=1516) 

Learning Biology with the Animated Agent in Game Based Learning Environment.
 Hsin I Yung, ICALT 2010 (id=1519) 

Personalized Game Based Mobile Learning to Assist High School Students with Mathematics.
 Vani Kalloo, Kinshuk, Permanand Mohan, ICALT 2010 (id=1521) 

An Adaptive Method for Selecting Question Pools Using C4.5.
 Ahmad Mustafa Seet, Imran A. Zualkernan, ICALT 2010 (id=1528) 

Towards the Generalization of Game-Based Learning: Integrating Educational Video Games in LAMS.
 Ángel del Blanco, Javier Torrente, Pablo Moreno-Ger, Baltasar Fernández-Manjón, ICALT 2010 (id=1543) 

Tangible Cubes Used as the User Interface in an Augmented Reality Game for Edutainment.
 Carmen M. Juan, Giacomo Toffetti, Francisco Abad, Juan Cano, ICALT 2010 (id=1586) 

Learning by Pet-training Competition: Alleviating Negative Influences of Direction Competition by Training Pets to Compete in Game-Based Environments.
 Zhi-Hong Chen, Calvin C. Y. Liao, Tak-Wai Chan, ICALT 2010 (id=1588) 

Designing Game-Based Learning Framework - A Motivation-Driven Approach.
 Kuo-chen Li, Jia-Chi Huang, Jia-Sheng Heh, Cheng-Ting Chen, Hui-Chih Wang, Shiou-Wen Yeh, ICALT 2010 (id=1596) 

A 3D Educational Mobile Game to Enhance Student's Spatial Skills.
 Norena Martin-Dorta, Isabel Sanchez-Berriel, Miguel Bravo, Juan Hernandez, José Luís Saorín, Manuel Contero, ICALT 2010 (id=1599) 

Game-play as Knowledge Transformation Process for Learning.
 Ming-Puu Chen, Chun-Yi Shen, ICALT 2010 (id=1603) 

Pilot Study of Past Decade Game-Based Learning Journal Papers Survey from the Technology Perspective.
 Ben Chang, ICALT 2010 (id=1610) 

Using Game Quests to Incorporate Learning Tasks within a Virtual World.
 Zhi-Hong Chen, Tak-Wai Chan, ICALT 2010 (id=1612) 

Prete-a-apprendre+: Towards Ubiquitous Wearable Learning.
 Imran A. Zualkernan, Nihal Al-Khunaizi, Sara Najar, Nour Nour, ICALT 2010 (id=1620) 

Design for Off-task Interaction - Rethinking Pedagogy in Technology Enhanced Learning.
 Agneta Gulz, Annika Silvervarg, Björn Sjödén, ICALT 2010 (id=1627) 

Collaborative Development of an Augmented Reality Application for Digestive and Circulatory Systems Teaching.
 David C. Pérez López, Manuel Contero, Mariano Alcañiz Raya, ICALT 2010 (id=1635) 

Instructional Design with PoEML in a E-learning-as-a-Service Model. Mixing Web and IPTV Learning Experiencies.
 Manuel Caeiro Rodríguez, Jorge Fontenla González, Roberto Perez-Rodriguez, Luis E. Anido-Rifón, ICALT 2010 (id=1638) 

Authenticity in Learning Game: How It Is Designed and Perceived
 Celso Gonçalves, Marie-Caroline Croset, Muriel Ney, Nicolas Balacheff and Jean-Luc Bosson, ECTEL 2010 (id=1913) 

Audience Interactivity as Leverage for Effective Learning in Gaming Environments for Dome Theaters
 Panagiotis Apostolellis and Thanasis Daradoumis, ECTEL 2010 (id=1941) 

Disaster Readiness through Education - Training Soft Skills to Crisis Units by Means of Serious Games in Virtual Environments
 Nina Haferkamp and Nicole C. Krämer, ECTEL 2010 (id=1950) 

Ambient Displays and Game Design Patterns
 Sebastian Kelle, Dirk Börner, Marco Kalz and Marcus Specht, ECTEL 2010 (id=1951) 

Supporting Reflection in an Immersive 3D Learning Environment Based on Role-Play
 Nils Malzahn, Hanno Buhmes, Sabrina Ziebarth and H. Ulrich Hoppe, ECTEL 2010 (id=1956) 

The Complexity of Integrating Technology Enhanced Learning in Special Math Education – A Case Study
 Ann Nilsson and Lena Pareto, ECTEL 2010 (id=1972) 

e-Training DS: An Authoring Tool for Integrating Portable Computer Science Games in e-Learning
 Roberto Tornero, Javier Torrente, Pablo Moreno-Ger and Baltasar Fernández Manjón, ICWL 2010 (id=2346) 

Collaborative Learning by Means of Multiplayer Serious Games
 Viktor Wendel, Felix Hertin, Stefan Göbel and Ralf Steinmetz, ICWL 2010 (id=2349) 

Using the Petri Nets for the Learner Assessment in Serious Games
 Amel Yessad, Pradeepa Thomas, Bruno Capdevila and Jean-Marc Labat, ICWL 2010 (id=2354) 

Educational Game Design for Teaching Chinese as a Foreign Language by Effective Learning Environment, Flow, Motivation
 Yi Zhang, Liming Shan and Shixiang Li, ICWL 2010 (id=2364) 

A Narrative Architecture for Story-Driven Location-Based Mobile Games
 Katsiaryna Naliuka, Tara Carrigy, Natasa Paterson and Mads Haahr, ICWL 2010 (id=2365) 

Community Adaptive Educational Games
 Clement Leung, Yuanxi Li, Jiming Liu and Alfredo Milani, ICWL 2010 (id=2369) 

Papers Containing "competitive"

A Diversity-Enhanced Genetic Algorithm to Characterize the Questions of a Competitive e-Learning System.
 Elena Verdú, María Jesús Verdú, Luisa M. Regueras, Juan Pablo de Castro, ICALT 2010 (id=1369) 

Students' Competitive Preferences on Multiuser Wireless Sensor Classroom Interactive Environment.
 Ben Chang, Chien Wen Chen, ICALT 2010 (id=1523) 

Learning by Pet-training Competition: Alleviating Negative Influences of Direction Competition by Training Pets to Compete in Game-Based Environments.
 Zhi-Hong Chen, Calvin C. Y. Liao, Tak-Wai Chan, ICALT 2010 (id=1588) 

A Simple E-learning System Based on Classroom Competition
 Iván Cantador and José M. Conde, ECTEL 2010 (id=1947) 

Papers Containing "accurate"

Automarking: Automatic Assessment of Open Questions.
 Laurie Ane Cutrone, Maiga Chang, ICALT 2010 (id=1438) 

The Emotional Machine: A Machine Learning Approach to Online Prediction of User's Emotion and Intensity.
 Amine Trabelsi, Claude Frasson, ICALT 2010 (id=1579) 

Collaborative Development of an Augmented Reality Application for Digestive and Circulatory Systems Teaching.
 David C. Pérez López, Manuel Contero, Mariano Alcañiz Raya, ICALT 2010 (id=1635) 

Automatic Detection of Local Reuse
 Arno Mittelbach, Lasse Lehmann, Christoph Rensing and Ralf Steinmetz, ECTEL 2010 (id=1921) 

Using the Petri Nets for the Learner Assessment in Serious Games
 Amel Yessad, Pradeepa Thomas, Bruno Capdevila and Jean-Marc Labat, ICWL 2010 (id=2354) 

A Personalized Assessment System Based on Item Response Theory
 Youngseok Lee, Jungwon Cho, Sungjae Han and Byung-Uk Choi, ICWL 2010 (id=2359) 

A Research of the Internet Based on Web Information Extraction and Data Fusion
 Yajun Jiang, Zaoliang Wu, Zengrong Zhan and Lingyu Xu, ICWL 2010 (id=2385) 

Papers Containing "cover"

Web Tests in LMS Using Fingerprint Identification.
 Charo Gil, Manuel Castro, Mudasser F. Wyne, Russ Meier, ICALT 2010 (id=1475) 

Learning Technology Standards Adoption Process Improvement and Output Legitimacy.
 Paul A. Hollins, Tore Hoel, ICALT 2010 (id=1483) 

From Mini Rover Programs to Algebraic Expressions.
 G. Barbara Demo, ICALT 2010 (id=1496) 

On the Design of Learning Objects Classifiers.
 Marcelo Mendoza, Carlos Becerra, ICALT 2010 (id=1564) 

Introducing Students to Aerospace Board Information Systems Using an Embedded Graphics System Simulator.
 Pavel Paces, Martin Sipos, ICALT 2010 (id=1583) 

Using Interactive Videoconference to Promote Active Learning in a Blended Learning Environment.
 Covadonga Rodrigo, José Luis Delgado, Jorge Vega, ICALT 2010 (id=1624) 

Automatic Detection of Local Reuse
 Arno Mittelbach, Lasse Lehmann, Christoph Rensing and Ralf Steinmetz, ECTEL 2010 (id=1921) 

Supporting Free Collaboration and Process-Based Scripts in PoEML
 Manuel Caeiro-Rodrguez, Luis Anido-Rifon and Roberto Perez-Rodrguez, ECTEL 2010 (id=1946) 

Highlighted Falling Terms

Highlighted Falling Terms are those that are the 10% most frequent terms in the abstracts from previous years and have fallen by at least -80% in the target year of 2010.
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� Figure 27: Comparison of the proportion of all stemmed words that are the term in question in both the previous and target year.





� Figure 26: The number of occurrences of the Falling Terms in the past and target sets of abstracts.





� Figure 25: Highlighted falling terms and their percentage of fall. Colour coding matches the % fall.





� Figure 24: Heatmap to show the distribution of the Rising Terms among abstracts. Red cells indicate the term does not appear. Orange cells indicate a relatively less-frequent term and yellow cells indicate terms that are relatively more frequent in a given document. This also shows how terms may be clustered according to their occurrence and how abstracts may be clustered according to the Terms within them. The numbers are the identifiers assigned to each paper.





� Figure 23: The number of abstracts containing each highlighted Rising Term. The colour coding matches the % rise in the proportion of term occurrence. A Term that appears in a large number of abstracts is likely to be a stronger indication of a new trend that a Term that is concentrated in a single abstract.





� Figure 22: Comparison of the proportion of all stemmed words that are the term in question in both the previous and target year.





� Figure 21: The number of occurrences of the Rising Terms in the past and target sets of abstracts.





� Figure 20: Highlighted rising terms and their percentage of rise. Colour coding matches the % rise.





� Figure 19: Heatmap to show the distribution of the Nearly New Terms among abstracts. Red cells indicate the term does not appear. Orange cells indicate a relatively less-frequent term and yellow cells indicate terms that are relatively more frequent in a given document. This also shows how terms may be clustered according to their occurrence and how abstracts may be clustered according to the Terms within them. The numbers are the identifiers assigned to each paper.





� Figure 18: The number of abstracts containing each Nearly New Term. A Nearly New Term that appears in a large number of abstracts is likely to be a stronger indication of a new trend that a Nearly New Term that is concentrated in a single abstract.





� Figure 17: Frequencies of occurrence of the Nearly New Terms in the target year.





� Figure 16: Heatmap to show the distribution of the New Terms among abstracts. Red cells indicate the term does not appear. Orange cells indicate a relatively less-frequent term and yellow cells indicate terms that are relatively more frequent among the New Terms in a given document. This also shows how terms may be clustered according to their occurrence and how abstracts may be clustered according to the Terms within them. The numbers are the identifiers assigned to each paper..





� Figure 15: The number of abstracts containing each New Term. A New Term that appears in a large number of abstracts is likely to be a stronger indication of a new trend that a New Term that is concentrated in a single abstract.





� Figure 14: Frequenies of occurrence of the New Terms in the target year.





� Figure 13: Number of terms with a given % fall, limited to the most frequent 10% of terms in the previous years set of abstracts. For the current corpus, this means the term must occur at least 24 times in the previous 4 years. A 100% fall indicates that the term does not appear in the target year's abstracts.





� Figure 12: Number of terms with a given % rise, limited to the terms appearing at least 8 times in the previous years set.





� Figure 11: The number of terms that appear 1,2,3... times in the target year set and only between 1 and 2 times in the previous years.





� Figure 10: The number of terms that appear 1,2,3... times in the target year set not at all in the previous years. In this case there are 98 new terms that appear twice.








�	The use of this term is as described at http://en.wikipedia.org/wiki/Parsimony


�	See http://en.wikipedia.org/wiki/N-gram


�	http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html


�	http://www.openarchives.org/pmh/


�	http://tools.ietf.org/html/rfc5005


�	http://www.google.com/trends


� 	It might well be that the holiday season (July, August) was a major impediment to this interview round, an additional reason to continue interviewing during September, October.   


� 	Candidate weak signals are highlighted in italics.


� 	See 2010 PEW study on Internet usage (US): http://www.pewinternet.org/Reports/2010/Better-off-households.aspx


� � HYPERLINK "http://edutechwiki.unige.ch/en/Artificial_intelligence_and_education" �http://edutechwiki.unige.ch/en/Artificial_intelligence_and_education� 


�	http://arc12.github.com/Text-Mining-Weak-Signals-Output/Rising%20and%20Falling%20Terms/Union%20A/2010/Report.html


�	Google Insights for Search - http://www.google.com/insights/search/


�	See Google Insights -http://www.google.com/insights/search/#q=serious+games


�	https://github.com/arc12/Text-Mining-Weak-Signals


�	http://gephi.org/


�	http://www.wjh.harvard.edu/~inquirer/


�	http://cran.r-project.org/web/packages/topicmodels/vignettes/topicmodels.pdf
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