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Executive Summary

This document presents an overview of the anticipated holistic diagnostic model to be used in DIAMOND. The diagnostic model can be considered the “backbone” of the DIAMOND infrastructure. DIAMOND considers different application domains – diagnosis and correction – at different levels in the design flow – transaction, implementation and post-silicon.

The aim of the diagnostic model is to integrate those different views as much as possible, to capture the individual requirements by the different applications. We devise use cases for the different abstraction levels considered within DIAMOND. For each abstraction level the use cases span all applications. From these use cases the requirements and the diagnostic model are derived.
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HDL - Hardware Description Language  
HLDD - High-Level Decision Diagrams  
IST - Information Society Technologies  
PSL - Property Specification Language  
RT level - Register Transfer level = RTL  
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1 Introduction and Overview

The diagnostic model can be considered the “backbone” of the DIAMOND infrastructure. DIAMOND targets different application domains – diagnosis and correction – at different levels in the design flow – transaction, implementation and post-silicon. Figure 1 gives the general overview of DIAMOND. The diagnostic model is developed within WP 1. The other workpackages build upon this model.

On one hand, the types of faults and bugs to be handled depend on the specific step during the design flow. On the specification and implementation level, typically design bugs that lead to reproducible errors are considered and have to be removed. When considering environmental behavior, soft errors due to transient faults are more important.

On the other hand, the level within the design flow considered also determines the feedback required by a designer or verification engineer. Again, when considering an implementation bug in a description of a design, a location in the source code given in Hardware Description Language (HDL) is of interest and potentially a suggested correction for that location. When analyzing errors that occur post-silicon also a potential origin of this error is of interest. However, in this case such an origin must be located in a netlist and potentially the type of fault leading to the observed error should be indicated.

Figure 1: Overview of DIAMOND
The aim of the diagnostic model is to integrate those different views as much as possible, to capture the individual requirements by the different applications, but also to identify the distinguishing issues more clearly. Figure 2 taken from the Description of Work (DoW) [6] shows in more detail how the diagnostic model couples the application domains to the underlying formal, semi-formal, and simulation-based engines. In the following we devise use cases for the different abstraction levels considered within DIAMOND. For each abstraction level the use cases span all applications. These use cases obey to the requirements imposed by the end user requirements specified in Deliverable D4.1 [5] and they have the following form:

- **Input**: The design, any additional input required and the types of descriptions to be used.
- **Algorithm**: Brief description of the type of algorithms used and description of requirements on the diagnostic model from the algorithmic side.
- **Output**: The type of feedback expected from the algorithm and the infrastructure required to provide this feedback.
- **Requirements**: Per use case the requirements on the diagnostic model are explicitly given.

This document is structured as follows: Sections 2, 3, and 4 describe the use cases for diagnosis (WP 2 in [6]) and correction (WP 3 in [6]) at the transaction level, at the implementation level, and post-silicon/in-situ, respectively. With respect to the Dow [6] Section 2 is related to tasks T2.1 and T3.1, Section 3 is related to tasks T2.2 and T3.2, and Section 4 is related to tasks T2.3 and T3.3. Section 5 summarizes the requirements for the diagnostic model and indicates the concept of the model.
2 Localization and Correction at the Transaction Level

Design descriptions at the transaction level cannot easily be separated into meaningful smaller blocks. As a consequence formal methods alone may typically not be able to handle such descriptions due to resource limits. Therefore they will be extended by semi-formal and even purely simulation-based approaches. A simulation-based approach may be used as a fast preprocessing step for more accurate but also more time-consuming semi-formal approaches.

2.1 Semi-Formal Flow

**Input:** Specification and implementation.

The implementation is given as a piece of simple, imperative software (e.g., a simple C program). The term “simple” refers to the fact that not all constructs provided by the programming language will be supported. This includes concurrency features, floating point arithmetic, and to some extent also pointers.

The specification is not required to be complete in the sense that every execution of the program conforming to the specification is considered as a correct behavior. However, results are expected to be more accurate when using a more precise specification. The specification must allow to classify program executions into desired and undesired behaviors. Examples include specifications which are given as assertions in the program code, test vectors together with expected outputs, temporal specifications, or a golden reference model.

**Algorithm:** The algorithm performs symbolic [4, 13] or concolic execution [10, 16] on an abstract model of the program. For this purpose, the model must contain control flow as well as data flow information. It will therefore be similar to a Control Data Flow Graph (CDFG). The symbolic or concolic execution is used to explore possible execution paths of the program and to associate every such path with a path condition. The specification is used to classify execution paths into desired and undesired, thereby classifying the path conditions into two according sets. This way, reasoning about the correctness of the program can be reduced to the reasoning about the feasibility of path conditions in the two sets. This will in turn reduce to some sort of SMT solving. In order to actually perform diagnosis and correction, the algorithm identifies components in the abstract model of the program, which can serve as fault candidates. This is done according to the fault-model.
Output: In case of diagnosis a set of fault candidates is passed to the designer. A fault candidate is described by a certain portion of the source code. Correction extends each fault candidate by one or more suggested repairs. The repairs will be replacements of the fault candidates in the source code.

Requirements:

- Modeled faults are permanent, i.e. they do not change over time, as they correspond to bugs in the program.
- The relation to the source code must be known to allow for back-annotation of results.
- The abstract model of the program must contain control flow as well as data flow information.
- Decomposing the model of the implementation into components according to the fault model must be possible. These components serve as possible fault candidates.
- Replacing such a component with a different implementation must be possible.
- The fault model should be fine-grained, general, and allow for efficient algorithms.

2.2 Flow based on Simulation

Input: Specification, implementation and input stimuli.

Similar to the formal flow presented in the previous subsection, the implementation is given as a piece of simple, imperative software (e.g., a simple C program). Also the concept of the specification does not differ from the formal flow.

The semi-formal and simulation based flow adds the notion of input stimuli. In many practical cases (e.g. large designs, complex properties etc.) it is not feasible to solve error diagnosis and correction by formal means. In such cases it is possible to rely on existing test benches which the designer has created to verify the functionality of the system.

Algorithm: The algorithms are based on simulating the stimuli on the implementation. Similar to the formal approach a model based on a CDFG is used. Additionally, other representations for simulation derived from the CDFG model such as High-Level Decision Diagrams (HLDDs) [15], netlist representations, etc. may be implemented internally.

The error diagnosis is based on information obtained either by checking the assertions on the given simulation trace, or based on the mismatched outputs of the failing stimuli with respect to the output responses of the golden design. The fault models used in localization and repair are similar to the ones in formal methods.
Output: Output is similar to the one of the formal transaction-level methods. The most important difference is that semi-formal and simulation-based methods provide diagnosis and repair only with respect to the set of chosen input stimuli.

Requirements: The general requirements do not differ from the formal flow.
3 Localization and Correction at the Implementation Level

Different debugging problems will be focused in more detail and explained by use cases when considering the implementation level. This is due to the more comprehensive previous work on diagnosis and correction at the implementation level, e.g. [7, 9].

On the implementation level formal approaches will be considered as the core engines for diagnosis and correction. Using formal and semi-formal techniques on the implementation level is justified by smaller blocks that have to be handled. Semi-formal and simulation based techniques may be used for speeding up the overall process.

A generic approach will be applied to handle arbitrary debugging problems. This is complemented by a debugging approach that particularly focuses on faults in control paths.

3.1 Generic Flow based on Formal and Semi-Formal Methods

Input: Specification and implementation.

The implementation is given in terms of HDL source code. This source code can be transformed into a model suitable for formal methods by simple transformations.

The specification may be complete or partial. An example of a complete specification occurs in equivalence checking where the expected behavior is fully described by a reference design, a so-called golden model.

Partial specifications occur in model checking where a formal property describes a certain aspect of the behavior. Such formal properties may be given in a language similar to Property Specification Language (PSL) [1] or a subset of PSL.

Yet another type of partial specification are traces fully or partially specifying a starting state and values of primary inputs for the design that lead to the observation of erroneous output. The correct expected output response must also be specified in this case. A single or multiple traces may be given.

Algorithm: The algorithm runs on a formal model of the implementation to automatically perform localization and correction.
This model will be similar to a netlist of the design. In order to apply word-level reasoning engines like Satisfiability Modulo Theories (SMT) solvers, e.g. [19] or HLDDs [15], the model should extend beyond Boolean netlists also to more complex operations. Fault modeling and calculation of corrections are done at this level as well.

To achieve efficient localization and correction, techniques known to be efficient in formal verification will be applied. Namely, these are abstraction techniques, e.g. [3, 14], that allow to run the reasoning engines on smaller problem instances. Moreover, simulation may be used to further shrink the search space, e.g. in a pre-processing step [8].

If a golden model or a partial formal specification is available, this specification may be applied to find a set of qualitatively different counterexamples. Using such counterexamples improves the accuracy of the diagnosis step.

For correction two main strategies will be applied: a simple fault model that allows fast correction of a restricted set of bugs and a functionally complete but computationally expensive matching technique that allows to correct – in principle – any type of bug.

**Output:** In case of localization a set of fault candidates is passed to the designer. A fault candidate is described by a certain portion of the source code. Correction extends each fault candidate by a suggested repair. The repair will be a replacement of the fault candidate in the source code.

**Requirements:**

- Modeled faults are permanent, i.e. they do not change over time, as they correspond to bugs in the HDL.
- The instantiation hierarchy of the design must be known in the diagnostic model because identical instances will typically contain the same bugs.
- The relation to the source code must be known to allow for back-annotation of results.
- Fault model for a well-defined set of simple implementation level faults (bugs).
- Capability to hold a generic functional description for correction.

### 3.2 Dedicated Correction Flow for Control Logic

**Input:** A circuit on RT level and a functional specification.

The circuit is given either in an appropriate HDL or in form of a block diagram. The datapath of the circuit is complete, the control is either incomplete, (partially) incorrect, or missing at all.

The functional specification is given as a simple reference implementation. As an example, consider a simple, non-optimized implementation of a microprocessor, as
reference implementation for a highly optimized (and thus complicated) pipelined version of the same microprocessor. The reference implementation is also given either in an HDL or as a block diagram. It must make use of the same basic datapath blocks as the circuit under test.

**Algorithm:** From the circuit and the specification we extract an equivalence criterion, which is a formula in a fragment of first-order logic with arrays, uninterpreted functions, and equalities. We apply several transformations to this equivalence criterion to obtain an “equivalent” formula in propositional logic. From the latter we extract a repair for the incorrect control signals of the implementation, or new logic for missing control signals respectively.

**Output:** In case the original circuit contained faults in its control logic, the output will be a corrected version of the circuit. In case some or all control logic was missing, a completed circuit with newly synthesized logic for the missing parts will be outputted.

**Requirements:**

- The circuit under test and its reference implementation must make use of the same basic datapath blocks. These will be treated as uninterpreted functions by the algorithm. Examples for such blocks are Arithmetic Logic Units (ALUs) or Instruction Decoders of microprocessors.
- The circuit should contain some annotation which (control) signals are to be considered for correction/completion. This annotation can either be made manually or it can be the output of a diagnosis tool.

**Related Work:** The basic setting of this approach is similar to the verification approach applied by Burch and Dill [2] to pipelined microprocessors. Thus, the input will be similar as well. We will, however, extend the pure verification approach with the ability for synthesis/repair.

Srivastava et al. [17] also describe a way how a verification flow can be extended to be a synthesis/repair flow. Although their setting lies within the software world, the idea of generalizing verification to synthesis is similar. Suter et al. [18] also show how program fragments can be synthesized from pre- and post-conditions. However, their technique is more related to data manipulation then to control.
4 Localization and Correction
Post-Silicon and In-Situ

To analyze the influence of soft errors and for post-silicon and in-situ approaches
the full system has typically to be considered. This implies that mainly light-
weight reasoning engines are used and that interfaces to actual hardware conform
to existing standards. Both issues are discussed in the following use cases.

4.1 Flow based on Semi-Formal Analysis of Soft Errors

**Input:** Implementation and detection logic specification.

The implementation is given in terms of HDL source code or design pre-compiled
to a gate-level.

The detection logic specification may be complete or partial. A complete specifi-
cation describes an expected behavior of a detection logic in the referenced design. A
partial specification can either describe a certain aspect of the behavior or provide
only a list of detection logic end points, i.e. error flags.

**Algorithm:** A soft error, or a fault, is a transient bit-flip that occurs due to a particle
strike. An error occurs when a fault results in data corruption. A fault does not
always become an error; it may vanish through logical masking, electrical masking
etc. In addition, fault-tolerant designs incorporate fault detection logic, which is
capable of detecting that a fault occurred and initiating a correction or recovery
sequence.

Whether or not a fault becomes an error depends on the state of the design when
the fault occurs and on input values in subsequent cycles. The goal of soft error
verification is to find faults that can result in errors without the error detection logic
firing.

The algorithms run on the implementation to automatically perform the following
tasks:

1. Vulnerability analysis, i.e. estimation of the probability of a fault to become
an error for each sequential element.
2. Soft error rate reduction, i.e. applying local transformations on the design to
reduce the overall vulnerability.
3. Detection logic coverage verification, i.e. validate that the fault detection logic covers all the sequential elements it should cover by the specification, plus a formal proof that the fault detection logic raises an error flag according to the specification.

Output: The output will consist of two reports:

1. A list of sequential elements ranked by their vulnerability to soft errors, before and after transformations.
2. A list of “holes” in the detection logic, i.e. a list of latches that are not covered by the detection logic for soft error faults, aside a proof of correctness of the fault detection logic in case it is up to the specification or a counterexample if it is not.

Requirements:

- Modeled faults are transient, i.e. they corrupt a single bit for one cycle.
- The instantiation hierarchy of the design must be known in the diagnostic model because identical instances will typically have the same soft errors vulnerability.

4.2 In-situ Diagnosis & Correction

Input: The specifications of software and hardware are given in a premanufactured format such as VHDL/HDL source and C source code. The hardware specification and the software specification are considered correct. Errors may originate from defectives in manufacturing, environmental impact, aging and errors that cannot be detected when analyzing software and hardware separately.

Algorithm/method:

- At post silicon diagnosis, the aim is to find timing errors that manifest themselves when software is executed on manufactured silicon. Hence, separate analysis of software and hardware will not find these errors. An architecture compliant to P1687 [12] and the corresponding design optimization support will be developed.
- At in-situ diagnosis, the aim is to find errors, classify the errors and find the most appropriate way to repair the errors. The errors can be permanent (hard) or temporary (soft). A in-situ test architecture compliant to IEEE Standard 1149.1 [11] will be developed along with error classification scheme and selection of suitable repair.

Output: The output from post silicon part is an architecture and techniques to detect timing errors. The output from in-situ is an architecture and techniques to detect errors and suggest suitable repair for each error.

Requirements:
• Modeled faults are soft (transient) and hard (permanent).
• The fault model for in-situ should be in relation to possible repairs (replaceable units).
• A number of available repairs (for in-situ).
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5 Resulting Extensible Diagnostic Model

This section provides a summary of the requirements from all use cases. These requirements directly define the capabilities expected from the holistic diagnostic model to be applied for different applications across different levels of the design flow from transaction-level over RTL to in-situ and post-silicon. While the project is running, the holistic diagnostic model may be extended and modified. In Deliverable 4.1 [5] user requirements are described that impose requirements on the use cases. Consequently, these are indirectly reflected in requirements for the diagnostic model.

The first subsection 5.1 describes requirements imposed by modeling bugs or hardware faults. The next subsection describes requirements on the infrastructure, i.e. on the front-ends to read the design description and on the internal representation.

5.1 Fault Modeling

The following list summarizes the requirements on fault modeling imposed by the previously described use cases.

- Faults are described at the logic level
- In the time domain permanent and transient faults are considered. For in-situ diagnosis besides a functional fault more fine grain timing issues have to be modeled.
- The portion of the design affected by a fault may be one or multiple components where a component may be any of the following
  - a line in the source code
  - a statement in the source code
  - a functional unit
  - a state element
  - a portion corresponding to a particular hardware structure
5.2 Internal Modeling Infrastructure

Requirements on the internal infrastructure of the diagnostic model derive from the expected input and output described in the use cases. In the following these requirements are listed:

- **Representation of the design**
  The representation of the design has to be efficient and easily integrable for different algorithms. The representation includes following features:
  - Links to source code,
  - Hierarchical information,
  - Differentiation between instantiation and definition,
  - Representation of control flow and data flow,
  - Decomposition into components.

- **Specification**
  The specification is a formal description of the expected behavior that covers different use cases. The specification must be represented in the diagnostic model and may be given in the following ways:
  - Reference design,
  - Partial formal specification,
  - Input stimuli and expected output responses.

- **Diagnosis result**
  Diagnosis is concerned with the identification whether the behaviour of a system is correct. For incorrect systems the hints to faulty parts of the design are given. This involves the following information:
  - Fault candidates,
  - Vulnerability information.

- **Correction**
  Faulty parts must be corrected which implies a subsequent change of the system that may be described as follows:
  - Replacement of components,
  - Generic functional corrections,
  - Simple transformations for corrections,
  - Description of available repair units.

In general, all requirements can be implemented in the internal representation. But *links to the source code* and *hierarchical information* also impose some necessities on the front-ends that read the design to fill the internal representation. Additionally, the internal representation structure may be filled by other user input, e.g. in case of specifying input stimuli that are not part of the design. Depending on the application and the back-end all of these aspects may be available or only selected ones.
6 Summary

In this deliverable the diagnostic model of the DIAMOND project is described. The aim of the diagnostic model is to integrate different views, like e.g. transaction level and implementation level with respect to different applications. Use cases for those views induce requirements on the infrastructure and on fault modeling. The integration of those requirements leads to a holistic diagnostic model.
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