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1 Summary

The idea of functoriality is that the relationships between objects are just as important as the objects themselves. In mathematical terms, we must study not only the underlying spaces, which may be finite point clouds, collaboration/social graphs, or configurations of physical objects in space, but we must also study how these change over time in dynamic settings or how different instances relate to each other.

The goals of this work package capture different aspects of this idea, which reflect the different tasks.

1. Persistence of a self map - in the classical case of linear dynamical systems, the space of endomorphisms, that is maps from a space to itself is characterized by its Jordan form. We extend this idea to sampled self maps. By fixing an eigenvalue, we can obtain persistence results on the behaviour of the self map, specifically by looking at the persistence of the corresponding eigenspaces.

2. Cohomology of recurrent systems - recurrence in a configuration space is characterized by a circle. Multiple modes of recurrence are captured by a wedge of circles. We present two methods for utilizing this.
   One is a computational take on a classical approach in dynamical systems, that is on computing the Conley index of a Poincaré map. The Poincaré section can be thought of as a slice though which all periodic orbits of a system must pass through. The Poincaré map is the map of a neighborhood around a point onto the section.
   The second looks at how to capture and reconstruct the modes of recurrence through finding circles in sampled data(including time series data) and automatically parameterizing the modes using persistent cohomology. In principle, this allows us to perform a type of Fourier analysis in more general settings such as metric spaces.

3. Hierarchies of maps - finally we look to examine more general diagrams of vector spaces (or more generally persistence modules). Although a simple barcode or diagram is unlikely to exist, we present a lattice theoretic construction which will ultimately help compare diagrams of different shapes as well as allowing us to perform some analysis on these type of structures, with future work hopefully leading to some form of decomposition.

The final task looks to unify the above approaches, however, it begins in the second year of the project and so is not discussed further.

This report is based on several papers - the section on persistence of a self map is based on


The section on cohomology of recurrent systems is based on two papers:

- M. Mrozek, R. Srzednicki, F. Weilandt, “A topological approach to the algorithmic computation of the Conley index of Poincaré operators”, preprint (attached)

Finally, the initial work on hierarchies of maps, where we complete a diagram of vector spaces into a distributive lattice is based upon


2 Persistence of a self map

Here we look at how to study the persistence of endomorphisms induced in homology by continuous self-maps. The long term goal is to embed persistence in the computational analysis of dynamical systems, as pursued in [13] and the related literature.

In the case of finitely generated homology with field coefficients, the homomorphism induced by a continuous map between topological spaces is a linear map between finite-dimensional vector spaces. Such a map \(\varphi: Y \rightarrow X\) is characterized up to conjugacy by its rank. This is in contrast to a linear self-map, \(\phi: X \rightarrow X\), which in the case of an algebraically closed field \(\mathbb{C}\) is characterized up to conjugacy by its Jordan form. A weaker piece of information are the eigenvectors, which in our setting capture the homology classes that are invariant under the self-map. Therefore, it is natural to study the persistence of eigenvalues and eigenspaces as a first step to the full understanding of the persistence of the map. Beyond describing the algorithm for the persistence of eigenvalues and eigenspaces, we analyze its performance, proving that the persistence diagram it produces is stable under perturbations of the input, and the algorithm converges to the homology of the studied map, reaching the correct ranks for a sufficiently fine sample. In addition, we exhibit some preliminary results.

We motivate the technical work in this paper with a small toy example, designed to highlight one of the main difficulties we encounter. Writing \(\mathbb{S}^1\) for the circle in the complex plane, we consider the map defined by \(f(z) := z^2\), which doubles the angle of the input point. Sampling \(\mathbb{S}^1\) at eight equally spaced locations, \(x_j := \cos \frac{j\pi}{4} + i \sin \frac{j\pi}{4}\), we can check that \(f(x_j) = x_{2j}\), where indices are taken modulo 8. Assuming the space and the map are unknown, other than at the sampled points and their images, we consider the filtration \(K_1 \subseteq K_2 \subseteq K_3 \subseteq K_4 \subseteq K_5\) shown in the top row of Figure 1. Each complex \(K_i\) consists of all simplices spanned by the eight points whose diameters do not exceed a given threshold, and this threshold increases from left to right. The most persistent homology classes in this filtration are the component that appears in \(K_1\) and lasts to \(K_5\) and the loop that appears in \(K_2\) and lasts to \(K_4\). We would hope that \(f\) extends to simplicial maps on these complexes, but this is unfortunately not the case in general. For instance, \(f\) maps the endpoints of the edge \(x_1x_7\) in \(K_3\) to the points \(x_2\) and \(x_6\), but they are not endpoints of a common edge in \(K_3\). The reason for this situation is the expanding character of \(f\). To still make sense of the map, we construct the maximal partial simplicial maps, \(\kappa_i: K_i \rightarrow K_i\) consistent with \(f\). Figure 1 shows the domains of these maps in the bottom row, and for \(i = 3, 4\), we can see how \(\kappa_i\) wraps the convex octagon twice around the hole in \(K_i\) shown right above. This reflects the fundamental feature of \(f\), namely that its image wraps around the circle twice. To see this more formally, we compare the homology classes in the domains with their images. For \(i = 1, 3, 5\) the inclusion of the domain of \(\kappa_i\) in \(K_i\) induces an isomorphism in homology. The comparison therefore reduces to the study of eigenvectors of an endomorphism. The lack of isomorphism for \(i = 2, 4\) may be overcome by the study of eigenvectors of pairs of linear maps. In this particular case, we are able to conclude that

\[1\text{A field is }\text{algebraically closed if every non-constant polynomial over the field has a root.}\]
the eigenspace for eigenvalue $t = 2$ appears in $K_3$ and lasts to $K_4$, thus reconstructing the essential character of $f$ from a very small sample.

To summarize, there are differences between the partial simplicial maps and the underlying continuous map; see in particular the reorganization that takes place at $i = 2$ and $i = 4$. The hope to recover the properties of the latter from the former is based on the ability of persistence to provide a measure that transcends fluctuations and identifies what stays the same when things change.

**Partial functions.** We recall that a *category* consists of *objects* and (directed) *arrows* between objects. Importantly, there is the *identity arrow* from every object to itself, and arrows compose associatively. An arrow, $\theta : K \rightarrow L$, is *invertible* if it has an inverse, $\theta^{-1} : L \rightarrow K$, such that $\theta^{-1}\theta$ and $\theta\theta^{-1}$ are the identity arrows for $K$ and $L$. If there is an invertible arrow from $K$ to $L$, then the two objects are *isomorphic*. Every category in this paper contains a *zero object*, which is characterized by having exactly one arrow to and one arrow from every other object. It is unique up to isomorphisms. Two arrows, $\kappa : K \rightarrow K'$ and $\lambda : L \rightarrow L'$ are *conjugate* if there are invertible arrows $\theta : K \rightarrow L$ and $\theta' : K' \rightarrow L'$ that commute with $\kappa$ and $\lambda$; that is: $\theta'\kappa = \lambda\theta$. A *functor* is an arrow between categories, assigning to each object and each arrow of the first category an object and an arrow of the second category in such a way that the identity arrows are mapped to identity arrows and the functor commutes with the composition of the arrows.

We use a category whose arrows generalize functions between sets as the basis of other categories. Specifically, a *partial function* is a relation $\xi \subseteq X \times Y$ such that every $x \in X$ is either not paired or paired with exactly one element in $Y$. We denote it by $\xi : X \rightrightarrows Y$, observing that there is a largest subset $X' \subseteq X$ such that the restriction $\xi : X' \rightarrow Y$ is a function. We call $\text{dom} \xi := X'$ the *domain* and $\ker \xi := X - X'$ the *kernel* of $\xi$. For each $x \in X'$, we write $\xi(x)$ for the unique element $y \in Y$ paired with $x$, as usual. Similarly, we write $\xi(A)$ for the set of elements $\xi(x)$ with $x \in A \cap X'$. The *image* of $\xi$ is of course the entire reachable set, $\text{im} \xi := \xi(X)$. If $\xi : X \rightrightarrows Y$ and $\eta : Y \rightrightarrows Z$ are partial functions, then their *composition* is the partial function $\eta\xi : X \rightrightarrows Z$ consisting of all pairs $(x, z) \in X \times Z$ for which there exists $y \in Y$ such that $y = \xi(x)$ and $z = \eta(y)$. Thus, we have a category of sets and partial functions, which we denote as $\text{Part}$. The zero object in this category is the empty set, which is connected to all other sets by empty partial functions. It will
be convenient to limit the objects in this category to finite sets.

**Matchings.** We call an injective partial function \( \alpha : A \to B \) a *matching*. Its restriction to the domain and the image is a bijection, hence the name. Bijections have inverses and so do matchings, namely \( \alpha^{-1} : B \to A \) with \((b,a) \in \alpha^{-1}\) iff \((a,b) \in \alpha\). Clearly, the composition of two matchings is again a matching. We therefore have a category, and we write \( \text{Mch} \) for this subcategory of \( \text{Part} \): its objects are finite sets and its arrows are matchings. Writing \([k] := \{1, 2, \ldots, k\}\), we may assume that \( A = [p] \) and \( B = [q] \), in which \( p \) and \( q \) are the cardinalities of \( A \) and \( B \). Representing the matching by its matrix, \( M = (M_{ij}) \), we thus get

\[
M_{ij} = \begin{cases} 
1 & \text{if } (j, i) \in \alpha, \\
0 & \text{otherwise}, 
\end{cases}
\]

for \( j \in [p] \) and \( i \in [q] \). Matrices of matchings are characterized by having at most one non-zero entry in each row and in each column. It follows that there are equally many non-zero rows (the cardinality of the image) as there are non-zero columns (the cardinality of the domain). The *rank* of the matching is this common cardinality, \( \text{rank} \alpha := \# \text{dom} \alpha = \# \text{im} \alpha \). The simple structure of matchings makes it easy to compute the ranks of compositions. Letting \( \beta : B \to C \) be another matching, the rank of \( \beta \alpha : A \to C \) is the cardinality of \( \text{im} \alpha \cap \text{dom} \beta \); see Figure 2. We can rewrite this as

\[
\#(\text{dom} \beta - \text{im} \alpha) = \text{rank} \beta - \text{rank} \beta \alpha. \tag{1}
\]

It will be useful to extend this relation to the composition of three matchings, adding \( \gamma : C \to D \) to the two we already have. The number of elements in the domain of \( \beta \) that are neither in the image of \( \alpha \) nor map to the domain of \( \gamma \) is

\[
\#(\text{dom} \beta - \text{im} \alpha - \text{dom} \gamma \beta) = \text{rank} \beta - \text{rank} \beta \alpha - \text{rank} \gamma \beta + \text{rank} \gamma \beta \alpha. \tag{2}
\]

To see the second line, we construct a set \( \Omega \), first by taking the disjoint union of the sets \( A, B, C, D \), and second by identifying two elements if they occur in a common pair, which may be in \( \alpha, \beta, \) or \( \gamma \).

---

2 To be more precise, we should call it a *weak inverse*, because \( \alpha^{-1} \alpha \) and \( \alpha \alpha^{-1} \) are identities on the domain and image of \( \alpha \) and not necessarily on \( A \) and \( B \). We simplify language by ignoring this subtlety.
$\gamma$. After identification, each matching is a subset of $\Omega$, namely $\alpha = A \cap B$, $\beta \alpha = A \cap B \cap C$, etc. Using the identification, the left-hand side of (2) may be rewritten as the cardinality of the set

$$(B \cap C) - (A \cap B) - (B \cap C \cap D) = (B \cap C) - [(A \cap B \cap C) \cup (B \cap C \cap D)].$$

(3)

By elementary inclusion-exclusion, its cardinality is the right-hand side of (2).

**Linear maps.** Assuming a fixed field, we now consider the category $\text{Vect}$, whose objects are the finite-dimensional vector spaces over this field, and whose arrows are the linear maps between these vector spaces. The *dimension* of a vector space, $U$, is of course the cardinality of its basis, which we denote as $\dim U$. Letting $v : U \to V$ be a linear map, we write $\ker v := v^{-1}(0)$ for the kernel, $\im v := v(U)$ for the image, and $\rank v := \dim v(U)$ for the rank of $v$. Given bases $A$ of $U$ and $B$ of $V$, we construct the matrix $M = (M_{ij})$ of $v$ in these bases. In particular, $M_{ij}$ is the coefficient of the $i$-th basis vector of $B$ in the representation of the image of the $j$-th basis vector of $A$. It is generally not the matrix of a matching because $v$ does generally not map $A$ to $B$. However, if $M$ is the matrix of a matching, then the partial function $\alpha : A \to B$, consisting of all pairs $(a, b) \in A \times B$ with $v(a) = b$, is a matching that satisfies $\ker \alpha = \ker v \cap A$, $\im \alpha = \im v \cap B$, and, most importantly,$$
\rank \alpha = \rank v. \quad (4)$$

A matching with this property exists, and we can compute it by reducing $M$ to Smith normal form. However, it is not necessarily unique. On the other hand, any two matchings $\alpha : A \to B$ and $\alpha' : A' \to B'$ that satisfy (1) – albeit possibly for different bases $A, A'$ of $U$ and $B, B'$ of $V$ – are conjugate in $\text{Mch}$. Indeed, we have $\#A = \#A'$, $\#B = \#B'$, and $\rank \alpha = \rank \alpha'$ from (4), which suffices for the existence of bijections that imply the conjugacy of $\alpha$ and $\alpha'$.

**Eigenvalues and eigenspaces.** Still assuming the same field, we consider a vector space, $U$, and a linear self-map, $\phi : U \to U$. Letting $t$ be an element in the field, we set$$E_\phi(t) := \{ u \in U \mid \phi(u) = tu \}. \quad (5)$$

If $E_\phi(t)$ is non-empty, it is an eigenvalue of $\phi$, and $E_\phi(t)$ is the corresponding eigenspace. As usual, the non-zero elements of $E_\phi(t)$ are referred to as the eigenvectors of $\phi$ and $t$. It should be clear that $E_\phi(t)$ is a subspace of $U$ and thus a vector space itself. We find it convenient to formalize the transition from the linear self-map to its eigenspaces. To this end, we consider another endomorphism, $\phi' : U' \to U'$, and a linear map $v : U \to U'$ such that

$$
\begin{array}{ccc}
U & \phi & U' \\
\downarrow v & \downarrow & \downarrow v' \\
U' & & U'
\end{array}
$$

(6)

commutes. We can think of this diagram as an arrow in a new category $\text{Endo(Vect)}$; see e.g. [18]. In particular, the objects in $\text{Endo(Vect)}$ are the endomorphisms in $\text{Vect}$, and the arrows are the linear maps that commute with the endomorphisms. Fixing $t$, we now map $\phi$ to $E_\phi(t)$ and $\phi'$ to $E_{\phi'}(t)$, which are objects in $\text{Vect}$. Since (6) commutes, the image of an eigenvector in $E_\phi(t)$ belongs to $E_{\phi'}(t)$. This motivates us to define the restriction of $v$ to $E_\phi(t)$ and $E_{\phi'}(t)$ as the image of $v$ under $E_\phi$, thus completing the definition of $E_\phi$ as the *eigenspace functor* from $\text{Endo(Vect)}$ to $\text{Vect}$.
Eigenspace functor for pairs. The situation in this paper is more general, and we need an extension from endomorphisms to pairs of linear maps. Let \( \varphi, \psi : U \to V \) be such a pair, and define \( E_t(\varphi, \psi) := \{ u \in U \mid \varphi(u) = t\psi(u) \} \). This is a subspace of \( U \), but it contains the entire intersection of the two kernels, which we remove by taking the quotient:

\[
E_t(\varphi, \psi) := \frac{\tilde{E}_t(\varphi, \psi)}{(\ker \varphi \cap \ker \psi)}.
\]

Assuming \( E_t(\varphi, \psi) \neq 0 \), we call \( t \) an eigenvalue of the pair, and \( E_t(\varphi, \psi) \) the corresponding eigenspace. The non-zero elements of \( E_t(\varphi, \psi) \) are the eigenvectors of \( \varphi, \psi, \) and \( t \). Similar to the case of endomorphisms, \( E_t(\varphi, \psi) \) is a vector space, although its elements are not the original vectors but equivalence classes of such. To formalize the transition, we consider a second pair \( \varphi', \psi' : U' \to V' \) and linear maps \( \nu \) and \( \nu' \) such that

\[
\begin{array}{ccc}
V & \xleftarrow{\varphi} & U & \xrightarrow{\psi} & V \\
\downarrow{\nu} & & \downarrow{\nu} & & \downarrow{\nu'} \\
V' & \xleftarrow{\varphi'} & U' & \xrightarrow{\psi'} & V'
\end{array}
\]

commutes. We can think of this diagram as an arrow in a new category as follows. The objects in \( \text{Pairs}(\text{Vect}) \) are the horizontal pairs of linear maps, and the arrows are the vertical pairs of linear maps that form commutative diagrams, as in (8). Fixing \( t \), we can now map \( \varphi, \psi \) to \( E_t(\varphi, \psi) \) and \( \varphi', \psi' \) to \( E_t(\varphi', \psi') \), which are objects in \( \text{Vect} \). Since (8) commutes, the images of the vectors in a class \([u] \in E_t(\varphi, \psi)\) form an equivalence class \([\nu(u)] \in E_t(\varphi', \psi')\). We thus define the arrow that maps \([u]\) to \([\nu(u)]\) as the image of \( \nu, \nu' \) under \( E_t \). This completes the definition of \( E_t \) as the eigenspace functor from \( \text{Pairs}(\text{Vect}) \) to \( \text{Vect} \).

It is easy to see that if the vertical maps in (8) are isomorphisms, then \( E_t(\varphi, \psi) \) and \( E_t(\varphi', \psi') \) are isomorphic. Starting with (8), suppose now that \( V = V' = U' \) and that \( \nu \) and \( \varphi' \) are identities, and redraw the diagram in triangular form:

\[
\begin{array}{ccc}
\varphi & U & \psi \\
V & \xleftarrow{\varphi'} & V
\end{array}
\]

If \( \varphi \) is an isomorphism, then so is \( \nu \), which implies that \( E_t(\varphi, \psi) \) and \( E_t(\psi') \) are isomorphic. This little fact will be useful in Section 2.2, when we analyze our algorithm by comparing eigenspaces obtained from endomorphisms and from pairs of linear maps.

2.1 Algorithm

Assuming a hierarchical representation of an endomorphism, we explain how to compute the persistent homology of its eigenspaces in three steps. The general setting consists of a filtration and an increasing sequence of self-maps. In Step 1, we compute the bases of the two towers obtained by applying the homology functor to the filtrations of spaces and domains. In Step 2, we construct matrix representations of the linear maps in the morphism between the two towers. In Step 3, we compute the eigenvalues and the corresponding eigenspaces as well as their persistence.
Hierarchical representation. The algorithm does its computations on a simplicial complex, $K$, and a partial simplicial map, $\kappa : K \to K$. More precisely, $\kappa$ is a partial map on the underlying space of $K$, but we will ignore this difference. In addition, we assume a filtration of the complex, $\emptyset = K_0 \subseteq K_1 \subseteq \ldots \subseteq K_n = K$, and of the domain,

$$\text{dom } \kappa_0 \subseteq \text{dom } \kappa_1 \subseteq \ldots \subseteq \text{dom } \kappa_n,$$

with $\kappa_i : K_i \to K_i$ being the two-sided restriction of $\kappa$ to $K_i$. Writing $\text{Simp}$ for the category of simplicial complexes and simplicial maps, we use the two filtrations to form a tower in $\text{Pairs(}\text{Simp}\text{)}$. Its objects are the pairs $\iota_i, \kappa'_i : \text{dom } \kappa_i \to K_i$, in which $\iota_i$ is the inclusion and $\kappa'_i$ is the further restriction of $\kappa_i$ to the domain. Its arrows are the commuting diagrams connecting contiguous objects by inclusions. Applying the homology functor, we get a tower in $\text{Pairs(}\text{Vec}\text{)}$, and applying the eigenspace functor, we get a tower in $\text{Vec}$. The algorithm in this section computes the persistence diagram of the latter tower.

In principle, it is irrelevant how $K$ and $\kappa$ are obtained. In the context of sampling an unknown map, we may construct both from a finite sample of that map. We explain this in detail. Write $\text{Vert } K$ for the vertex set of $K$, and let $g : \text{Vert } K \to \text{Vert } K$ be a partial function from the vertex set to itself. If the vertices of a simplex $\sigma \in K$ map to the vertices of a simplex $\tau \in K$, then we extend the vertex map linearly to $\sigma$ as follows. Letting $x_0, x_1, \ldots, x_p$ be the vertices, and $x = \sum_{i=0}^p \lambda_i x_i$ a point of $\sigma$, where $\sum_{i=0}^p \lambda_i = 1$ and $\lambda_i \geq 0$ for all $i$, we define

$$\kappa(x) := \sum_{i=0}^p \lambda_i g(x_i),$$

which is a point of $\tau$. Doing this for all such simplices $\sigma$, we get a partial simplicial map, $\kappa : K \to K$. Its domain consists of all simplices whose vertices map to the vertices of a simplex in $K$. Having constructed $\kappa$, it is now easy to construct the partial simplicial maps on the subcomplexes of $K$.

Letting $g_i : \text{Vert } K_i \to \text{Vert } K_i$ be the restriction of $g$ to the vertex set of $K_i$, we get $\kappa_i : K_i \to K_i$ by linear extension as before; it is also the restriction of $\kappa$ to $K_i$, as mentioned earlier. We observe that the image is not necessarily the same as the domain. This difference is the reason we construct the tower in $\text{Pairs(}\text{Simp}\text{)}$ and not in $\text{Endo(}\text{Simp}\text{)}$, as explained above. Finally, we note that the domains of the $\kappa_i$ form the filtration $\{ \text{dom } \kappa_i \}_{i=0}^n$, as required. Indeed, if the vertices of a simplex $\sigma$ in $K_i$ map to the vertices of a simplex $\tau$ in $K_i$, then $\sigma \in \text{dom } \kappa_j$ for all $i \leq j \leq n$.

Assuming the above hierarchical representation of the sampled map, we explain now how to compute the persistent homology of its eigenspaces in three steps. In Step 1, we compute the bases of the two towers obtained by applying the homology functor to the filtrations of spaces and domains. In Step 2, we construct matrix representations of the linear maps in the morphism between the two towers. In Step 3, we compute the eigenvalues and the corresponding eigenspaces as well as their persistence.

**Step 1: spaces.** Applying the homology functor, we get the tower $\mathcal{X} = (X_i, \xi_i)$ from the filtration of domains $\text{dom } \kappa_i$, and the tower $\mathcal{Y} = (Y_i, \eta_i)$ from the filtration of complexes $K_i$. In this step, we compute the bases of these towers, which we explain for $\mathcal{X}$. Importantly, we represent all domains and maps in a single data structure, and we compute the basis in a single step that considers all maps at once.

Call $\text{dom } \kappa_i - \text{dom } \kappa_{i-1}$ the $i$-th block of simplices, and sort $\text{dom } \kappa$ as $\sigma_1, \sigma_2, \ldots, \sigma_m$ such that each simplex succeeds its faces, and the $i$-th block succeeds the $(i-1)$-st block, for every $1 \leq i \leq n$. 
Let $D$ be the ordered boundary matrix of $\text{dom} \kappa$; that is: $D[k, \ell]$ is non-zero if $\sigma_k$ is a codimension-1 face of $\sigma_{\ell}$, and $D[k, \ell] = 0$, otherwise. The ordering implies that the submatrix consisting of the first $i$ blocks of rows and the first $i$ blocks of columns is the boundary matrix of $\text{dom} \kappa_i$, for each $i$. We use the original persistence algorithm \cite{9} Chapter VII.1 to construct the basis. Similar to the echelon form, it creates a collection of distinguished non-zero entries, at most one per column and row, but to preserve the order, it does not arrange them in a staircase. Specifically, the algorithm uses left-to-right column additions to get $D$ into reduced form, which is a matrix $R$ so that the lowest non-zero entries of the columns belong to distinct rows. Suppose $R[k, \ell + 1]$ is the lowest non-zero entry in column $\ell + 1$, as in Figure 3. Then $R[., k] = 0$ and $b_{\ell + 1} := R[., \ell + 1]$ is the boundary of a chain that contains $\sigma_{\ell + 1}$. We note that $b_{\ell + 1}$ existed as early as $X_k$ but not earlier, and that it changed to a boundary in $X_{\ell + 1}$ but not earlier. In other words, $b_{\ell + 1} \notin \text{im} \xi_{k-1}$ and $b_{\ell + 1} \in \ker \xi_{\ell}$, as required for a maximal interval. Assuming $\sigma_k$ belongs to the $i$-th block of simplices, and $\sigma_{\ell + 1}$ belongs to the $(j + 1)$-st block, the corresponding persistence interval is $[i, j]$. It is empty if $i = j + 1$. In the persistence literature, the above situation is expressed by saying that $b_{\ell}$ is born at $X_i$ and dies entering $X_{j+1}$. It is also possible that a cycle is born but never dies, in which case we do not have a corresponding lowest non-zero entry in the matrix. But this case can easily be avoided, for example by adding the cone over the entire complex as a last block of simplices to the filtration.

Given an index $1 \leq i \leq n$, we identify the persistence intervals that contain $i$ and get a basis of $X_i$ by gathering the vectors in the corresponding columns of $R$. The collection of these bases form a basis of $\mathcal{X}$.

Running the same algorithm on the filtration of $K_i$, we get a basis of $\mathcal{Y}$.

**Step 2: maps.** Let $\varphi, \psi : \mathcal{X} \to \mathcal{Y}$ be the morphisms such that $\varphi_i$ is induced by $\iota_i : \text{dom} \kappa_i \to K_i$ and $\psi_i$ is induced by $\kappa'_i : \text{dom} \kappa_i \to K_i$. In the second step of the algorithm, we construct matrix representations of the two morphisms. Both matrices, $\Phi$ for $\varphi$ and $\Psi$ for $\psi$, have their columns indexed by the non-zero columns of the reduced matrix of $\mathcal{X}$ and their rows indexed by the non-zero
columns of the reduced matrix of $Y$. We explain the computations for $\Psi$.

Letting $R[., \ell + 1]$ be a non-zero column in the reduced matrix of $X$, we recall that $b_{\ell + 1} = R[., \ell + 1]$ is a cycle in $\text{dom} \, \kappa$. First, we compute its image, $c_{\ell + 1} := \kappa(b_{\ell + 1})$, which either collapses to zero or is a cycle of the same dimension in $\text{im} \, \kappa$. Second, we write the homology class of $c_{\ell + 1}$ as a linear combination of the basis vectors of $Y_{j}$, assuming $\sigma_{\ell}$ belongs to the $j$-th block of simplices, as before. Most effectively, this is done as part of the reduction of the boundary matrix of $K$. Indeed, we can insert the images of the columns into the boundary matrix so that their representation as linear combinations of basis vectors of $Y$ falls out as a by-product of the reduction. Running the same algorithm for $\varphi$, we get the matrix $\Phi$.

![Figure 4: Extracting the matrix representation of $i$ from $\Psi$. For each persistence interval that contains $i$, we show the row or column that stores the corresponding cycle.](image)

The two computed matrices represent the morphisms, $\varphi$ and $\psi$, from which the matrices $\Phi_{i}$ and $\Psi_{i}$, representing the arrows, $\varphi_{i}$ and $\psi_{i}$, can be extracted. To do so, we first find all persistence intervals that contain $i$, as before. Second, we collect the intersections of all corresponding rows and columns, as illustrated in Figure 4.

**Step 3: eigenspaces.** We recall that Step 2 provides presentations of $\varphi$ and $\psi$ in terms of the same bases, namely those of $X$ and $Y$ as computed in Step 1. In this step, we compute the filtration of eigenspaces and their persistence, separately for each eigenvalue $t \neq 0$. Fixing the eigenvalue, we compute the eigenspaces of $\varphi_{i}$ and $\psi_{i}$ and we take the quotient relative to the intersection of kernels:

$$
\bar{E}_{t}(\varphi_{i}, \psi_{i}) = \ker(\varphi_{i} - t\psi_{i}),
$$

$$
E_{t}(\varphi_{i}, \psi_{i}) = E_{t}(\varphi_{i}, \psi_{i}) / (\ker \varphi_{i} \cap \ker \psi_{i}).
$$

It might be interesting to do the computations incrementally, as in Steps 1 and 2, but here we have to add as well as remove rows and columns, which makes the update operation complicated. Besides, the matrices at this stage tend to be small (see Table 1), so we decide to do the computations for each index $i$ from scratch. At the same time, we extract the kernels of $\varphi_{i}$ and $\psi_{i}$ from $\Phi_{i}$ and $\Psi_{i}$, and we use standard methods from linear algebra to compute the quotient. Next, we compute the maps $\xi_{i} : \text{dom} \, \kappa_{i} \to \text{dom} \, \kappa_{i+1}$ and their restrictions $\epsilon_{t,i} : \bar{E}_{t}(\varphi_{i}, \psi_{i}) \to \bar{E}_{t}(\varphi_{i+1}, \psi_{i+1})$, thus
completed the construction of the eigenspace tower defined by \( \varphi \) and \( \psi \). Finally, we compute the persistence of this tower.

### 2.2 Analysis

Given a finite set of sample points and their images, we apply the algorithm of Section 2.1 to compute information about the otherwise unknown map acting on an unknown space. In this section, we prove that under mild assumptions – about the space, the map, and the sample – this information includes the correct dimension of the eigenspaces. We also show that the persistence diagrams of the eigenspace towers are stable under perturbations of the input.

**Graphs and distances.** Let \( f : \mathbb{X} \to \mathbb{X} \) be a continuous map acting on a topological space. For convenience, we assume that \( \mathbb{X} \) is a subset of \( \mathbb{R}^\ell \), with topology induced by the Euclidean metric. While we are interested in exploring \( f \), we assume that all we know about it is a finite set, \( S \subseteq \mathbb{X} \), and the image, \( f(s) \), for every point \( s \in S \). Assuming that the image of every point is again in \( S \), we write \( g : S \to S \) for the restriction of \( f \). The goal is to show that under reasonable conditions, \( f \) and \( g \) are similar so that we can learn about the former by studying the latter. To achieve this, we need some way to measure distance between two functions whose domains need not be the same.

To this end, we consider the graphs of the functions,

\[
G_f := \{(x, f(x)) \mid x \in \mathbb{X}\},
\]

\[
G_g := \{(s, g(s)) \mid s \in S\},
\]

which are both subsets of \( \mathbb{R}^\ell \times \mathbb{R}^\ell \). Using the product metric, the distance between \( (x, x') \) and \( (y, y') \) in the product space is the larger of the two Euclidean distances, \( \|x - y\| \) and \( \|x' - y'\| \). We compare two maps using the Hausdorff distance between their graphs. Recall that the Hausdorff distance between two sets is the infimum radius, \( r \), such that every point of either set has a point at distance at most \( r \) in the other set. We note that the Hausdorff distance between the domains of the two functions is bounded from above by the Hausdorff distance between their graphs:

\[
Hd_f(\mathbb{X}, S) \leq Hd(G_f, G_g),
\]

simply because the distance between two points in \( \mathbb{R}^\ell \times \mathbb{R}^\ell \) is at least the distance between their projections to the first factor. The Hausdorff distance between two sets is related to the difference between the distance functions they define. To explain this, let \( d_\mathbb{X}, d_S : \mathbb{R}^\ell \to \mathbb{R} \) be the functions that map each point \( y \) to the infimum distance to a point in \( \mathbb{X} \) and \( S \), respectively. Similarly, let \( d_{G_f}, d_{G_g} : \mathbb{R}^\ell \times \mathbb{R}^\ell \to \mathbb{R} \) be the corresponding distance functions in the product space. Then we have

\[
\|d_\mathbb{X} - d_S\|_\infty = Hd_f(\mathbb{X}, S),
\]

\[
\|d_{G_f} - d_{G_g}\|_\infty = Hd(G_f, G_g).
\]

\(^3\)With occasionally more elaborate formalism, everything we say can be generalized to \( \mathbb{X} \) embedded in a general metric space.

\(^4\)In cases in which the image of a point is not in \( S \), we can snap the image to the nearest point in \( S \), which usually implies only a small perturbation of the map. Similarly, we can relax the assumption that \( g \) be a restriction of \( f \) to allow for errors due to noise, for imprecision of measurement, and for approximations in computation.
The conditions under which we can infer properties of \( f \) from \( g \) include that for small distance thresholds, the sublevel sets of \( d_g \) have the same homology as \( X \). To quantify this notion, we assume that \( d_X \) is tame, by which we mean that every sublevel set has finite-dimensional homology groups, and there are only finitely many homological critical values that are the values at which the homology of the sublevel set changes non-isomorphically. Following [5], we define the homological feature size of \( X \) as the smallest positive homological critical value of \( d_X \), denoting it as \( \text{hfs}(X) \). Similarly, we assume that \( d_Gf \) is tame, and we define \( \text{hfs}(Gf) \).

We note that there are functions \( f \) for which \( \text{hfs}(X) < \text{hfs}(Gf) \), but there are also functions for which the relation is reversed. For example, the graph of the function that wraps the unit circle in \( \mathbb{R}^2 \) \( k \) times around itself is a curve on a torus in \( \mathbb{R}^4 \). For large values of \( k \), thickening this curve by a small radius suffices to get the same homotopy type as the torus, while thickening the circle by the same radius does not change its homotopy type.

**Sublevel sets.** If \( f \) and \( g \) are similar, then the sublevel sets of their distance functions are similar. To make this more precise, we write \( A_r := d_A^{-1}[0, r] \), where \( A \) may be \( X, S, Gf, Gg \), or some other set. Then

\[
X_r \subseteq S_{r+\varepsilon} \subseteq X_{r+2\varepsilon}, \\
Gf_r \subseteq Gg_{r+\varepsilon} \subseteq Gf_{r+2\varepsilon},
\]

provided \( \varepsilon \geq \text{Hdf}(Gf, Gg) \), which we recall is at least the Hausdorff distance between \( X \) and \( S \). This suggests that we compare \( f \) and \( g \) based on the sublevel sets of the four distance functions, which is the program we follow.

We use an indirect approach that encodes the sublevel sets in computationally more amenable simplicial complexes. To explain this connection, we construct a complex by drawing a ball of radius \( r \) around each point of \( S \), and let \( K_r = K_r(S) \) be the nerve of this collection. It is sometimes referred to as the Čech complex of \( S \) and \( r \); see [9, Chapter III]. Similarly, we let \( L_r = L_r(Gg) \) be the Čech complex of \( Gg \) and \( r \). While the complexes are abstract, they are constructed over geometric points, which we use to form maps. Specifically, we write \( p_r : L_r \to K_r \) for the simplicial map we get by projecting \( \mathbb{R}^d \times \mathbb{R}^d \) to the first factor, and we write \( q_r : L_r \to K_r \) if we project to the second factor. Both are simplicial maps because for every simplex in \( L_r \), its projections to the two factors both belong to \( K_r \). Note that \( p_r \) is injective, which implies that its inverse is a partial simplicial map, \( p_r^{-1} : K_r \to L_r \), and its restriction to the domain is a simplicial isomorphism. Composing it with \( q_r \), we get the partial simplicial map \( q_r p_r^{-1} : K_r \to K_r \).

There, we begin with a partial simplicial map, \( \kappa : K \to K \), and a filtration of \( K \). The filtration is furnished by the sequence of Čech complexes of \( S \), which ends with the complete simplicial complex \( K \) over the points in \( S \), and \( \kappa \) is the partial simplicial map defined by \( g : S \to S \). In this case, \( \kappa \) happens to be a simplicial map because \( K \) is complete. For each radius, \( r \), we have defined \( \kappa_r : K_r \to K_r \) as the restriction of \( \kappa \), which is a partial simplicial map. It is not difficult to prove that \( \kappa_r \) is equal to the map we have obtained by composing \( p_r^{-1} \) and \( q_r \) before. We state this result and its consequence for towers of eigenvalues without proof.

---

\[ ^5 \text{A practically more convenient alternative is the Vietoris-Rips complex that consists of all simplices spanned by the data points whose diameters do not exceed } 2r. \text{ We will use it for the computations discussed in Section } 2.3 \text{ but for now we stay with the Čech complex, which has the theoretical advantage that its homotopy type agrees with that of the sublevel set for the same } r. \]
Lemma 2.1 (Projection Lemma). Let \( \kappa_r : K_r \rightarrow K_r \) be the partial simplicial map obtained by restricting \( \kappa \) to \( K_r \), and let \( p_r, q_r : L_r \rightarrow K_r \) be the simplicial maps induced by projecting to the two factors. Then \( \kappa_r = q_r p_r^{-1} \), for every \( r \geq 0 \).

Recall that \( \kappa_1 \) is the restriction of \( \kappa \) to the domain, and \( \iota_r : \text{dom} \kappa_r \rightarrow K_r \) is the inclusion map. In view of the Projection Lemma, we can freely move between the tower of eigenspaces we get for \((\iota, \kappa')\) and \((p, q)\), which we do in the sequel.

Interleaving. We prepare the main results of this section with a technical lemma about interleaving arrows between eigenspaces. Let \( U, V \subseteq \mathbb{R}^\ell \), let \( h : U \rightarrow U \) and \( k : V \rightarrow V \) be self-maps, and set \( \varepsilon := \text{Hdf}(G_h, G_k) \). Projecting a sublevel set of the distance function of the graph to those of the two factors, we get an object in \( \text{Pairs}(\text{Top}) \) for \( h \), and another such object for \( k \). Choosing the distance thresholds so they satisfy \( r \leq \varepsilon \leq r' \), we have inclusions and therefore an arrow in \( \text{Pairs}(\text{Top}) \):

\[
\begin{array}{c}
U_r \xrightarrow{p_r} G_h \xrightarrow{q_r} U_r \\
\downarrow \quad \downarrow \\
V_r \xrightarrow{p_{r'}} G_k \xrightarrow{q_{r'}} V_r
\end{array}
\]

(21)

Applying now the homology functor, we get an arrow in \( \text{Pairs}(\text{Vect}) \), where we write \( \varphi_r, \psi_r \) and \( \nu_r, \nu_r' \) for the maps induced in homology. Next applying the eigenspace functor, we get the arrow \( E_t(\varphi_r, \psi_r) \rightarrow E_t(\nu_r', \nu_r) \) in \( \text{Vect} \). The technical lemma states two kinds of interleaving patterns, (22) and (23), with the main difference being the reversed direction on the right.

Lemma 2.2 (Interleaving Lemma). Let \( U, V \subseteq \mathbb{R}^\ell \), and \( h : U \rightarrow U \), \( k : V \rightarrow V \) be such that the associated distance functions are tame. Set \( \varepsilon := \text{Hdf}(G_h, G_k) \). If \( a + \varepsilon \leq b \leq c \leq d - \varepsilon \), then

\[
E_t(\varphi_a, \psi_a) \rightarrow E_t(\varphi_d, \psi_d)
\]

(22)

commutes. If \( a + \varepsilon \leq b \leq c \) and \( a \leq d \leq c - \varepsilon \), then the following diagram commutes:

\[
\begin{array}{c}
E_t(\varphi_a, \psi_a) \xrightarrow{} E_t(\varphi_d, \psi_d) \\
E_t(\nu_b, \nu_b) \xrightarrow{} E_t(\nu_c, \nu_c)
\end{array}
\]

(23)

Small thickenings. To further prepare our first main result, we recall that the projections from the graph of a continuous map commute with the map itself, a fact best expressed using a commutative diagram:

\[
\begin{array}{ccc}
p,\mu & Gf, Y & q,\nu \\
\downarrow & \downarrow & \downarrow \\
X, X & f,\phi & X, X
\end{array}
\]

(24)
Here, we write $Y$ for the homology group of $Gf$, $\mu : Y \to X$ for the map induced on homology by $p : Gf \to X$, etc. The restriction of $p$ to $Gf$ and $X$ is a homeomorphism. We can therefore apply a result which implies that $E_t(\mu, \nu)$ and $E_t(\phi)$ are isomorphic, for every eigenvalue $t$. This property persists for small thickenings of $X$ and $Gf$ assuming the two spaces are compact absolute neighborhood retracts; see [19, p. 290, Thm. 10]. While the name is intimidating, the requirements for a space to be called an absolute neighborhood retract are mild. Since $X$ and $Gf$ are homeomorphic, the graph is a compact absolute neighborhood retract whenever $X$ is one. The result about thickening such spaces will be useful in the proof of our first main result, so we state this observation more formally, but without proof.

**Lemma 2.3 (ANR Lemma).** Let $X \subseteq \mathbb{R}^\ell$ be a compact absolute neighborhood retract, let $f : X \to X$ be such that the associated distance functions are tame, and let $r$ be positive but smaller than $\min\{\text{hfs}(X), \text{hfs}(Gf)\}$. Writing $\mu_r, \nu_r$ for the maps induced in homology by the restrictions of $p, q$ to $Gf$, and $X_r$, the eigenspace $E_t(\mu_r, \nu_r)$ is isomorphic to $E_t(\phi)$, for every eigenvalue $t$.

**Convergence.** We are now ready to formulate our first main result. As before, we consider a continuous self-map $f : X \to X$, and write $\phi : X \to X$ for the endomorphism induced in homology. Let $S \subseteq X$ be a finite sample of $X$, and let $g : S \to S$ another map, perhaps the restriction of $f$ to $S$. As before, we consider the projections from a thickened version of $Gg$ to the two components. Letting $\varphi_r$ and $\psi_r$ be the corresponding maps induced in homology, we write

$$
\epsilon_{t,r}^r : E_t(\varphi_r, \psi_r) \to E_t(\varphi_r, \psi_r)
$$

for the map between the eigenspaces. In a nutshell, our result is a relationship between the dimension of $E_t(\phi)$ and the rank of $\epsilon_{t,r}^r$, for special values of $r$ and $r'$.

**Theorem 2.4 (Inference Theorem).** Let $X \subseteq \mathbb{R}^\ell$ be a compact absolute neighborhood retract, $S \subseteq X$, and let $f : X \to X$, be a map such that the distance functions for $X$ and $Gf$ are tame. Then any map $g : S \to S$ satisfies

$$
\dim E_t(\phi) = \text{rank} \epsilon_{t,\varepsilon}^r,
$$

for all $\text{Hdf}(Gf, Gg) < \varepsilon < \frac{1}{4} \min\{\text{hfs}(X), \text{hfs}(Gf)\}$.

The Inference Theorem may be interpreted as a statement of convergence of our algorithm: if the sampling is fine enough then we are guaranteed to get the dimensions of the eigenspaces as dimensions of persistent homology groups.

**Stability.** Next, we strengthen the convergence result and prove the stability of the persistence diagrams of the eigenspace towers under perturbations of the input. This is interesting because we may sample the same self-map twice and wonder what we can say about the relationship between the two results. Most of the work that allows us to give a meaningful answer to this question has already been done. To set the stage, we consider two self-maps, $h : U \to U$ and $k : V \to V$, in which both $U$ and $V$ are embedded in $\mathbb{R}^\ell$. As before, we assume that the distance functions, $d_U, d_V, d_{Gh}, d_{Gk}$ are tame. We can now form towers in $\text{Pairs(Top)}$ consisting of projections from the sublevel sets of $d_{Gh}$ and $d_{Gk}$ to the sublevel sets of $d_U$ and $d_V$. To formalize the result, we define
the bottleneck distance between two persistence diagrams as the maximum distance between pairs in an optimal bijection:

$$\text{Bot}(E,F) = \inf_{\iota:E\rightarrow F} \max_{P \in E} \|P - \iota(P)\|_\infty.$$ \hfill (27)

Here, $P = [a_b, a_d]$ is a persistence interval in $E$, now using the original convention in which $a_b$ and $a_d$ are the birth- and death-values. If $Q = [c_b, c_d]$ is another persistence interval, then we compute $\|P - Q\|_\infty = \max\{|a_b - c_b|, |a_d - c_d|\}$, as for points in the plane.\footnote{Following [5], we assume that each persistence diagram contains copies of all empty intervals – points of the form $(a, a)$ – which are used to complete a bijection or decrease the maximum distance.}

Letting $E_t$ and $F_t$ be the towers of eigenspaces in $\text{Vect}$ we get for $h$ and $k$, we write $\text{Dgm}(E_t)$ and $\text{Dgm}(F_t)$ for their persistence diagrams.

**Theorem 2.5** (Stability Theorem). Let $U, V \subseteq \mathbb{R}^\ell$, and $h : U \rightarrow U \ k : V \rightarrow V$ such that the associated distance functions are tame. Then

$$\text{Bot}(\text{Dgm}(E_t), \text{Dgm}(F_t)) \leq \text{Hdf}(Gh, Gk).$$ \hfill (28)

**Proof.** According to [3, Thm. 4.9], we only need to verify the $\varepsilon$-strong interleaving of the two towers for $\varepsilon$ equal to the Hausdorff distance between $Gh$ and $Gk$, but this is guaranteed by the Interleaving Lemma.

Letting $h$ and $k$ be finite samples of $f : X \rightarrow X$, the Stability Theorem implies that the information they convey about the given function cannot be arbitrarily different. Setting $h = f$ and $k = g$, the theorem quantifies the extent to which the persistence diagram for the sampled points can deviate from that of the original self-map.

### 2.3 Experiments

In this section, we present the results of a small number of computational experiments.

All experiments are conducted with an Intel Core2 Quad 2.66GHz processor with 8GB RAM, but using only one core. To convey a feeling for the performance of the software, Table 1 states the time needed to process datasets of size between 40 and 140 points, giving complexes between 10 thousand and 460 thousand simplices. We mention that the running time can be further improved.

<table>
<thead>
<tr>
<th>#points</th>
<th>skeleton</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.14</td>
<td>0.39</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>60</td>
<td>0.67</td>
<td>2.12</td>
<td>0.00</td>
<td>0.15</td>
</tr>
<tr>
<td>80</td>
<td>2.21</td>
<td>6.84</td>
<td>0.01</td>
<td>0.39</td>
</tr>
<tr>
<td>100</td>
<td>5.18</td>
<td>23.49</td>
<td>0.01</td>
<td>0.86</td>
</tr>
<tr>
<td>120</td>
<td>11.13</td>
<td>63.09</td>
<td>0.01</td>
<td>1.50</td>
</tr>
<tr>
<td>140</td>
<td>19.53</td>
<td>137.86</td>
<td>0.03</td>
<td>2.18</td>
</tr>
</tbody>
</table>

Table 1: Time in seconds for constructing the 2-skeleton of the Vietoris-Rips complex and executing the steps of our algorithm for one eigenvalue.

In particular, the current implementation is generic, working for any field of coefficients, and the code implementing Step 1 has not yet been optimized. Note the dramatic drop in the running time from Step 1 to Step 2. The reason are the surprisingly small numbers of generators needed in the construction of the matrices $\Phi$ and $\Psi$. In the first set of experiments, we get between 3 and
21 generators for the filtration of \( \text{dom} \, \kappa \) and between 5 and 24 generators for the filtration of \( K \). Compare this with the 10,700 to 457,450 simplices in the 2-skeleta of the Vietoris-Rips complex which have to be processed in Step 1. The code for Step 3 takes more time than for Step 2 because it executes computationally demanding procedures in linear algebra.

**Expansion.** In our first set of computational experiments, we consider the unit circle in the complex plane, and the function \( f : \mathbb{S}^1 \to \mathbb{S}^1 \) defined by \( f(z) := z^2 \). It maps each point on the circle to the point with twice the angle. The 1-dimensional homology of the circle has rank 1, with the circle itself being a generator. Under \( f \), the image of this generator is the circle that wraps around \( \mathbb{S}^1 \) twice. We see that the map expands the space, doubling the angle between any two points. Our main interest is to see whether the methods of this paper can detect this simple fact.

![Figure 5: The representation of the function \( f(z) := z^2 \) using \( m = 100 \) points with Gaussian noise \( \sigma = 0.18 \). The dots mark the points in \( S \) and the crosses mark their squares. The solid polygon generates the 1-cycle visible in the persistence diagram of the eigenspace tower for eigenvalue \( t = 2 \); its images is drawn in blue dashed lines and wraps twice around the origin, as expected.](image)

We chose values for three parameters to generate the data sets on which we run our software: the order of the cyclic field, \( \mathbb{Z}_k \) with \( k = 1009 \), the number of points, \( m = 100 \), and the width of the Gaussian noise, \( \sigma \in [0.00, 0.30] \). The finite field is used because we lack a general algorithm for eigenvalues; instead, we try out all possible values. The sample of the function \( f \) is computed by picking points \( z_i := \cos(\frac{2i\pi}{m}) + i \sin(\frac{2i\pi}{m}) \), for \( 0 \leq i < m \), where \( i \) is the imaginary unit. Next, we let \( x_j \) be a point randomly chosen from the isotropic Gaussian kernel with center \( z_j \) and width \( \sigma \). Let \( S \) be the set of points \( x_j \). Finally, we set the image of \( x_j \) to the point in \( S \) that is closest to \( x_j^2 \) under the Euclidean metric in the plane. For an example, see Figure 5. The \( m \) points define \( n \leq \binom{m}{2} \) different distances and therefore \( n + 1 \) different Vietoris-Rips complexes. We are only interested in the 1-dimensional homology, so we can limit ourselves to the 2-skeleta of these complexes. To construct them, we use the algorithm in [21] to compute the complete 2-complex over \( S \). Sorting the edges by length, we get the filtration \( K_0 \subseteq K_1 \subseteq \ldots \subseteq K_n \). Figure 6 shows the 1-dimensional persistence diagrams thus obtained for four different values of the width \( \sigma \). As expected, the persistence of the interval decreases as the noise increases. For \( \sigma = 0.30 \), we get
Figure 6: The 1-dimensional persistence diagrams of \( f(z) := z^2 \) obtained for data that samples the function with Gaussian noise. Crosses mark the persistence intervals for eigenvalue \( t = 2 \). The dots alert us of the fact that we see this interval for all values, not just for \( t = 2 \).

a low-persistence interval for every value of \( t \). While we do not observe this all the time, this is a generic phenomenon, and we will shed light on it shortly. For now we just mention that the occurrence of every field value as eigenvalue indicates that we do not have sufficient data to see the features of the map.

Reflection. In our second set of computational experiments, we let \( f : S^1 \to S^1 \) be defined by \( f(z) := \tilde{z} \), where \( \tilde{z} = a - ib \) if \( z = a + ib \). Going around the circle once, in a counterclockwise order, the image under \( f \) goes around the circle once in a clockwise order. Again we are interested whether the methods in this paper can detect this fact. The points and their images are chosen in the same way as before, except that the image of \( x_j \) is chosen to be the closest point to \( \tilde{x}_j \). Figure 7 shows the result for \( \sigma = 0.27 \).

Instead of showing the individual 1-dimensional persistence diagrams, we superimpose them into one diagram. To further facilitate the comparison with the first set of experiments, we draw the superimposed diagrams side by side in Figure 8. In both cases, the Gaussian noise varies between 0.00 and 0.30. We limit the comparison to the eigenvalues \( t = 2 \) for the expansion and \( t = -1 \) for the reflection. The diagrams clearly show that the persistence interval shrinks with increasing noise. Indeed, the birth-coordinate grows and the death-coordinate shrinks, so that the sum stays approximately constant, with a faint tendency to shrink. We also see that for the larger noise levels, there are sometimes spurious persistence intervals.

Abundance of eigenvalues. We wish to shed light on the phenomenon that for some datasets and some complexes in the filtration, every field value is an eigenvalue of the pair of linear maps. While it might be surprising at first, there is an elementary explanation that has to do with computing the eigenvalues for a pair instead of a single map.

Here is an illustrative example. Let \( Y_r \) be generated by two loops, \( A \) and \( B \), and let \( X_r \) be generated by a single loop, \( C \). Suppose also that \( \varphi_r \) maps both \( A \) and \( B \) to \( C \), while \( \psi_r \) maps \( A \) to \( C \) and \( B \) to \( 2C \). Setting \( y = iA + jB \), we have \( \varphi_r(y) = (i + j)C \) and \( \psi_r(y) = (i + 2j)C \). Elementary
Figure 7: The representation of the function \( f(z) := z \) using \( m = 100 \) points with Gaussian noise \( \sigma = 0.27 \). The solid polygon generates the 1-cycle visible in the persistence diagram of the eigenspace tower for eigenvalue \( t = -1 \); its image is drawn in blue dashed lines. The dotted polygon generates a second (spurious) 1-cycle in the same diagram. Correspondingly, there are two persistence intervals, drawn as crosses in Figure 8.

Number theoretic considerations show that for every \( t \in \mathbb{Z}_k \) there are \( i \) and \( j \) such that \( t = \frac{i+j}{r+j} \).

In other words, we can find \( i \) and \( j \) such that \( \varphi_r(y) \) is the \( t \)-fold multiple of \( \psi_r(y) \). Intersecting the two kernels, we get \( i = j = 0 \). Hence, taking the quotient has no effect, implying that \( E_t(\varphi_r, \psi_r) \) has non-zero rank for every \( t \). Indeed, because the two loops in \( Y_r \) map to different multiples of the same loop in \( X_r \), we have enough flexibility to form combinations whose images under the two maps are arbitrary multiples of each other. This can also happen for an endomorphism \( \phi_r : Y_r \to Y_r \), for example by setting \( C = B \); but in this case we do not have a second map to compare and therefore get \( t = 2 \) as the only non-zero eigenvalue.

Let us now look at the linear algebra of the situation. In Step 2, we compute matrices \( \Phi_r \) and \( \Psi_r \) representing \( \varphi_r, \psi_r : Y_r \to X_r \), and in Step 3, we compute the null-space of \( \Phi_r - t \Psi_r \). The entries of this matrix are degree-1 polynomials in \( t \). Let \( t_0 \) be a value at which the matrix reaches its maximum rank, which we denote as \( k_0 \). Clearly, \( k_0 \leq \min\{\#\text{rows}, \#\text{columns}\} \). Note that \( \Phi_r - t_0 \Psi_r \) has a full-rank minor of size \( k_0 \) times \( k_0 \). Let \( \Delta(t) \) be the determinant of that minor, but now for arbitrary values \( t \). It is a polynomial of degree \( k_0 \), and because \( \Delta(t_0) \neq 0 \), it is not identically zero and therefore has at most \( k_0 \) roots. By choice of \( t_0 \), this implies that the matrix has maximum rank for all but at most \( k_0 \) values of \( t \). Correspondingly, the null-space has minimum dimension, \( \#\text{columns} - k_0 \), for all but at most \( k_0 \) values of \( t \). This is the dimension of \( E_t(\varphi_r, \psi_r) \). We still take the quotient by dividing with \( \ker \varphi_r \cap \ker \psi_r \), which amounts to reducing the dimension by the dimension of that intersection, which we denote as \( k_1 \). The resulting dimension of the nullspace is the same for all but at most \( k_0 \) values of \( t \), namely \( \#\text{columns} - k_0 - k_1 \). If \( k_1 < \#\text{columns} - k_0 \), then \( E_t(\varphi_r, \psi_r) \) has positive rank for every value of \( t \). This is what happens for the expanding datasets generated with width \( \sigma = 0.15, 0.24, 0.30 \) and for the persistence intervals represented by the dots in the left diagram in Figure 8. In all other cases, we have \( k_1 = \#\text{columns} - k_0 \).

In conclusion, we mention that the extension of the eigenvalue problem to pairs of linear maps
Figure 8: The superposition of the 1-dimensional persistence diagrams for $f(z) := z^2$ and $t = 2$ on the left and for $f(z) := \bar{z}$ and $t = -1$ on the right. The crosses are labeled by the level of the Gaussian noise used to generate the datasets. The dots are labeled similarly, but they alert us of the fact that these persistence intervals occur for all values of $t$.

for not necessarily square matrices is not well understood. A relevant unpublished manuscript is [4], in which properties of the solution are discussed and a reduction algorithm is given.

3 Cohomology of recurrent systems

3.1 Persistent Cohomology and recurrent systems

Recurrence and periodicity are fundamental to dynamical systems observed in nature. We present vignettes of three types of behavior which can be studied using our topological framework. We give an archetypal example of a system of each kind, and show how our methods detect the behavior with little or no prior knowledge of the underlying phase-space or system. The minimum we require is a collection of samples from a 1-dimensional time-dependent signal.

3.1.1 Background

At the heart of our method is a technique of Takens, which we use to boost the topological signal:

**Definition 3.1.** Give a time-series $f : t \rightarrow \mathbb{R}$, a time-delay embedding is a lift to a time-series $\phi : t \rightarrow \mathbb{R}^d$ defined by

$$\phi(t) = (f(t), f(t + \alpha), \ldots, f(t + (d - 1)\alpha))$$

Takens’ proved a remarkable theorem about these embeddings [62, 61]:

**Theorem 3.2.** Let $M$ be compact manifold of dimension $m$. For pairs $(\phi, y)$ with $\phi \in \text{Diff}^2(M)$, $y \in C^2(M, \mathbb{R})$, it is a generic property that the map $\Phi_{(\phi, y)} : M \rightarrow \mathbb{R}^{2m+1}$ defined by

$$\Phi(x_{(\phi,y)}) = (y(x), y(\phi(x)), \ldots, y(\phi^{2m}(s)))$$

(29)
is an embedding;

The theorem states that almost every time-delay embedding of a 1-dimensional measurement (time-series) can recover the underlying manifold and the dynamics of the system.

This is Step 1 of our contribution: using the time-delay embedding we lift the signal to \(d\)-dimensions, the points of the lifted signal then clustering around some submanifold or other subspace of \(\mathbb{R}^d\). Takens’ theorem gives a necessary condition for this submanifold to recreate the full phase space from an idealized continuous signal; but we are faced with finite noisy data, so we must choose parameters a little more carefully for a ‘good’ embedding.

The original 1-dimensional signal is now a path in a higher-dimensional phase space. Periodic and recurrent behavior is characterized by the path returning to itself, creating one or more loops, that is to say topological circles. For example, the simplest periodic system is a sinusoid, which precisely traces out a circle in phase space. The circle is not present in the 1-dimensional signal, but appears upon boosting to 2 dimensions by a delay embedding \(\{t \rightarrow (\sin(t), \sin(t + \alpha))\}\).

Step 2 is to use persistent cohomology to detect these circles, or rather co-circles: coordinate functions from the phase space to the standard unit circle. A well-known result in algebraic topology asserts that co-circles are classified (up to homotopy) by 1-dimensional cohomology.

\[ H^1(\mathbb{X}; S^1) \cong [\mathbb{X}, S^1] \]

As an outline we give the following steps:

1. Given a point cloud in a metric space compute the persistent cohomology of the Vietoris-Rips filtration.
2. Choose a persistent cohomology class and a scale based on the persistence diagram.
3. Find the harmonic representative of this class at the scale using least squares - which is gives an angle valued function on the data points.

We refer the reader to [55] for details of how this is done.

Since we are working with finite noisy data, we use topological persistence to identify the most robust of these coordinates. Each co-circle is associated to a point in the persistence diagram whose position indicates its robustness. As a useful side-effect, this can be used as a proxy for the quality of the Takens embedding; we can tune the delay parameters to maximize robustness.

Step 3 is to observe the dynamics in the new circular coordinates. We shall see how to obtain qualitative and quantitative information about periodic, quasiperiodic, and recurrent dynamical systems.

3.1.2 Pipeline

For a fixed choice of parameters \(\ell\) and \(d\), we embed the time-series at hand into \(\mathbb{R}^d\).

Next we construct a simplicial complex approximating the topology of the embedded point cloud. For instance, the Vietoris–Rips construction produces a filtered simplicial complex reflecting the topology of the data at different scales. This is efficient even for very high embedding dimension \(d\). For more details, we refer the reader to [55].

From this we construct a persistence diagram for 1-dimensional cohomology. This distinguishes high- and low-relevance topological features. The ‘gap’ between them is analogous to a signal-to-noise ratio [54], which can be used to tune the delay embedding and other parameters.\(^7\)

\(^7\)There are many other ways to choose good parameters, including recent statistical methods [60, 57, 52, 58, 59].
Figure 9: The first step is to choose parameters and compute a time-delay embedding. The persistence diagram of a distance filtration gives a natural measure of the quality of the embedding based on which we can change the time-delay parameters.

Figure 10: Monthly rainfall measurements from Nottingham [56]. On the right, we unroll the coordinate and fit a linear model. Computing the slope in the unrolled coordinate yields $1/12.002$ with a correlation of 0.9995.

From the diagram we then choose one or several high-relevance persistent 1-cocycles and construct their circular coordinates using harmonic smoothing (see [54]).

3.1.3 Models of Behaviour

We describe three types of behavior along with their corresponding topological models.

—Periodic systems correspond to a circle $\mathbb{S}^1$.

—Quasiperiodic systems are modeled by a $k$-dimensional torus $\mathbb{T}^k = (\mathbb{S}^1)^k$. For instance a system with two periods will trace out a trajectory on a torus $\mathbb{T}^2$. Depending on the ratio of the periods, the trajectory will be a dense curve on the torus or a torus knot. Circular coordinates on the torus can be exploited to extract this periodicity information, in a sort of 'topological Fourier analysis'.

—Recurrent systems are modeled by a bouquet of circles $\mathbb{S}^1 \cup \cdots \cup \mathbb{S}^1$. The archetypal example is the Lorenz system. Its dynamics circulate repeatedly around the two wings of a butterfly-shaped attractor in an aperiodic sequence.

**Periodic Systems** The phase space of a periodic system is a topological circle, and our methods give a coordinate mapping $x$ from this circle to a standard circle. We can use this to recover the
period of the system. The first step is to plot the time series in terms of the circular coordinate $x = x(t)$, as in Figure 10. The second step is to remove the discontinuities to get a continuous real time series $\tilde{x}(t)$, a classic problem in signal processing known as phase unwrapping. For discrete times series this can be done using the heuristic

$$\tilde{x}(i) = \left[ \tilde{x}(i - 1) - x(i) + \frac{1}{2} \right] + x(i)$$

There is also a topological unwrapping procedure which is more resistant to noisy sampling. To explain this, note that the circular coordinate is constructed from a 1-cocycle $\alpha$ with integer coefficients (each directed edge typically taking values 0, 1, -1). This is then smoothed to a real cocycle $\tilde{\alpha} = \alpha + d\hat{x}$ with minimal $\ell_2$-norm, and $x$ is defined to be the fractional part of $\hat{x}$. The correct lift for each edge $ij$ is given by the expression $\tilde{\alpha}(ij)$, which we can retain for this purpose.

Once the phase has been unwrapped, period recovery becomes a matter of classical regression. We can fit the best line according to whatever criteria we desire; in the examples below we use classical $\ell_2$-minimization. As a proof-of-concept, we show the procedure on average monthly rainfall data taken over 30 years in Nottingham, England [56]. We recover a period of 12, indicating that a year indeed has 12 months (Figure 10).

**Quasi-Periodic Systems** The signal $f(t) = \sin(\alpha t) + \sin(\beta t)$ can be thought of as the composition of a path $t \rightarrow (\alpha t, \beta t)$ into a torus, with a real function defined on the torus $(x, y) \rightarrow \sin(x) + \sin(y)$. It follows that if $\alpha/\beta$ is irrational then the path will over time occupy a dense subset of the torus. Thus the entire torus is the natural phase space for the signal.

Under a successful delay embedding (into at least 3, but preferably at least 4 dimensions) our framework produces two robust co-circles if the time series has been sampled long enough for the path to become dense in the torus. One can recognize this by considering the correlation plot of the two coordinates: the data will appear dense in the square (i.e. torus) generated by the two coordinates. More technically, one can compute the cohomology cup product of the two 1-cocycles. A non-zero cup product suggests this kind of quasiperiodic behaviour.

If the ratio $\alpha/\beta$ is rational, then the phase space is a circle embedded as a torus knot on the torus. Such a phase space may manifest differently at different scales: at small scales it will appear to be a circle (if the sampling is fine enough), and at larger scales it will appear as a torus. Persistent topology is well suited for discovering this sort of multi-scale geometry.

**Recurrent Systems** The archetypal example of chaotic recurrent behavior is the Lorenz attractor. Under a range of parameters, the system traces out a ‘butterfly’ in observation space (Figure 11), travelling around the two ‘wings’ in an aperiodic sequence. The sequence is not predictable in the long term, being unstable under small perturbations. However this description of the behavior is qualitatively stable.

We can discover this very easily using our methods. We generate a point-cloud data set near the attractor by following an arbitrary trajectory for a while. Persistent cohomology indicates two significant cocycles, from which we construct two co-circles. The time series can now be viewed in these circular coordinates.

The first observation is that the correlation plot of the two coordinates is clustered on a ‘cross’ in the coordinate square, or more precisely a bouquet of two circles in the coordinate torus. This is quite different from the quasiperiodic case, where the values taken by the two coordinates eventually fill the entire torus. We can now track the motion of the trajectory against time. At most one
Figure 11: The Lorenz attractor. To the left, the persistence diagram from the point cloud we computed, with the chosen cocycles marked in large red dots. The resulting coordinates are indicated left to right, with their corresponding coordinate functions on the time series top to bottom in the right-most plot. The recurrent structure can be clearly seen in the pulse behaviour at the far right.

coordinate is ‘active’ at any given time, because the signal moves along at most one circle at a time. Each complete journey around that circle appears as a ‘pulse’ in the time series in that coordinate. The famous aperiodic behavior of the Lorenz system is immediately apparent from the time series in the two coordinates.

We emphasize that this heuristic conclusion can be reached with essentially no prior knowledge about the Lorenz system, and without direct reference to the butterfly.

3.1.4 Comments

Our approach to dynamical systems combines recent work in computational topology with well-known tools from nonlinear systems. Our methods are very general, since they are topological in nature. We have focused on the case of a time-series signal in one real dimension (or three, for the Lorenz system). In fact, the signal may take values in any metric space, even one with no natural coordinates of its own. The construction of the simplicial complex, its persistence and its co-circles depends only on this metric information. If the signal exhibits any 1-dimensional cohomology (perhaps after being boosted by a Takens embedding), then our method constructs circular coordinates through which the signal becomes amenable to quantitative and qualitative analysis.

3.2 A topological approach to the algorithmic computation of the Conley index of Poincaré operators

The rapid development of rigorous computational topological dynamics in the last twenty years brought many achievements. For some examples see [37, 24, 25, 26, 36, 45] and the references therein. The combination of advanced tools in topological dynamics with the algorithmic approach provides a detailed and rigorous description of concrete dynamical systems in applied and technical sciences. This is in contrast to both analytic methods and classical numerics. The analytic methods, perfect for the general theoretical description, often fail for concrete, non-toy systems due to the amount of computations needed. On the other hand classical numerics may not be reliable, providing spurious or ghost solutions. Such examples have been well documented in the literature (see [31, 33, 32] or [49] and the references within).

As with most new methods, rigorous computational topological dynamics brings not only
achievements but also many new challenges. One of the crucial barriers of the method is the algorithmic computation of the Conley index of Poincaré maps in differential equations. The knowledge of this index is useful in determining the recurrent behaviour of trajectories, in particular to establish the existence of periodic orbits or chaotic invariant sets. The computation is expensive, because the standard algorithm requires rigorous long time integration of the differential equations. In case of differential equations with strong expansion this is often prohibitive. Recently, a method to overcome this difficulty has been presented in [42]. The method is based on the concept of isolating segments introduced in [48]. The isolating segment is a special case of the concept of isolating block, the crucial tool in the classical construction of the Conley index for flows [27]. An alternative construction is based on the concept of index pair [28].

The method of [42] provides results but is painful in implementation, because each individual case requires manual construction of isolating segments. Roughly speaking, this is related to the fact that verifying algorithmically that a given polytope is an isolating block is possible but we have no useful algorithms constructing isolating blocks.

On the other hand, algorithms constructing index pairs for discrete dynamical systems are available and reasonably efficient [50, 34, 41].

On theoretical side, the computation of the Conley index for flows may be replaced by the computation of the Conley index for the \( t \)-translation operator of the flow [39]. The algorithmic version of the result is less general [43] and requires some caution [38] but may be used fruitfully. Thus, a natural step is to apply an analogous approach for the computation of the Conley index of a Poincaré map. Though the theoretical side is surprisingly complicated, the algorithms based on this approach work as expected: they do not require a long time integration along the trajectories of the flow and benefit from the general algorithms computing index pairs for discrete dynamical systems.

### 3.2.1 Preliminaries

Let \( k = 1, 2, \ldots \). For a map \( f: X \to X \) we denote by \( f^k \) its \( k \)-th iterate, i.e.

\[
f^k := f \circ \ldots \circ f \text{ (} k \text{-times).}
\]

We put also \( f^0 := \text{identity} \) and, if \( f \) is injective, \( f^{-k} := (f^{-1})^k \). By an **Euclidean space** here we mean a finite-dimensional vector space over \( \mathbb{R} \).

In the paper \( \mathbb{F} \) denotes a fixed field. In the sequel the notion “vector space” or “linear space” refers to a vector space over \( \mathbb{F} \). We write \( V \cong W \) if the vector spaces \( V \) and \( W \) are isomorphic. We identify an endomorphism of \( \mathbb{R}^k \) with its matrix in the canonical basis, i.e. for a \( k \)-dimensional square matrix \( A = [a_{ij}] \),

\[
A(e_j) = \sum_i a_{ij} e_i,
\]

where \( e_i := (0, \ldots, 1, \ldots, 0) \in \mathbb{R}^k \). By a **graded vector space** we mean a sequence \( V = \{V_n\}_{n \in \mathbb{Z}} \) of vector spaces. We identify \( V \) with the direct sum of \( V_n \), i.e.

\[
V = \bigoplus_{n \in \mathbb{Z}} V_n.
\]

\( V \) is of **finite type** —— The vector space \( V \) is of **finite type** if \( V_n \) is finite-dimensional for all \( n \), \( V_n = 0 \) for all \( n < 0 \) and for almost all \( n \geq 0 \). By a graded linear map between graded vector
spaces \( V \) and \( W \) we mean a sequence \( \phi := \{ \phi_n \} \) of linear maps \( \phi_n: V_n \to W_n \). We identify \( \phi \) with the cartesian product of maps \( \phi_n \) restricted to \( \bigoplus V_n \to \bigoplus W_n \). Assume \( V \) is of finite type and let \( \phi \) be a graded linear endomorphism \( V \to V \). The **Lefschetz number** of \( \phi \) is defined as

\[
\Lambda(\phi) := \sum_{n=0}^{\infty} (-1)^n \text{trace} \phi_n.
\]

Assume \( V_n = 0 \) for \( n > n_0 \) and for \( n = 0, \ldots, n_0 \) let \( A(n) = [a(n)_{ij}] \) be the matrix of \( \phi_n \) with respect to a given basis. We call \( A = \text{diag}[A(1), \ldots, A(n_0)] \) a matrix of \( \phi \). In particular,

\[
\Lambda(\phi) = \Lambda(A) = \sum_{n=0}^{n_0} (-1)^n \sum_{i=0}^{\dim V_n} a(n)_{ii}.
\]

### 3.2.2 Retractors

The objects of the **category of endomorphism** are linear maps \( a: A \to A \) and the morphism between \( a \) and \( b: B \to B \) are the linear maps \( f: A \to B \) such that \( f \circ a = b \circ f \). If \( f \) is an isomorphism, we call \( a \) and \( b \) **conjugated** and write \( a \cong b \) to indicate it. By a **conjugacy class** we mean an equivalence class in the relation \( \cong \).

By a **retractor** we mean a covariant functor on the category of endomorphisms of vector spaces which “retracts” endomorphisms onto automorphisms; i.e. restricted to the class of all automorphisms it is equal to the identity.

Let \( R \) be a retractor.

**Proposition 3.3.** Let \( a: A \to A \) and \( b: B \to B \) be endomorphisms. Assume there exist linear maps \( f: A \to B \) and \( g: B \to A \), and a number \( r \geq 1 \) such that the diagrams

\[
\begin{array}{ccc}
A & \xrightarrow{a} & A \\
\downarrow f & & \downarrow f \\
B & \xrightarrow{b} & B 
\end{array}
\]

and

\[
\begin{array}{ccc}
A & \xrightarrow{a^r} & A \\
\downarrow f & & \downarrow f \\
B & \xrightarrow{b^r} & B 
\end{array}
\]

are commutative. Then \( Ra \cong Rb \).

### 3.2.3 Topology

Let \( (X, A) \) be a topological pair. The **quotient space** \( X/A \) is defined as a set \( (X\setminus A) \cup \{*\} \), where \( * \) is equal to the set \( A \). The **quotient map** is the identity on \( X\setminus A \) and sends the points of \( A \) onto \( * \). \( X/A \) is endowed with the **quotient topology**, i.e. a map \( X/A \to Y \) is continuous if and only if its composition with \( q \) is continuous. In particular, \( X/\emptyset = X \cup \{*\} \) has the topology of disjoint union. If \( x \in X \), \([x]\) denotes \( x \) if \( x \in X \setminus A \) and \( * \) if \( x \in A \).

A topological space is called a Euclidean neighborhood retract (shortly: ENR) if it is homeomorphic to a neighborhood retract in a Euclidean space.
3.2.4 Homology

We denote by $H$ and $\hat{H}$ the singular and, respectively, Čech homology functor with coefficients in the field $\mathbb{F}$. In the sequel we are interested mainly in the Euclidean space. In that case $\hat{H}$ satisfies the exactness axiom (hence all the axioms of homology theory; c.f. [30], Chap. IX, Theorem 7.6) and for such a pair $(X, A)$ one has

$$\hat{H}(X, A) = \operatorname{inv lim} H(U, V),$$

where the limit is taken over the inverse system of inclusions between pairs of open neighborhoods $(U, V)$ of $(X, A)$ in the Euclidean space. It follows there is a natural graded linear homomorphism

$$\mu := \mu_{(X, A)} : H(X, A) \to \hat{H}(X, A)$$

induced by inclusions (c.f. [29], VIII.13.14).

**Proposition 3.4.** If $(X, A)$ is a pair of ENR-s then $\mu$ is an isomorphism.

We consider singular homology theory based on simplexes. Recall, that for $d \in \mathbb{N}$ a standard $d$-dimensional simplex is the set $\Delta_d := \{ x \in \mathbb{R}^{d+1} : \sum x_i = 1, \; x_i \geq 0 \}$. A $d$-dimensional singular simplex on a topological space $X$ is a continuous map $\Delta_d \to X$. A chain is a formal linear combination $\sum a_i \sigma_i$, where $a_i \in \mathbb{F}$ and $\sigma_i$ are singular simplexes of the same dimension. A chain is called $d$-dimensional provided all $\sigma_i$ are $d$-dimensional. The support of a $d$-dimensional chain $c := \sum a_i \sigma_i$, $a_i \neq 0$, is defined as

$$|c| := \bigcup_i \sigma_i(\Delta_d).$$

The group of chains on $X$ is denoted by $S(X)$ (actually, in our considerations it is a graded vector space over $\mathbb{F}$). By $\partial$ we denote the boundary operator $S(X) \to S(X)$. A continuous map $f : X \to Y$ induces the chain map $S(f) : S(X) \to S(Y)$. If $A \subset X$ (i.e. $(X, A)$ is a topological pair), we treat $S(A)$ as a subspace of $S(X)$ (i.e. if $c \in S(X)$ and $|c| \subset A$ then we regard $c$ also as an element of $S(A)$). By the group of cycles on $(X, A)$ we mean

$$Z(X, A) := \{ z \in S(X) : \partial z \in S(A) \}.$$

The homology class of a cycle $z$ is denoted by $[z]$. Recall that $[z] = [z']$ provided there exist $w \in S(X)$ and $a \in S(A)$ such that

$$\partial w = z - z' + a.$$

The chain map $S(f)$ induced by a continuous map $f : (X, A) \to (Y, B)$ transforms $Z(X, A)$ to $Z(Y, B)$.

3.2.5 Isolated invariant sets and Conley index

**Local dynamical systems** Throughout the rest of the paper we assume that $X$ is a locally compact space. By a continuous local dynamical system (shortly: a continuous system) on $X$ we mean a continuous map $\phi : D \to X$, where $D$ is an open subset of $X \times \mathbb{R}$, such that for every $x \in X$, (D1) the set

$$D_x := \{ t \in \mathbb{R} : (x, t) \in D \}$$

is an interval containing 0,
(D2) \( \phi(x, 0) = x \),

(D3) if \( t \in D_x \) then \( s \in D_{\phi(x,t)} \) if and only if \( s + t \in D_x \) and
\[
\phi(x, t + s) = \phi(\phi(x, t), s).
\]

Frequently we write \( \phi_t(x) \) instead of \( \phi(x, t) \) and if \( A \subset X \) and \( J \subset \mathbb{R} \) we write \( \phi(A, J) \) instead of \( \phi(A \times J) \).

A discrete local dynamical system (or shortly: a discrete system) on \( X \) is a map \( f : U \to X \) such that \( U \) is an open subset of \( X \) and \( f \) is homeomorphism onto its image \( f(U) \).

In the case \( D = X \times \mathbb{R} \) the system \( \phi \) is called global (or called a continuous dynamical system). Similarly, \( f \) is called a local system if it is a homeomorphism \( X \to X \).

Let \( S \subset X \). \( S \) is called invariant for a continuous system \( \phi : D \to X \) (a discrete system \( f : U \to X \)) if for every \( x \in S \), \( D_x = \mathbb{R} \) and \( \phi_t(S) = S \) for \( t \in \mathbb{R} \) (respectively, if \( S \subset U \) and \( f \) maps homeomorphically \( S \) onto \( S \)).

Let \( \phi : D \to X \) be a continuous system and let \( x \in X \) be such that \( [0, \infty) \subset D_x \). The \( \omega \)-limit set of \( x \) is defined as
\[
\omega(x) := \bigcap_{t \geq 0} \text{cl}(\phi_t(x), [0, \infty)).
\]

**Isolated invariant sets** Let \( A \subset X \). Let \( \phi : D \to X \) be a continuous system and let \( f : U \to X \) be a discrete one. By the invariant part of \( A \) (denoted \( \text{Inv}(A) \) or, more precisely, \( \text{Inv}_\phi(A) \) and \( \text{Inv}_f(A) \), respectively) we mean the maximal compact invariant set contained in \( A \). An invariant set \( S \) is called isolated if it is equal to the invariant part of some its neighborhood \( N \). Such an \( N \) is then called an isolating neighborhood (for \( S \)) provided it is compact. Let \( \phi' : D' \to X' \) be another continuous system and let \( S \) and \( S' \) be isolated invariant sets for \( \phi \) and, respectively, \( \phi' \). We call \((S, \phi)\) and \((S', \phi')\) conjugated and write it as
\[
(S, \phi) \cong (S', \phi')
\]
if there exist neighborhoods \( N \) of \( S \) and \( N' \) of \( S' \), and a homeomorphism \( h : N \to N' \) such that for every \( x \in N \),
\[
(t, x) \in D, \ \phi(x, [0, t]) \in N \iff (t, h(x)) \in D', \ \phi'(h(x), [0, t]) \in N',
\]
\[
\phi'_t(h(x)) = h(\phi_t(x)).
\]

Similarly,
\[
(S, f) \cong (S', f')
\]
for discrete systems \( f \) and \( f' : U' \to X' \) if there exist neighborhoods \( N \subset U \) of \( S \) and \( N' \subset U' \) of \( S' \), and a homeomorphism \( h : N \to N' \) such that for every \( x \in N \); \( f(x) \in N \) if and only if \( f'(h(x)) \in N' \) and \( f'(h(x)) = h(f(x)) \).

**Index pairs and maps** In this subsection we assume \((N, L)\) is a pair of compact subsets of \( X \). Let \( \phi \) be a continuous system on \( X \). \((N, L)\) is called an index pair for \( \phi \) if

(IP1) \( \text{cl}(N \setminus L) \) is an isolating neighborhood and
\[
\text{Inv}(\text{cl}(N \setminus L)) \subset \text{int}(N \setminus L),
\]
(IP2) If \( x \in L \) and \( \phi(x, [0, t]) \subset N \) then \( \phi(x, [0, t]) \subset L \),

(IP3) if \( x \in N \) and
\[
\phi(x, D_x \cap [0, \infty)) \ni N
\]
then there exists \( t \geq 0 \) such that \( \phi(x, [0, t]) \subset N \) and \( \phi_t(x) \in L \).

An index pair \((N, L)\) is called \textit{regular} if the map
\[
\sigma : N \to [0, \infty], \quad \sigma(x) := \begin{cases} 
\sup\{t > 0 : \phi(x, [0, t]) \subset N \setminus L\}, & \text{if } x \in N \setminus L, \\
0, & \text{if } x \in L
\end{cases}
\]
(called the \textit{exit-time map}) is continuous (compare [47, Definition 5.1]).

Assume now \( f : U \to X \) is a discrete system on \( X \) and \( L \subset N \subset U \). Define the \textit{index map}
\[
f_{N/L} : N/L \to N/L
\]
as
\[
f_{N/L}(x) := \begin{cases} 
f(x) & \text{if } x, f(x) \in N \setminus L, \\
* & \text{otherwise.}
\end{cases}
\]
It follows that \( f_{N/L}(*) = * \). A criterion for continuity of the index map is given in [46, Theorem 4.3].

The pair \((N, L)\) is called an \textit{index pair for} \( f \) if (IP1) is satisfied and
\[
N \cap f(L) \subset L, \quad N \cap f^{-1}(X \setminus N) \subset L. \tag{DIP2}
\]

It is easy to prove the following result (compare [46, Corollary 4.4]):

\textbf{Proposition 3.5.} If \((N, L)\) is an index pair for \( f \) then \( f_{N/L} \) is continuous.

If \((N, L)\) satisfies (IP1) and the index map \( f_{N/L} \) is continuous, it is called a \textit{Robbin-Salamon index pair} (shortly: an RS-pair). By Proposition 3.5, if \((N, L)\) is an index pair, it is also an RS-pair.

If \( S \) is an isolated invariant set for \( \phi \) (or \( f \)) and \( S = \text{Inv}(\text{cl}(N \setminus L)) \), we call \((N, L)\) an \textit{index pair for} \((S, \phi)\) (for \((S, f)\), respectively).

\textbf{Homology Conley index for discrete systems} Assume \( X \) is metrizable. Let \( R \) be a fixed retractor. If \((N, L)\) is an RS-pair for \((S, f)\) then \( CH(S, f) \), the \textit{homology Conley index} of \((S, f)\) (over \( \mathbb{F} \)), is defined as the conjugacy class of the automorphism
\[
R\hat{H}(f_{N/L}) : R\hat{H}(N/L, *) \to R\hat{H}(N/L, *).
\]

One can prove that every neighborhood of \( S \) contains an index pair for \((S, f)\) and the definition of the index is independent of the choice of an RS-pair. A proof of the latter statement can be based on Proposition 3.3 and the following result:

\textbf{Proposition 3.6.} Let \((N, L)\) and \((N', L')\) be RS-pairs for \((S, f)\), \((N, L) \subset (N', L')\), and let \( i \) denote the map \( N/L \to N'/L' \) induced by the inclusion. Then the diagram
\[
\begin{array}{ccc}
N/L & \xrightarrow{f_{N/L}} & N/L \\
\downarrow i & & \downarrow i \\
N'/L' & \xrightarrow{f_{N'/L'}} & N'/L'
\end{array}
\]
is commutative. Moreover, there exists $r_0 \in \mathbb{N}$ such that for every integer $r \geq r_0$ there exists a continuous map

$$g: (N'/L',*) \rightarrow (N/L,*)$$

such that the diagram

$$\begin{array}{ccc}
N/L & \overset{(f_{N/L})^r}{\longrightarrow} & N/L \\
\downarrow & & \downarrow \\
N'/L' & \overset{g(f_{N/L})^r}{\longrightarrow} & N'/L'
\end{array}$$

is commutative.

**Proposition 3.7.** If $(S, f) \cong (S', f')$ then $\text{CH}(S, f) = \text{CH}(S', f')$.

**Isolated invariant sets for a continuous system and its discretizations** Let $\phi$ be a continuous system on $X$ and let $h > 0$. The following proposition is proved in [39].

**Proposition 3.8.** $S$ is an isolated invariant set for $\phi$ if and only if it is an isolated invariant set for $\phi_h$.

### 3.2.6 Conley index of Poincaré maps

**Periodic non-autonomous equations** Let $V$ be a Euclidean space. For $A \subset \mathbb{R} \times V$ and $t \in \mathbb{R}$ put

$$A_t := \{ x \in V : (t, x) \in A \}.$$

Let $\Omega$ be an open subset of $\mathbb{R} \times V$. Assume $f: \Omega \rightarrow V$ is a time-dependent vector-field such that the equation

$$\dot{x} = f(t, x)$$

has the uniqueness property of the initial-value problem

$$x(t_0) = x_0$$

associated to (31) (for example, $f$ is smooth). Denote by

$$t \rightarrow \Phi_{t_0,t}(x_0)$$

the solution of (31), (32). Let $T > 0$. In the sequel we assume $\Omega$ and $f$ are $T$-periodic with respect to the first variable, i.e.

$$\Omega_{t+T} = \Omega_t,$$

$$f(t + T, x) = f(t, x)$$

for $t \in \mathbb{R}$ and $(t, x) \in \Omega$. It follows, in particular, that

$$\Phi_{t_0,t} = \Phi_{t_0+T,t+T}.$$

We call

$$P := \Phi_{0,T}.$$
the Poincaré map for the problem \((31), (32)\). Its domain is equal to the set 

\[ \{ x \in \Omega_0 : \Phi_{0,\ell}(x) \text{ is defined for all } t \in [0, T] \} . \]

Let \([t]\) denote the modulo-\(T\) class of \(t \in \mathbb{R}\) in \(\mathbb{R}/\mathbb{TZ}\) and let \(\Sigma\) denote the quotient space of \(\Omega\) obtained by the identification of \(\hat{\Omega}\) with \(\mathbb{R}/\mathbb{TZ}\). Hence,

\[ \Sigma = \bigcup_{t \in [0, T]} [t] \times \Omega_t \subset \mathbb{R}/\mathbb{TZ} \times \mathbb{V} . \]

Thus, the equation \((31)\) induces two continuous systems \(\phi\) on \(\Sigma\) and \(\psi\) on \(\Omega\) given by

\[ \phi_t([\tau], x) = ([\tau + t], \Phi_{\tau, \tau+T}(x)) , \]
\[ \psi_t(\tau, x) = (\tau + t, \Phi_{\tau, \tau+T}(x)) . \]

**Proposition 3.9.** Let \(S \subset \Sigma\). The following conditions are equivalent:

(i) \(S\) is isolated invariant for \(\phi\),

(ii) \(S\) is isolated invariant for \(\phi_h\), for every \(h > 0\),

(iii) \(S\) is isolated invariant for \(\phi_h\), for some \(h > 0\),

(iv) \(S_0\) is isolated invariant for the Poincaré map \(P\) and \(S_t = \Phi_{0,\ell}(S_0)\) for each \(t \in (0, T)\).

**The main theorem** Let \(h > 0\) and let \((N, L)\) be an index pair for \(\phi_h\). Put

\[ S := \text{Inv}_{\phi_h}(\text{cl}(N \backslash L)) . \]

By Proposition 3.9 \(S_0\) is an isolated invariant set for the Poincaré map \(P\). The main theoretical result of the present paper is

**Theorem 3.10.** Let \(T/h \in \mathbb{Q}\). Assume \(N_0\) and \(L_0\) are ENR-s,

\[ k := \dim H(N_0, L_0) , \]

\[ A = [a_{i,j}] \text{ is a graded } (k \times k)\text{-matrix over } \mathbb{F} \text{ and} \]

\[ \left( u_j, \sum_{i=1}^{k} a_{i,j} u_i \right) , \quad j = 1, \ldots, k , \]

are \(h\)-movable pairs of contiguous cycles over \([0, T]\) such that \(\{[u_j] : j = 1, \ldots, k\}\) is a basis of \(H(N_0, L_0)\). Then \(\text{CH}(S_0, P)\) is equal to the conjugacy class of \(RA\).

An example of application of Theorem 3.10 is the following

**Corollary 3.11.** Under assumptions of Theorem 3.10 if

\[ \Lambda(A) \neq 0 \]

then \((31)\) has a \(T\)-periodic solution.
In Theorem 3.10 the assumption on $h$-movability is essential. Indeed, consider the equation 

$$\dot{x} = 1$$

on $\mathbb{R}$. We treat it as $T$-periodic for some $T > 0$. Let $h = 2$ and for each $t \in \mathbb{R}$ let 

$$N_t := [0, 1] \cup [2, 6], \quad L_t := [4, 6].$$

It follows $(N, L)$ is an index pair for $\phi$. Obviously, the invariant part of $N$ is empty, hence the Conley index of the Poincaré map is trivial. On the other hand, let $u$ be equal to the singular 0-dimensional simplex $1$ in the interval $[0, 1]$. Then $u$ is a cycle which is equal to its homology class and it is a generator of $H(N_0, L_0) \cong \mathbb{F}$. Moreover, $(u, u)$ is a pair of contiguous cycles. Indeed, the corresponding chains $w$ and $z$ can be given as $w$ equal to the 1-dimensional singular simplex $[0, T] \times 1$ in $[0, T] \times [0, 1]$ and $z = 0$. Note however, the pair $(u, u)$ is not $h$-movable. Since $A = 1$, its conjugacy class is nontrivial.

Based on this we developed a rigorous algorithm, whose details we omit here. Please see the full paper of “A topological approach to the algorithmic computation of the Conley index of Poincaré operators” (attached) for details.

### 3.2.7 Examples

We applied the algorithm above to the differential equation 

$$\dot{z} = (1 + e^{i\eta |z|^2})z,$$

which shows chaotic behavior for $\eta \in (0, 1]$ (see [12] and references therein). This equation has period $T = 2\pi/\eta$ in $t$. We analysed the equation for $\eta = 2.0$ using the parameter $h = 0.03$. We covered the candidate $M = S^1 \times [-3, 3] \times [-3, 3] = [M]$ for an isolating neighborhood using cubes of equal size as described above. Our software found a combinatorial index pair $(N, L)$ inside $\mathcal{M}$ at a refinement depth of $k = 6$. The chains constructed by our algorithm are shown in Figure 12.

One crucial property of the index pair is that the exit set has a certain thickness (in our case we used a thickness of 4 cubes) to have enough movable 1-cells in $\mathcal{L}$ along which to construct the chain $z$. This was achieved by first calculating the set $\text{Inv}(\mathcal{M}, \mathcal{F})$, then thickening this set of cubes to a set $\mathcal{K}$ with $\text{Inv}(\mathcal{M}, \mathcal{F}) \subset \mathcal{K} \subset \mathcal{M}$. Then immediately $\text{Inv}(\mathcal{K}, \mathcal{F}) = \text{Inv}(\mathcal{M}, \mathcal{F})$ and we took as a combinatorial index pair $N = \text{Inv}^{-1}(\mathcal{K}, \mathcal{F}), L = \text{Inv}^{-1}(\mathcal{M}, \mathcal{F}) \setminus \text{Inv}(\mathcal{M}, \mathcal{F})$.

Finding the weak index pair $(N, L)$ took 110 seconds using a 2.4GHz CPU with 6 GB of RAM. Most of the time was used for constructing $\mathcal{F}_M$. The construction of the chains $z, w$ and $v$ took some seconds on our first implementation that is not yet optimized for speed. The set $\mathcal{M}$ consists of $(2^6)^3 = 262144$ cubes, the set $\mathcal{N}$ of 83746 cubes. Of course, we are only interested in the homology class $[v] \in H_1(N_0, L_0)$. Without using SHORTEN, we got a different 1-chain $v'$, but with $[v] = [v']$ in $H_1(N_0, L_0)$.

Using Theorem 3.10 we see that the generator $[u] \in H_1(N_0, L_0)$ is sent to $- [u] \in H_1(N_0, L_0)$ under the endomorphism induced by the index map of the Poincaré map.

### 4 Hierarchies of maps

Persistent (co)homology, has been one of the central objects of study in applied and computational topology. Numerous extensions have been proposed to the original formulation including zig-zag
Figure 12: The left figure shows the full cubes in $(\mathcal{N}, \mathcal{L})$ and a representing 1-chain $u$ of a generator $[u]$ of $H_1(N_0, L_0)$. The right figure shows the constructed 2-chain $w$ in cyan. The constructed 1-chain $[2^k] \times v$ can be seen at the right edge. It is the image of $[u]$ under the endomorphism in homology induced by the index map of the Poincaré map.

Persistence \cite{72} and multi-dimensional persistence \cite{71}. Whereas the original persistence looks at a filtration, an increasing sequence of space. Zig-zag persistence extended the theory and showed that the direction of the maps does not matter using tools from quiver theory. In multi-dimensional persistence, multifiltrations are considered. In this paper, we also look at the problem of persistence in more general diagrams using tools from lattice theory. There is another key difference in this work however. Rather than try to find a decomposition of the diagram into indecomposables, we concentrate on pairs of spaces within diagrams addressing the more difficult problem of indecomposables in the sequel paper.

Lattice theory is the study of order structures and the deep connections between topology and lattice theory has been known since the work of Stone \cite{83}, showing an duality between Boolean algebras and certain topological spaces, called appropriately Stone spaces. In the first section of this paper we present the basic concepts of lattice theory. These preliminaries mostly refer to classical results on distributive lattices and Heyting algebras, and can be skipped by the reader that is familiar with the subject. A study of lattice theory and, in general, of universal algebra, can be found in \cite{80}, \cite{81}, \cite{67} and \cite{68}.

A description of the topological background follows in the second section, reviewing the main concepts and results of Persistent Homology and suggesting several examples that are a motivation to this study. Good reviews on topological data analysis are given in \cite{69} and \cite{98}, on persistent homology are given in \cite{91} and \cite{97}, and on zig-zag persistence are given in \cite{72}, \cite{70} and \cite{90}.

In the following section we describe the order structure of our diagrams by a partial order induced by certain maps between vector spaces, and show that this order provides a lattice structure. We construct the meet and join operations using the natural concepts of equalizers and coequalizers of linear maps, and show that this construction stabilizes. We shall see that the constructed lattice is a complete Heyting algebra, one of the algebraic objects of biggest interest in topos theory.

From the latter results we discuss connections with persistent homology, and give a different perspective on several aspects of this theory. In particular, we look at stability of persistence...
diagrams and retrieve general laws both based on concrete examples (like standard or zig-zag persistence) and on the interpretation of laws derived from the lattice theoretic analysis. Finally we introduce a few algorithmic applications follow which we will develop further in a subsequent paper.

4.1 Preliminaries

A lattice is a partially-ordered set (or poset) expressed by $(L, \leq)$ for which all pairs of elements have an infimum and a supremum, denoted by $\land$ and $\lor$ respectively. These are also commonly known as the meet and join, which is the terminology we use in this paper. A lattice $A$ can be seen as an algebraic structure $(L; \land, \lor)$ with two operations $\land$ and $\lor$ satisfying

(1) **associativity:** $x \land (y \lor z) = (x \land y) \lor z$ and $x \lor (y \land z) = (x \lor y) \land z$,

(2) **idempotence:** $x \land x = x = x \lor x$,

(3) **commutativity:** $x \land y = y \land x$ and $x \lor y = y \lor x$

(4) **absorption:** $x \land (x \lor y) = x = x \lor (x \land y)$.

The equivalence between this algebraic perspective of a lattice $L$ and its ordered perspective is given by the following equivalence: for all $x, y \in L$, $x \leq y$ if and only if $x \land y = x$ and $x \lor y = y$. If every subset of a lattice $L$ has a supremum and an infimum, $L$ is named a complete lattice. A partial order is named chain (or total order) if every pair of elements is related, that is, for all $x, y \in A$, $x \leq y$ or $y \leq x$. Every chain is a lattice. On the other hand, an antichain is a partial order for which no two elements are related. Examples of lattices include the power set of $A$ can be ordered by subset inclusion, the collection of all partitions of $A$ ordered by refinement, or the Cartesian square of the natural numbers ordered by the natural order induced by the standard order of the natural numbers. With additional constraints on the operations we get different types of lattices. A lattice $L$ is **distributive** if, for all $x, y, z \in S$, it satisfies one of the following equivalent equalities:

(d1) $x \land (y \lor z) = (x \land y) \lor (x \land z)$;

(d2) $x \lor (y \land z) = (x \lor y) \land (x \lor z)$;

(d3) $(x \lor y) \land (x \lor z) \land (y \lor z) = (x \lor y) \lor (x \lor z) \lor (y \lor z)$.

The following result gives useful characterizations of the distributivity of a lattice $L$:

**Proposition 4.1.** [67] A lattice $L$ is distributive if and only if one of the following equivalent statements hold:

(i) for all $x, y, z \in L$, $x \land y = x \land z$ and $x \lor y = x \lor z$ imply $y = z$;

(ii) $L$ does not have embedded any copy of the diamond $M_3$ or of the pentagon $N_5$ determined by the Hasse diagrams below.

```
\begin{align*}
\text{M}_3 & : & \begin{array}{c}
1 \\
| \\
b \downarrow c \\
| \\
0 \\
\end{array} \\
\text{N}_5 & : & \begin{array}{c}
1 \\
| \\
b \downarrow c \\
| \\
0 \\
\end{array}
\end{align*}
```
A completely distributive lattice is a complete lattice in which arbitrary joins distribute over arbitrary meets, i.e., if for any family \( \{ x_{j,k} \}_{j \in J, k \in K_j} \) of \( L \),
\[
\bigwedge_{j \in J} \bigvee_{k \in K_j} x_{j,k} = \bigvee_{f \in F} \bigwedge_{j \in J} x_{j,f(j)}
\]
where \( F \) is the set of choice functions \( f \) choosing for each index \( j \) of \( J \) some index \( f(j) \) in \( K_j \). A bounded lattice \( L \) is a Heyting algebra if, for all \( a, b \in L \) there is a greatest element \( x \in L \) such that \( a \wedge x \leq b \). This element is the relative pseudo-complement of \( a \) with respect to \( b \). A subalgebra of an Heyting algebra is thus closed to the usual lattice operations \( \wedge \) and \( \vee \), and to \( \rightarrow \). Examples of Heyting algebras are the open sets of a topological space, as well as all the finite nonempty chains (that are bounded and complete). Furthermore, every complete distributive lattice \( L \) constitutes an Heyting algebra satisfying the identity
\[
x \wedge \bigvee_{i \in I} y_i = \bigvee_{i \in I} (x \wedge y_i)
\]
with the arrow operation given by
\[
x \rightarrow y = \bigvee \{ x \in L \mid x \wedge a \leq b \}.
\]
Complete Heyting algebras are a central object of the study of pointless topology.

4.2 Problem Statement

We motivate our constructions with the following examples: Let \( X \) be a space and \( f : X \rightarrow \mathbb{R} \) a real function. The object of study of persistent homology is a filtration of \( X \) – a monotonically non-decreasing sequence
\[
\emptyset = X_0 \subseteq X_1 \subseteq X_2 \subseteq \ldots \subseteq X_{N-1} \subseteq X_N = X
\]
To simplify the exposition, we assume that this is a discrete finite filtration of tame spaces. Taking the homology of each of the associated chain complexes, we obtain
\[
H_* (X_0) \rightarrow H_* (X_1) \rightarrow H_* (X_2) \rightarrow \ldots \rightarrow H_* (X_{N-1}) \rightarrow H_* (X_N)
\]
We take homology over a field \( k \) – therefore the resulting homology groups are vector spaces and the induced maps are linear maps. In [78], the \((i,j)\)-persistent homology groups of the filtration are defined as
\[
H_*^{i,j} (X) = \text{im} H_* (X_i) \rightarrow H_* (X_j)
\]
This motivates the idea for the construction of a totally ordered lattice. To see this, let us take as our set the homology groups with a partial order induces by the indexes of the spaces in the filtration. We can define two lattice operations \( \wedge \) and \( \vee \) as follows:
\[
H_* (X_i) \vee H_* (X_j) = H_* (X_{\max(i,j)})
\]
\[
H_* (X_i) \wedge H_* (X_j) = H_* (X_{\min(i,j)})
\]
With these operations we get a finite chain and, thus, a complete Heyting algebra (see this discussion in the following section). The definition of persistent homology groups can then be rewritten as follows:
Figure 13: The lattice operations in the case of a bifiltration. (a) If the two elements are comparable, by the commutivity of the diagram we can choose any path to find the persistent homology groups. (b) If the elements are incomparable, we can find the smallest and largest elements where they become comparable. In both cases we recover the rank invariant of [71].

Definition 4.2. For any two elements \( H_\ast\left(X_i\right) \) and \( H_\ast\left(X_j\right) \), the rank of the persistent homology classes is \( \text{im} \ H_\ast\left(X_i \vee X_j\right) \to H_\ast\left(X_i \wedge X_j\right) \).

The case of a filtration, where a total order exists, does not have a very interesting underlying order structure. Let us now look at the case where we have more than one parameter. This is known as multidimensional persistence and has been studied in [71] and [73]. We shall start by looking at a bifiltration, i.e., a filtration on two dimensions (or parameters). Observe that, for related elements of the filtration, these operations coincide with the ones defined above for the standard persistence case. However, when we consider incomparable elements, the meet and join operations are given by the rectangles they determine. Adjusting our definitions from above we can define the lattice operations in a natural way by setting:

\[
H_\ast\left(X_{i,j}\right) \vee H_\ast\left(X_{k,l}\right) = H_\ast\left(X_{\max(i,k),\max(j,l)}\right)
\]

\[
H_\ast\left(X_{i,j}\right) \wedge H_\ast\left(X_{k,l}\right) = H_\ast\left(X_{\min(i,k),\min(j,l)}\right)
\]

Note that, by the commutativity, any two elements which have the same meet and join define the same rectangle in the bifiltration, determined by the properties in the Hasse diagrams represented in Figure 13. By the assumed commutativity of the diagram, any path through the rectangle has equal rank and so the map of the meet to join gives the rank invariant of Definition 4.2.

Problem 4.3. Given a commutative diagram of vector spaces and linear maps between them, we construct an order structure that completes it into a lattice, study its algebraic properties and develop algorithms based on this.

Remark 4.4. Quiver theory is also concerned with diagrams of vector spaces and linear maps. However, a key difference is that the diagrams in quiver theory are generally not required to be commutative.

Remark 4.5. We concentrate on the persistence between two elements rather than decomposition of the entire diagram. While we believe the constructions in this paper can aid this decomposition, it
4.3 Lattice Structure

Here we introduce the partial order and lattice operations to determine an order structure where the elements are vector spaces. The linear maps between them will define the relations between those vector spaces and limit concepts like equalizers and coequalizers (an equalizer is a set of arguments where a given family of maps have equal values, while a coequalizer is a generalization of a quotient by an equivalence relation) will serve us to define biggest and least elements.

4.4 Ordering Vector Spaces

Let us start by defining the equivalence of vector spaces $A$ and $B$ by: $A \equiv B$ if there is an isomorphism between $A$ and $B$. Without loss of generality we can quotient by this equivalence. In this case $A \oplus A = A$ and $A \oplus B = B \oplus A$. In the remainder of the paper we represent a monomorphism from $A$ to $B$ by $A \rightarrow B$, and an epimorphism from $A$ onto $B$ by $A \twoheadrightarrow B$.

Consider a directed acyclic graph of vector spaces $G$ together with respective linear maps. Assume one unique component. This ordered structure is a poset regarding the following partial order: for all vector spaces $A$ and $B$,

$$A \leq B \text{ if there exists a linear map } f : A \rightarrow B.$$ 

The identity map ensures the reflexivity of the relation: for all vector spaces $A$ the identity map $id_A$ provides the endorelation $\subseteq A$. Transitivity is given by the fact that the composition of linear maps is a linear map and by the assumption that all diagrams are commutative. Antisymmetry is given by the fact that $A \subseteq B$ implies $A \equiv B$, that is, $A$ and $B$ are equal up to isomorphism: in detail, having the identity morphisms and usual composition of linear maps, the existence of linear maps $f : A \rightarrow B$ and $g : B \rightarrow A$ imply that $g \circ f = id_A$ and that $f \circ g = id_B$ as required.

Given $A$ and $C$ elements of the category of vector spaces $\mathcal{V}$, the equalizer $\mathcal{E}$ of a family of morphisms $\mathcal{F} = \{ f : A \rightarrow C \}$ is a pair $(E, e)$ where $E$ is a set (usually called kernel set of the equalizer) and $e : E \rightarrow A$ is a morphism in $\mathcal{V}$ such that $fe = ge$, for all $f, g \in \mathcal{F}$, with the following universal property: for any other morphism $e' : E' \rightarrow A$ in $\mathcal{V}$ such that $fe' = ge'$, for all $f, g \in \mathcal{F}$, there exists a unique morphism $\phi : E' \rightarrow E$ such that $e\phi = e'$. Dually, the coequalizer of $\mathcal{F}$ is a pair $(H, h)$ where $H$ is a set (usually called the quotient set of the coequalizer) and $h : A \rightarrow H$ is a morphism in $\mathcal{V}$ such that $hf = hg$, for all $f, g \in \mathcal{F}$, with the following universal property: for any other morphism $h' : A \rightarrow H'$ in $\mathcal{V}$ such that $h'f = h'g$, for all $f, g \in \mathcal{F}$, there exists a unique morphism $\phi : H \rightarrow H'$ such that $\phi h = h'$.

Given $A$ and $C$ elements of the category of vector spaces $\mathcal{V}$, the equalizer $\mathcal{E}$ of a family of morphisms $\mathcal{F} = \{ f : A \rightarrow C \}$ is a pair $(E, e)$ where $E$ is a set (usually called kernel set of the equalizer) and $e : E \rightarrow A$ is a morphism in $\mathcal{V}$ such that $fe = ge$, for all $f, g \in \mathcal{F}$, with the following universal property: for any other morphism $e' : E' \rightarrow A$ in $\mathcal{V}$ such that $fe' = ge'$, for all $f, g \in \mathcal{F}$, there exists a unique morphism $\phi : E' \rightarrow E$ such that $e\phi = e'$.
Dually, the coequalizer of $\mathcal{F}$ is a pair $(H, h)$ where $H$ is a set (usually called the quotient set of the coequalizer) and $h : A \to H$ is a morphism in $\mathcal{V}$ such that $h(f) = h(g)$, for all $f, g \in \mathcal{F}$, with the following universal property: for any other morphism $h' : A \to H'$ in $\mathcal{V}$ such that $h'(f) = h'(g)$, for all $f, g \in \mathcal{F}$, there exists a unique morphism $\phi : H \to H'$ such that $\phi h = h'$.

If $\mathcal{F} = \{ f, g, h, \ldots \}$ its equalizer may be written as $\text{eq}(f, g, h, \ldots)$ while its coequalizer is written as $\text{coeq}(f, g, h, \ldots)$. Whenever $\mathcal{F} = \{ f \}$, the equalizer is $(A, id_A)$ while the coequalizer is $(C/f(A), \pi_{f(A)})$. As for the degenerate case when $\mathcal{F} = \emptyset$, the equalizer is again $(A, id_A)$ while the coequalizer is $(C, id_C)$.

### 4.5 The lattice operations

In the following we will describe the construction of the operations $\land$ and $\lor$ based on the concept of direct sum, and a generalization of the concepts of equalizer and coequalizer.

**Definition 4.6.** Let $A$ and $B$ be vector spaces, $I$ and $J$ be index sets and consider the sets of linear maps $\mathcal{F}_k = \{ f_i : A \oplus B \to X_k \mid A, B \leq X_k, i \in I \}$ and $\mathcal{G}_k = \{ g_i : Y_k \to A \oplus B \mid Y_k \leq A, B, i \in I \}$. Define $A \land B$ to be the kernel set $E$ of the equalizer $\text{eq}(\oplus_{k \in I} \mathcal{F}_k)$ and, dually, $A \lor B$ to be the quotient set $C$ of the coequalizer $\text{coeq}(\oplus_{k \in J} \mathcal{G}_k)$.

Intuitively, whenever $A$ and $B$ are vector spaces we construct $A \lor B$ as the limit of all vector spaces that have maps coming in from both $A$ and $B$ by gathering together all those maps to all vector spaces $C_i$ above both $A$ and $B$: in particular, this limit is the equalizer of such maps. Dually, we construct $A \land B$ as the colimit of all the linear maps going into $A$ and $B$ coming from a common vector space $D_j$. This intuition is represented in Figure [14]. Hence, $A \land B$ is the limit of the \{ $A, B$ \}-cone and $A \lor B$ is the colimit of the \{ $A, B$ \}-cocone. Recall that (co)complete categories are the ones where the (co)limit of any diagram $F : I \to D$ exists. The category of vector spaces is both complete and cocomplete. Thus, we can generalize this to sets \{ $A_0, A_1, \ldots, A_i, \ldots$ \} in the sense of complete lattices.

The definitions for $\land$ and $\lor$ have a constructive nature that will show to be useful when we later describe the computation of the operations.
Lemma 4.7. Given vector spaces $A$ and $B$ there always exist vector spaces $C$ and $D$ such that $D \subseteq A, B \subseteq C$.

Observe that $A \oplus B \cong A \oplus B/\Delta$ where $\Delta = \{ (x, x) \mid x \in A \oplus B \}$ is the minimal equivalence we can consider, while $\{ (0, 0) \} \cong A \oplus B/\nabla$ where $\nabla = \{ (x, y) \mid x, y \in A \oplus B \}$ is the biggest equivalence considered. On the other hand, $\{ 0 \}$ can be seen as the kernel set determined by “too many” equations, while $A \oplus B$ is the kernel set determined by no equations.

A vector space is a source if it is no codomain of any map, and dually it is a sink if it is no domain of any map. According to the above in Lemma 4.7 the vector space $\{ 0 \}$ is a source and the vector space $A \oplus B$ is a sink.

Lemma 4.8. Given vector spaces $A$ and $B$ there always exist $A \wedge B$ and $A \lor B$. Moreover,

- $A \wedge B$ is a subalgebra of $A \oplus B$;
- $A \lor B$ is a quotient algebra of $A \oplus B$;

both of them constituting vector spaces.

Theorem 4.9. Given vector spaces $A$ and $B$, the construction of $A \wedge B$ and $A \lor B$ stabilizes.

In the following result we will show that the elements of a commutative diagram of vector spaces together with the operations $\lor$ and $\wedge$ defined as above determine a lattice of vector spaces.

Theorem 4.10. Let $P$ be the set of elements of a diagram $D$. Then, the partially ordered set $(P; \subseteq)$ is a lattice of vector spaces for which the operations $\lor$ and $\wedge$ are defined as above.

Corollary 4.11. The persistence lattice is a complete lattice.
4.6 Structural Consequences

In the following we describe some of the most relevant characteristics of the lattice that we have described in the earlier section. We shall see that, besides the algebraic properties due to its lattice nature, it is also modular and distributive. Let us first have a look at the properties of the operations \( \land \) and \( \lor \) given by the algebraic structure of the lattice above defined. It is not hard to see that the identity map implies that \( A \land A = A \) and \( A \lor A = A \). In fact, this algebraic property follows from the following:

**Proposition 4.12.** A linear map \( f : A \to B \) exists iff \( A \land B \) iff \( A \lor B \).

Moreover, for all vector spaces \( A, B \) and \( C \), the following equations are satisfied:

1. \( (A \land B) \land C = A \land (B \land C) \) and \( (A \lor B) \lor C = A \lor (B \lor C) \);
2. \( A \land B = B \land A \) and \( A \lor B = B \lor A \);
3. \( A \land (A \lor B) = A \) and \( A \lor (A \land B) = A \).

**Lemma 4.13.** Let \( A \) and \( B \) be vector spaces. Then, \( A \land B \to A \oplus B \to A \lor B \) is a short exact sequence.

**Remark 4.14.** Whenever \( A \) and \( B \) are vector spaces, Theorem 4.13 implies the isomorphism \( A \lor B \cong A \oplus B / e(A \land B) \), where \( e : A \land B \to A \oplus B \) is the equalizer map correspondent to the kernel set \( A \land B \). Due to the definition of the operations \( \land \) and \( \lor \) above, this congruence reduces to

\[
A \oplus B / \{ e(x) \mid f_i(x) = f_j(x) \} \cong A \oplus B / \langle (g_i(x), g_j(x)) \rangle.
\]

**Theorem 4.15.** The persistence lattice is distributive.

\[
\begin{array}{ccc}
X \lor A & = & X \lor B \\
\uparrow f & & \uparrow u \\
A & & B \\
\downarrow g & & \downarrow v \\
X \land A & = & X \land B
\end{array}
\]

**Corollary 4.16.** The distributivity of the persistence lattice implies the existence of an isomorphism between \( [A \land B, B] \) and \( [A, A \lor B] \) using the maps \( f : (A \lor B) / A \to B / (A \land B) \), \( X \mapsto X \land B \), and \( g : B / (A \land B) \to (A \lor B) / A \), \( Y \mapsto A \lor Y \).

**Corollary 4.17.** The persistence lattice is completely distributive. Moreover, it constitutes a complete Heyting algebra.
4.7 Largest Injective

The first application, we consider is the computation of the largest injective of a diagram. In principle, we are looking for something which persists over an entire diagram. Using the properties of the lattice, the largest injective must fulfill the be in the following images

\[ \text{im} \left( \text{H}_a(\mathcal{X}_i) \land \text{H}_a(\mathcal{X}_j) \rightarrow \text{H}_a(\mathcal{X}_i) \lor \text{H}_a(\mathcal{X}_j) \right) \quad \forall i, j \]

By completeness, it follows that this can be written as

\[ \text{im} \left( \bigwedge_{i \in \text{sources}} \text{H}_a(\mathcal{X}_i) \rightarrow \bigvee_{i} \text{H}_a(\mathcal{X}_i) \right) \]

Using the order structure, we can rewrite the above as

\[ \text{im} \left( \bigwedge_{i \in \text{sources}} \text{H}_a(\mathcal{X}_i) \rightarrow \bigvee_{j \in \text{sinks}} \text{H}_a(\mathcal{X}_j) \right). \]

Recall that sources are all the elements in original diagram which are not the codomain of any maps and sinks are the elements which are not the domain of any maps.
\[
\text{im} \left( \bigcap_{i \in \text{sources}} H_*(X_i) \rightarrow \bigvee_{j \in \text{sinks}} H_*(X_j) \right)
\]
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