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Abstract

In service-oriented computing, processes have a number of concerns, among which reusability. Reusability means that processes are designed and discovered in such a way that they can be identified, classified and combined together. In this deliverable, we first discuss the concept of process fragments and show how it is used in the framework of COMPAS. We also survey existing approaches related to classification (in general) of processes. We analyse those approaches and discuss their characteristics. The first problem to solve in order to provide a framework to reuse and combine fragments is the fragmentation of business processes. We propose a model of fragmentation based on model checking and slicing techniques. Fragmentation is based on business rules expressed in Linear Temporal Logic (LTL). In our proposal the fragmentation does not consist in splitting a web service composition in a set of fragments. It is defined as the seeking of a single fragment that contributes to the verification of a business rule.

1. Introduction

1.1. Purpose and scope

Work in component reuse focuses on reusing artefacts such as (fragments of) business processes. In this case, finding a reusable unit is driven by a desired functionality. Reuse of artefacts is considered as means to reduce development costs and improve quality. This is particularly true for service-oriented applications where services are designed and implemented independently of each other and only at the composition time the need for reusability emerges as a relevant task. This deliverable investigated process reusability in the context of service-based applications. We consider business processes and we will consider the possibility to extract reusable units (fragments) from them.

We consider approaches based on functional properties\(^1\). The main issue regarding process reuse is the identification and specification of reusable units. We consider two approaches: manual approaches and automatic approaches. Manual approaches assume that the user, by analysing the business process, is able to isolate parts of the process that display desired (structural) properties. The automatic approach calls for reasoning techniques. The idea is to let the system extract parts of a business process that satisfy given properties.

1.2. Document overview

This document is organized as follows:

- Section 2 discusses the concept of process fragments as it is designed in the framework of COMPAS project. This section focuses on the role of fragments for compliance by using two scenarios for illustration.

- Section 3 is devoted to process classification. We introduce the motivation behind process classification and describe existing approaches.

- Based on the lessons learned from Section 2 and Section 3, we investigate, in Section 4, a formal approach (by making use of business rules) to fragment extraction from

\(^1\) Non-functional properties (qualities) are also crucial, but not considered in this deliverable.
business processes. The extraction is automatic and it is property-oriented. Doing so, fragments can be classified according to the properties they are built from.

1.3. Definitions and glossary

The most important terminology concerning the COMPAS project is listed on the public COMPAS Web-Site [D7.1] available at http://www.compas-ict.eu section terminology. This helps to make the overall COMPAS approach more comprehensive for the general public. In the following the definitions of terms important for this deliverable are provided.

**Business Process Fragment:** A process fragment is a (parameterized and/or constrained) set of process parts that represent a reusable solution (pattern) to achieve compliance requirements. It is implied that the process parts within the fragment are somehow related.

1.4. Abbreviations and acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APQC</td>
<td>American Productivity and Quality Center</td>
</tr>
<tr>
<td>BPEL</td>
<td>Business Process Execution Language</td>
</tr>
<tr>
<td>BPMN</td>
<td>Business Process Modeling Notation</td>
</tr>
<tr>
<td>CRM</td>
<td>Customer Relationship Management</td>
</tr>
<tr>
<td>MRO</td>
<td>Maintenance, Repair and Operations</td>
</tr>
<tr>
<td>RFC</td>
<td>Request for Comments</td>
</tr>
<tr>
<td>SOA</td>
<td>Service Oriented Architecture</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>Term Frequency-Inverse Document Frequency</td>
</tr>
<tr>
<td>UDDI</td>
<td>Universal Description, Discovery and Integration</td>
</tr>
<tr>
<td>UUID</td>
<td>Universally Unique Identifier</td>
</tr>
<tr>
<td>WSDL</td>
<td>Web Service Description Language</td>
</tr>
</tbody>
</table>

2. Process fragments as reusable process artefacts

In this section, we discuss the concept of process fragments for compliance which we sketched in [D4.1] and elaborated in [SLM+10] and [D4.2]. Based on this concept we show the process fragments we identified in the Loan Originating Scenario [D6.1] and in the WatchMe scenario [D5.3, D6.1]. These process fragments exemplify the key concepts of the reuse approach and are a starting point for building up an open process fragment library, as we proposed in [SKL+10]. This section concludes with a discussion of model transformation techniques that we developed [SLS10]. These techniques support the extraction of process fragments from a process, and hiding of process pollution.
2.1. Concept and application of process fragments

Initially, we have introduced a process fragment as a connected sub-graph of a process graph [D4.1]. We have applied this abstract notion to a concrete executable process language, namely the Business Process Execution Language (BPEL) [OASIS07]. To provide enough information for execution, a fragment needs to contain additional artefacts such as variables or references to Web services. We also stated that certain parts of a fragment (such as partnerLinks, operations etc.) may be parameterized to increase reusability. This implies that a process fragment might not be directly executable as it is not completely specified. This is in contrast to a sub-process, which is a self-contained entity.

Based on this notion of process fragments, we have proposed refinements and extensions to it in order to fit the concept with the demands for compliance. In [SLM+10] we have discussed process fragments for usage in compliance management (“compliance fragments” for short). We argued that compliance fragments can be used to ensure a fast and consistent specification and integration of compliance requirements into a business process. In other words, these artefacts can be used to implement a compliance requirement in terms of activities to be executed and control structures which define dependencies and ordering of these activities. In [SLM+10] we have proposed an application life cycle for process fragments, presented in Figure 1. The initial step in this life cycle is the identification of process fragments. We have performed this step manually, with focus on the scenarios from our industry partners [D5.3, D6.1]. After identification, we have designed concrete process fragments which solve particular problems related to compliance management. The results of the process fragment design step (i.e., concrete fragments) are discussed in Section 2.2. To support storage and retrieval of process fragments we have developed a process fragment repository, which is presented in [D4.4].

The life cycle shown in Figure 1 proposes three different application scenarios:

1) The usage of process fragments for Annotation: In this scenario we use process fragments to constrain behaviour without directly influencing it. This application scenario is elaborated in WP5, in particular in [D5.4].

2) Gluing, i.e. the usage of process fragments to augment a process with compliance in a tightly coupled manner: Here, a process is augmented with process structures related to compliance by a physical integration into the process model during design time. The implementation of this application scenario is on-going integration work of WP1 and WP4.

3) The usage of process fragments to augment a process with compliance in a loosely coupled manner: initially, we proposed to use Aspect-Weaving techniques to inject additional steps for compliance into a process. Work on the scenarios from industry showed, however, that some compliance requirements demand for a restructuring of the process model, which makes the other approach (Gluing) unavoidable is some cases. In particular this is the case for process fragments with multiple entries or exits.
We have further elaborated the process fragment concept and defined extension to BPEL in [D4.2]. This work provides the technical support for the actual implementation of the process fragment concept for an executable process language. These extensions include constructs to represent multiple entries and exits, activity placeholders (so-called regions), the fragment context (variables, handlers etc.), and unique identifiers to support annotations and traceability.

In former work [SKL+09] we have shown that the Business Process Modeling Notation (BPMN) [OMG08] can be used to graphically display a BPEL process in a standardized manner. Building on this graphical mapping we have proposed a minor extension to BPMN for the concepts of regions and annotations [SKL+10], see Figure 2. As the actual BPEL code of the fragments is hard to read and even more difficult to explain we discuss the identified fragments and their characteristics on high level, using the BPMN semantics and language constructs shown in Figure 2. To give an impression about the serialization format we provide the complete code for one of the fragments from the WatchMe scenario in the Appendix (see Appendix A: Process fragment for user login). The code for the other process fragments used in the case study implementations will be provided together with the final version of the process fragment repository [D4.4].

2.2. Process fragments identified and designed in COMPAS

The process fragment for approval shown in Figure 3 has been identified within the Loan Originating Scenario [D6.1], in which it occurs multiple times. Checking and assessing a particular situation is a compliance requirement which occurs frequently, mostly related to authorization and quality assurance. The fragment presented in Figure 3 has one entry which starts the approval (“Perform check” activity) and it has two exits, each with different semantics. One exit is used for approval; the other exit is used for rejection. To increase
reusability, the fragment is parameterized: One parameter is the activation condition which defines if the approval is required and the other parameter is for the configuration of the “Perform Check” activity.

![Diagram of process fragment for approval](image)

**Figure 3** Process fragment for approval [SKL+10]

The *process fragment for approval with constrained region* shown in Figure 4 is an extension of the fragment for approval. We included a region before the “Perform check” activity, which allows a user to modify the fragment in a pre-defined manner. We impose constraints on the region in order to provide control over the fragment modification. The code of this fragment is listed in deliverable [D4.2]. In [SKL+10] we discuss further scenarios in which constrained regions can be used. For instance, constrained regions can be placed at the entries or exits of a fragment in order to state the constraints for a compliant composition. For integration into a process the fragment (i.e., any regions or parameters) needs to be concretized. Concretization of process fragments and the relation of process fragments to process verification are discussed in detail in [D2.5].

![Diagram of process fragment for approval with constrained region](image)

**Figure 4** Process fragment for approval with constrained region [SKL+10]

Segregation of duty (also known as 4-eyes principle) is a compliance requirement which occurs multiple times in the Loan Originating Scenario, mostly to prevent fraud. We have designed the *process fragment for 4-eyes principle* using BPEL4People extensions [AAD+07].
for people groups. The graphical representation of this fragment is shown in Figure 5. It states that “Activity A” has to be performed by “Person A”, and “Activity B” must not be performed by that person.

![Figure 5](image)

**Figure 5** Process fragment for 4-eyes principle [SKL+10]

In the Loan Originating Scenario multiple compliance requirements are concerned with security. For instance, when private or confidential data is transmitted, the usage of signatures and encryption is necessary. Typically, this requirement is realized with security annotations (e.g. using the Security DSL specified in WP5) which are then interpreted by corresponding middleware components. We have designed a *process fragment for secured interaction* that describes service invocation with signed and encrypted data, shown in Figure 6. The upper part is performed at the requestor’s side; the lower part is the corresponding counterpart for the business partner. In [SKL+10] we point out that process fragments can also be used to describe particular aspects of service (or process) behaviour to the outside, which eases service composition (and process design) in general.

![Figure 6](image)

**Figure 6** Process fragment for secured interaction [SKL+10]

Some compliance requirements from the Loan Originating Scenario are related to auditing. One particular requirement demands for the usage of trusted timestamps in order to provide reliable information about time and date of the execution of particular steps in a process. Based on a Request for Comments (RFC) [NWG01], we have designed a *process fragment for trusted timestamp* which implements the procedure to obtain a trusted timestamp from a timestamp provider, as shown in Figure 7. According to the RFC, trust can be ensured by validating the timestamp, checking the certificate of the provider, and checking the policy of the provider. If all of these tests pass successfully then the timestamp is trusted (fragment exit “checksOK = true”).

![Figure 7](image)
A process fragment which we identified in the WatchMe Scenario is a general requirement which is related to the reliability of a process. The process fragment for avoidance of infinite waits shown in Figure 8 provides for more fault tolerance by using a timeout mechanism in case the invoked service does not respond. The gateway which is used in this fragment is called “event-based gateway”. Its semantics are basically, that it waits for the first occurrence of one of multiple possible events. The event (i.e. receipt of a message or a timeout) determines which of the paths will be taken. In terms of BPEL code, this fragment can be realized using the <pick> constructs as shown in Listing 1.

Listing 1  Process fragment for avoidance of infinite waits [SKL+10]

Figure 9 shows a process fragment for composition permission which is based on a compliance requirement from the WatchMe Scenario. As discussed in [D5.4], this fragment represents one of many different possibilities to realize the composition permission requirement as process structure. As described in [D5.4], in WatchMe only pre-defined combinations of video and audio providers may be assembled. Videos from video provider VideoTube may be assembled with audio streams from AudioTube or QuickAudio. However, videos streams from QuickVideo may only be assembled with audio streams from QuickAudio. As the corresponding process fragment (see Figure 9) is tailored to the WatchMe scenario it is likely not reusable in other contexts. The tailoring results from the
very specific compliance requirement implemented by the fragment. This illustrates that a fragment is less reusable the more specific its underlying requirements are. In other words: the more general requirement, the better reusability of the process fragment.

Figure 9  Process fragment for composition permission (refined version of [D5.4])

One of the compliance requirements from the WatchMe Scenario is related to user authentication. The requirement states that usage of the WatchMe service is only allowed for registered users, therefore a user has to login. As discussed in [D5.4] we designed a process fragment for user login for this requirement, shown in Figure 10. The fragment receives a login request from a user and invokes a service to check the user’s login data. If the data is valid a session identifier is generated and sent to the user. Otherwise, the user is notified about the login failure. In Appendix A: Process fragment for user login, the complete code of this fragment is listed.

Figure 10 Process fragment for user login (refined version of [D5.4])
2.3. Techniques to support the management of process fragments

We concentrated on specifying reusability units such as views on business protocols, abstract views on processes and process fragments influenced by regulation policies that target solving compliance issues [DoW]. Besides the concept of process fragments, we therefore also investigated model transformation techniques related to the generation of abstract views on processes. Our investigation revealed that abstract views on processes (process views for short) can be applied as a technique to support the management of process fragments. In the following we give a brief summary of the most important results. For a more detailed description please refer to [SLS10].

Process views have their origin in graph theory. In the field of “graph abstraction” two operations on graph structures have been thoroughly discussed, namely (i) aggregation which means a summarizing of nodes and edges and (ii) omission which mean the removal of nodes and edges. These operations are used to abstract from details and to make complex graphs easier to understand. A process can be represented by a graph: A process graph consists of nodes that represent activities to be executed, and edges that represent control dependencies between the nodes. Therefore, the techniques which have been developed in the field of graph abstraction can be applied to processes management as well. From a technical point of view, a view on a process can be understood as a series of transformations which are applied to a process model. The basic transformation operations are the aggregation and omission of particular process structures, while preserving the control dependencies defined in the process which is input for the transformations.

As we discuss in [SLS10] we can use the graph abstraction theory and apply it to solve problems in the management of process fragments for compliance. One technique provides means for the extraction of a process fragment from a given process. We propose to use an annotation mechanism to specify which parts of the process belong to the process fragment for compliance which we want to extract. Based on this classification we target all the other structures of the process and omit them. The result of this process graph abstraction is a process which is reduced to the structures which we wanted to reuse, i.e. the result is basically a process fragment for compliance.

Another technique which is also based on graph abstraction provides a way to minimize the negative effect of the augmentation of a process with process fragments related to compliance (i.e., the negative effect of gluing). In [SLM+10] we denoted this effect as process pollution: In some cases the process fragments for compliance introduce additional steps in a process which do not contribute to the business goal that the process is designed for. For instance, the process fragment for trusted timestamp is important for the compliance of the Loan Originating Scenario, but not for the loan originating proceeding itself. The more compliance requirements are addressed in a process, the harder it becomes to understand the overall process due to its increasing complexity, i.e., due to the increasing number of activities and control dependencies. The solution we propose to this problem is to identify in a first step which process structures are only related to compliance. Based on this information we target all these structures and omit them. The result of this process graph abstraction is a clear view on a process which only shows the actual work that is done, without considering the process fragments for compliance which have been glued-in.
3. Process classification

In order to make the reuse of processes (or fragments) easier, it is interesting to consider their classification. Here, we introduce the concept of process classification. We explain the motivation for the classification and its role in improving the reuse of processes and productivity. Then, we present some existing approaches and models for process classification.

3.1. Definition of process classification

Classification is the act or result of classifying. In the compendium of synonyms and related terms, classification is defined as a subdivision of a larger group: category, class, order, set. It is often used as a synonym of taxonomy and categorization. It represents any method of delineating and categorizing business activities [Fri10]. Process classification is the categorization of processes, i.e., how are against each other for its most effective and efficient reuse.

3.2. Role of classification in the improvement of reusability

Given a repository of processes, facilitating their reuse means facilitating their identification, i.e., making easier research of processes in the repository. For instance, assuming that a process modeller will need a process fragment that performs the billing process, it is worthwhile to make this task easier so that it can quickly locate the process without having to search all other processes that affect not only the task of billing. This leads to establish a process classification phase during the publication process in the repository.

The classification has been often used to better understand the area of study and to improve the detection of classified objects. For example, classification of documents and books, a classification of plants, etc. In information systems, the reuse process will save time, cost and effort, but with the advent of Service Oriented Architectures (SOA), the number of processes that can be reused could be very important and the need to perform a classification task prior to backup will enhance research and discovery of processes.

3.3. Overview of existing models and approaches

The problem of process classification has been addressed in previous works from two main perspectives that we can classify as automatic and manual. The first one is based on using the information contained in process description to select a category in which the process fits better, by using Natural language processing, machine learning and text classification techniques ([BGP+05], [OTS+04]). The manual classification is based on the study and preliminary analysis of a large set of business processes and systems which will enhance understanding of key activities and then proposing a generic classification model. In the following paragraph we present an overview of some existing models and approaches for process classification.

3.3.1. Automatic models/approaches

An approach to support web service classification using SVM method
In [BGP+05], the classification of services into domain-specific classes is performed using Support Vector Machines (SVM) method. SVM [VAP98] is a data classification method that has received a wide attention in machine learning community. Given a set of training data, each marked as belonging to one of two categories, an SVM algorithm provides a model that defines whether a new data falls into one category or the other.

This work proposes an approach that, starting from service textual description, performs an automatic classification whereas web service documentation is considered as a textual description (textual description of web services might be in the form of web service description language documents).

The first step consists in a pre-processing phase where sequences of words must be mapped onto vectors (using information retrieval techniques [FB92]). Each element of the vector corresponds to a word. All words are weighted with TF-IDF metric [SB98]. The whole document set is encoded in a matrix where rows represent documents (vectors) and columns are the weighted words.

The following task is classification using SVM. It requires a training set (a pre-classified set of documents). This will produce a “model matrix” that will be used to predict to which class the document to be classified belongs to. The whole process is depicted Figure 11.

![Figure 11 Web service classification model [BGP+05]](image-url)
Naïve Bayes Classifier for Web Service Classification

In [OTS+04], the authors use a machine learning approach (the Naïve Bayes Classifier) to predict the domain a particular Web service belongs to. The classifier determines the probability that a service belongs to a category by taking the product of the probabilities of each single word belonging to this category. The motivation of the authors is that “Naïve Bayes Classifiers have quadratic time complexity during the training phase and linear complexity for domain prediction, making this approach highly scalable”. Furthermore, these classifiers have been successfully deployed in text classification tasks, even though the independence assumption for distinct features that the classifier makes is clearly violated in natural language, where the context of a word in a sentence is actually quite important. The authors use as features method names and the argument names to classify the WSDL descriptions into domains, for which they can assume contextual independence, which renders the Naïve Bayes an ideal classifier. A WSDL description is represented as input to the classifier by a feature vector. Each feature represents the frequency of a particular word in the corresponding WSDL file. The position of the word is determined a priori, by parsing all WSDL files and building a dictionary of all the words used in the corpus of WSDL files. Each word has thus a unique ID which corresponds to its position in the feature vector. We use two different measures for word frequency. The first is the raw number of occurrences of a word in the description; the second is a TF-IDF representation [SB98] of this raw frequency.

Web service classification using traditional text-mining algorithms

Jing Zhang and Pan Dan [ZD08] propose a framework for the classification of web services. Each Web service has its own WSDL file which allows the definition of services by providing elements such as name and description of web service and information on operations and their inputs/outputs.

Each time a new service arrives, its WSDL associated file will be extracted and parsed into a collection of tokens. The principle is to count and record the keywords that appear in the training set and remove all trivial words (e.g., in, of), and the tags (e.g., <p>). This will build the feature vector space.

At the end, three feature spaces are distinguished:

- **Web service description**: a web service is described by a name and a textual description in the WSDL.
- **Operation description**: Each operation is described by a name and a textual description.
- **Input/Output description**: It is an argument list. Each input and output of an operation contains a set of arguments. For each parameter, the WSDL describes the name, data type and arity (if the parameter is of array type).

The feature vectors are built around three kinds of features, description, operations and their argument list. They use the classifier to decide which group the vector belongs to and then they store the result for future use. The process is shown in Figure 12.
3.3.2. Manual models

A taxonomy of business processes

The authors of [DLS04] aim to provide a better understanding of key business processes. They propose a classification of eight generic processes. These processes are grouped into three types: core, support and integrational business processes (see Figure 13).

Product development: a generic core process responsible for developing a product or product subsystem. This process is undertaken by a team of representatives from distinct functional areas (e.g. marketing, engineering, manufacturing, finance, procurement, and quality). The key activities of the product development process encompass: innovation and portfolio management, project and program management, product data management and engineering change management.

Procurement: a generic core process through which organizations acquire goods and services for both transformation processes and support processes. This encompasses the following key activities: purchase, payment, inbound logistics, supplier performance management, and purchasing order administrative processing.

Order fulfilment: a generic end-to-end core process involved in fulfilling the Customer order. This process includes the following key activities: demand planning, order administrative processing, product delivery, distribution, transportation, inventory allocation and collecting payment from Customer.

Transformation: a generic core process concerned with the production of goods or services.
Given that “production” is often related to manufacturing scenarios, this work defines the production of goods or services in a more generic version called transformation. In this sense, one can define transformation as the conversion of resources into goods or services. This process includes the following key activities: production planning and scheduling, workforce planning and scheduling, product (goods and services) execution, internal logistics, and conformance quality.

**Customer Relationship Management (CRM):** a generic core process concerned with the management of every aspect of the relationship between the company and its customers. The aim is to build lasting customer relationships. This process concerns key activities such as marketing, pricing, selling, sales force support, promotional activities, and field support. This process becomes critical for a company when it competes in dynamic and complex markets characterized by a number of different types of clients, competitors, and products. The key performance indicators for this process are the ability to anticipate demand with personalized products and services, and response time.

**Assets Management:** a generic support process concerned with the management and preservation of all company assets such as facilities, equipments, production lines, buildings, vehicles and furniture.
This process includes the following key activities: network facilities design, MRO management, maintenance planning and scheduling, process design and improvement, and financial processes related to investments. This process becomes critical in the case of high level of utilization of fixed assets and equipments. The key performance indicators for this process are the ability to anticipate and maintain assets.

**After-sales Services:** a generic support process, although it can become a core process in some specific sectors (e.g. automotive). It is concerned with the management and exploitation of the product life cycle after its sale. This process encompasses the following key activities: warranty management, reverse logistics, installation, maintenance, repairs, and life cycle cash-flow management.

**Human Resources Management:** a generic support process which includes the following key activities: human resource planning and scheduling, recruitment, and human resource development. This process becomes critical for a company in the case of scarcity of qualified Personnel. The key performance indicators for this process are the ability to keep a good organizational climate, personnel turns, and knowledge creation and transfer.

**Business Process Management:** a generic integrational process, or meta process, concerned with the on-going improvement and optimization of key business processes. This process is often represented as an iterative cycle of five activities: identification of success critical factor to achieve the business objectives, identification of key business processes, process modelling and analysis, process simulation, implementation, and evaluation and monitoring. This process becomes critical for a company in the case of complex external environments.
Figure 13 Generic processes [DLS04]

APQC process classification framework

The International Benchmarking Clearinghouse of the American Productivity and Quality Center (APQC) [APQC09], in collaboration with the consulting firm Arthur Anderson, conducted a study to describe the company through a set of processes, called The Process Classification Framework. It serves as a high-level, industry-neutral enterprise process model that allows organizations to see their business processes from a cross-industry viewpoint. Originally, it was envisioned as taxonomy of business processes and a common language through which APQC member organizations could benchmark their processes. The proposed classification is shown in Figure 14.

This classification of generic processes and sub-processes lists six major categories of operating processes (understand markets & customers, develop vision & strategy, design products & services, market & sell, produce & deliver for manufacturing/service organization, invoice & service customers) and six categories of management and support processes (develop and manage human resources, manage information, manage financial and physical resources, execute environmental management program, manage external relationships and manage improvement and change).
3.3.3. Analysis

The authors of [ZP06] introduce several traditional text-mining algorithms such as TF-IDF, *Times* and *Binary*. The principle of this approach is to compare the vectors representing services through its keywords extracted from its WSDL file, input/output and operations using methods of classification based on text mining. This classification can be criticized in the sense that it is based on a syntactic comparison and does not take into consideration the semantic aspect.

The authors of [OTS+04] use a machine learning approach (the Naïve Bayes Classifier) to predict the domain a particular Web service belongs to. This classifier determines the probability that a service belongs to a category by taking the product of the probabilities of each single word belonging to this category. This approach has two main drawbacks. First, the hypothesis of finding relevant and meaningful words in service descriptions is a very optimistic starting point. Next, doing clustering implies that the created categories do not have meaningful names and the classification taxonomy changes over time.

In [BGP+05], the classification of services into domain-specific classes is performed using Support Vector Machines (SVM) method. This work proposes an approach that, starting from service textual description, performs an automatic classification. As this approach is based on learning from all keywords describing the service, it may happen that the proposed classes may be completely different from the ones expected by publishers. If a “weather” service is
classified in the “finance” or “mail” domain, it means that the service description may be ambiguous. Hence, the service is never found by queries related to its own features.

<table>
<thead>
<tr>
<th>Model/Approach</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BGP+05]</td>
<td>Classification using SVM method</td>
<td>Automatic</td>
</tr>
<tr>
<td>[OTS+04]</td>
<td>Naïve Bayes classification for web service</td>
<td>Automatic</td>
</tr>
<tr>
<td>[ZP06]</td>
<td>Classification of web services using traditional text-mining algorithms</td>
<td>Automatic</td>
</tr>
<tr>
<td>[DLS04]</td>
<td>Classification of eight generic processes grouped in three types : core, support and integrational business processes</td>
<td>Manual</td>
</tr>
<tr>
<td>[APQC09]</td>
<td>American productivity and quality process classification framework : Classification of six major categories of operating processes and six categories of management and support processes</td>
<td>Manual</td>
</tr>
</tbody>
</table>

Table 1  Comparison of models/approaches

The authors of [DLS04] provide taxonomy of intra-organizational business processes. Business processes can be grouped into core, support and integrational processes. Then each category can be broken down into sub categories (a hierarchy of categories). The same way, the authors of [SMS08] describe a hierarchy of business processes in a bank, for example “Deliver Sales” service is broken down into manage sales, deliver transactions, change service, manage information and control borrowing. We also note that the study addresses automated and hybrid processes (human/software) of service/product providers.

The process classification framework (APQC) serves as a high-level generic enterprise model. It supplies a generic view of business processes. We note that not every process listed in the framework should be present in every organization.

3.4. Summary

Reusing processes and service compositions could increase the productivity of service developers and improve the quality of resulting products by employing reusable units of high quality that have already successfully proven in practice [D4.1].

The motivations of reuse are primarily economic. The potential of saving cost, time and effort of redundant work increases productivity. Reusability decreases time to market and improves systems quality by reusing both the artefact and the underlying engineering experience. The challenges facing reuse are structural, organizational, managerial, and technical [D4.1].
Furthermore, the number of web services made available on the Internet becomes important. Therefore, mechanisms that enable organization and discovery of services become necessary.

4. Toward automatic business process fragmentation and classification

In this section, we will present a new approach that allows automatic fragmentation of a business process by using business rules expressed in linear temporal logic. Given a BPEL composition of web services, we want to determine the part of a process that contributes and ensure the verification of a given business rules. The set of business process fragments verifying a sub set of business rules are considered as belonging to the same class.

For instance, let us consider an example of a process of online purchase. The system is implemented as a complex composition of web services. The process is composed by a subset of features: payment, bidding, ordering … etc. We want to secure the payment process without affecting other functionality. It is interesting to determine the part of the payment that work on the whole process which can be very difficult when the process is complex. This can be seen as a fragmentation process by answering a question like "what part of the process in which money is received?". Benefits of fragmentation are analysing and reusing. Another advantage is the simplicity that is in the update or the querying.

The presented approach in this section can be useful in the process of building new process fragments from existing process repository, which are classified according to the business rules that they verify.

Fragmentation [MDK+09] is the act of creating fragments out of one service composition by applying a fragmentation technique. A fragmentation technique is a method to perform fragmentation according to some fragmentation criteria. The fragmentation criteria may be described in natural language, e.g. “the resulting fragments group the activities according to who executes them”, or formally, for example using Category Theory. Fragmentation techniques combine the following two steps [MDK+09]:

1. Fragment identification finds which elements belong to which fragment.
2. Fragment severing: removes the elements comprised in a fragment from the service composition, possibly substituting them in the service composition with other elements that were not initially included.

Current techniques of fragmentation can be divided into two classes: query languages for fragmentation and fragmentation for migration, optimality, transactionality and performance. A Query language for fragmentation groups slicing [Tip95], LTL [Eme91], BPQL [BEK+05] and goal oriented fragment [NC04]. The problem is that current approaches are not business oriented. They are not based on real temporal query languages. Fragmentation is generally used for migration and performance, the fragment is not determined regarding business rules and in general, they return execution traces instead of part of the process. To address these limitations, we proposed a new approach to produce fragment using business query, this query is based on temporal logic.

Our approach is based on model checking and attempt to define fragment model compositions of web services, the two contributions are:

1. Proposal of a new approach of fragmentation based on business rules. The rules are specified in linear temporal logic based on the notion of causality and models checking.
2. Refinement of a fragment and differentiate between two types of statements in a fragment.
4.1. Preliminaries

4.1.1. Temporal logics

The temporal logics [Eme91] were originally developed to study patterns of truth that depends on the evolution of the world. It provides a formal system for qualitative description and reasoning about how the truth values change over time.

The temporal logic is well suited to describe programs that not have a final statement as operating systems, which cannot be described using the classical logic. It is used in virtually all aspects of design of concurrent programs.

The basic temporal operators are: \( Fp \) (sometime \( p \)), \( Gp \) (always \( p \)), \( Xp \) (next time \( p \)) and \( pUq \) (\( p \) until \( q \)). Several types of temporal logics have been proposed, the most used ones are the linear temporal logic [Eme91] and branching temporal logic [Eme91].

**Linear temporal logic (LTL)**

In this type of logic, the system is modelled as a sequence of states, the evolution of time is linear, it is considered as discrete. To simplify the clock starts the initial state which has no predecessor and infinite in the future.

Let \( AP \) be an underlying set of atomic proposition symbols. We can then formalize the notion of a timeline as a linear time structure \( M = (S, x, L) \) where [Eme91]:

\( S \) is a set of states,
\( x (N->S) \) is an infinite sequence of states,
\( L (S->PowerSet(AP)) \) is a labelling of each state with the set of atomic propositions in \( AP \) true at the state.

This type of temporal logic is mainly used in concurrent programming, the formulas are defined by induction [14]:

Each atomic proposition \( p \) is a formula.

If \( p \) and \( q \) are formulae then \( p \land q \) and \( \neg p \) are formulae.

If \( p \) and \( q \) are formulae then \( p \lor q \) and \( Xp \) are formulae.

Let \( x^i \) be the path suffix \( s_i, s_{i+1}, s_{i+2}... \) The semantics of LTL can be summarized as:

\( M, x \models p \): in structure \( M \) formula \( p \) is true in timeline \( x \).

\( x \models p \) if \( p \in L(s_0) \), for atomic proposition \( p \).

\( x \models p \land q \) if \( x \models p \) and \( x \models q \).

\( x \models \neg p \) if it is not the case that \( x \models p \).

\( x \models p \lor q \), read as "\( p \) until \( q \)" asserts that \( q \) does eventually hold and that \( p \) will hold everywhere prior to \( q \) : if \( \exists j (x^j \models q \land \forall k<j (x^k \models p)) \) \( x \models Xp \) if \( x^i \models p \).

\( Xp \), read as "next time \( p \)" holds now if \( p \) holds at the next moment.

\( Fp \), read as "sometimes \( q \)" or "eventually \( q \)" and meaning that at some future moment \( q \) is true : \( x \models Fq \) if \( \exists j (x^j \models q) \).

\( Gq \), read as "always \( q \)" or "henceforth \( q \)" and meaning that at all future moments \( q \) is true : \( x \models Gq \) if \( \forall j (x^j \models q) \).

We say that a formula \( p \) is satisfiable if there exists a linear time \( M = (S, x, L) \) such that: \( x \models p \). \( M \) is a model for \( p \).

LTL is used to prove that System (structure \( M \)) satisfies (is a model) for a period a set of properties (a set of formulae).
Branching temporal logic

The structure of time in this type of logic corresponds to an infinite tree, from a given state, we can have several possible future states. Two temporal operators have been added: $A_p$ (for all future) which means that for all possible paths $p$ is true and $E_p$ (For Some future) which means that there is at least one path $p$ which is true.

The temporal structure is formalized as $M = (S, R, L)$ where:

- $S$: is the set of states.
- $R$: is a total binary relation $\subseteq S \times S$.
- $L(S\rightarrow\text{PowerSet}(AP))$: is a labelling which associate with each state $s$ an interpretation $L(s)$ of all atomic proposition symbols at state $s$.

$M$ is viewed as a labelled graph (Kripke structure), with $S$ as a set of nodes, all arcs $R$ and $L$ of the labelled nodes.

Most useful types of branching temporal logic are: CTL and CTL*. CTL* provides a more expressive language. It extends CTL by allowing to use quantizes railway operators on temporal basis. The forms of the production rules for both types are:

For CTL*:

- **S1**: each atomic proposition $P$ is a state formula.
- **S2**: if $p$, $q$ are state formulae then so are $p \land q$, $\neg q$.
- **S3**: if $p$ is a path formula then $E_p$, $A_p$ are state formulae.
- **P1**: each state formula is also a path formula.
- **P2**: if $p$, $q$ are path formulae then so are $p \land q$, $\neg q$.
- **P3**: if $p$, $q$ are path formulae then so are $Xp$, $p U q$.

**S1** to **S3** rules produce state formulae and **P1** to **P3** rules produce path formulae.

CTL is obtained by replacing rules **P1**, **P2** and **P3** by **P0** such that:

- **P0**: if $p$, $q$ are state formulae then $Xp$, $p U q$ are path formulae.

The semantics can be summarizes as follows:

- **M, s0 $\models p$**: state formula $p$ is true in $M$ for state $s_0$.
- **M, x $\models p$**: path formula $p$ is false in $M$ for full path $x$.
- **S1**: if $p \in L(s_0)$.
- **S2**: if $p \land q$ and $M, s_0 \models p$ and $M, s_0 \models q$.
- **S3**: if $\neg p$ if it is not the case that $M, s_0 \models p$.
- **P1**: if $M, s_0 \models p$.
- **P2**: if $p \land q$ if $M, x \models p$ and $M, x \models q$.
- **P3**: if $p$ if $\exists i (M, x^i \models q$ and $\forall j < i (M, x^j \models p))$.

The temporal logic is well suited to the formalization of function, property, or business rules. For example if a transaction between a seller and a customer is validated, the seller must at some point send the bill to the customer. This property can easily be described in temporal logic: $A(F(send\_bill))$ which means that for all possible executions, there must be a state where the bill was sent. In our work we will use linear temporal logic to express business rules.
Formalization of business rules with LTL

A business rule [BRG00] is an assertion that defines an aspect of business. We are interested in this work to a subset of business rules, the rules expressible in LTL [ETV+10, HPH10]. The advantage of using LTL is that much of business rules are based on time which is taken in consideration by the temporal logic. One can for example express business rules of type "delivery of the product should not exceed two days" by "F(period_exceed product_delivery)". Business rules can be expressed in LTL in many ways, for example for the previous rule, it can be formalized in a different way "¬period_exceedU(product_delivery ∧ ¬period_exceed)". The way to express the business rule LTL can have a direct impact on the size of the fragment. In our example, second formalization is more expressive than the first. Therefore the size of the fragment of the first formalism is smaller than in the second. This can be justified by an existing hidden property considered as true. This means we can’t have a “false true false” sequence for value of “period_exceed”. It is obvious that this property is true for all systems, but imagines for example if the property is “account>0” in failing system. This may lead us to errors. We want just to highlight the expressed manner of business rules is a very important fragmentation factor.

4.1.2. Model Checking

The problem of model checking [CGP99] is to check whether a temporal structure $M$ defines a model for a temporal formula $p$. This problem is decidable for most temporal logic formula, in the worst case we precede by a full search. The model checking can create interesting applications for automated verification of concurrent systems.

Model checkers typically have three main components: (1) a specification language, based on propositional temporal logic, (2) a way of encoding a state machine representing the system to be verified, and (3) a verification procedure, that uses an intelligent exhaustive search of the state space to determine if the specification is true or not. If the specification is not satisfied, then most model checkers will produce a counterexample execution trace that shows why the specification does not hold. It is impossible to overestimate the importance of this feature. The counterexamples are invaluable in debugging complex systems [CES09].

There are three main families of model checking algorithm: Symbolic Model Checking with ordered binary decision diagrams (OBDDs), Partial Order Reduction and Bounded Model Checking with SAT. Detail can be found in [CES09].

Several model checkers have been developed. Examples are: NuSMV which is a symbolic model checker, and SPIN which is a partial order reduction model checker. In this work, we will use the Spin model checker [Hol04] which is more appropriate for concurrent systems [KPR04]. Spin [Hol97] is in the family of Partial Order Reduction model checker.

The specification language underlying SPIN is called PROMELA. The name SPIN was originally chosen as an acronym for Simple PROMELA Interpreter. PROMELA is a specification language for parallel asynchronous systems. It allows describing concurrent systems, especially communication protocols.

4.1.3. Verification of web service

The general principle of the work done in the verification of compositions of Web services is the abstraction of the latter in a formal model, then from such an abstraction to the language of the chosen model checker. The well-known model checkers are SPIN and NuSMV.
NuSMV model checker is more efficient than SPIN [KPR04], but not adapted to concurrent process. We use SPIN as a model checker because it is more oriented to concurrent systems.

Among the projects undertaken in the field, we can cite the work of Zhao et al. [ZYQ06], who proposed a formal model for verification of choreography of web services. They translate choreography to orchestration then to PROMELA for using SPIN model checker. Fisteus et al. [AFK05] propose VERBUS, a framework consisting of three layers: layer process definition, common formal model layer which is based on a transition system, and a layer of verification. The advantage is that the verification is independent of the used model checker and process definition.

In [LQS+07] the authors propose a model based on multi-agent systems for verifying temporal and epistemic properties in a composition of web services. They use a special language of description system (ISPL), with a symbolic model checker (MCMAS) dedicated to Multi Agent Systems. They propose an approach to verification of the behaviour of a service and knowledge gained during the composition, in contrast to model checkers NuSMV and SPIN which are limited to the verification of temporal modality.

Fu et al. [FBS04] propose a model for the analysis of a BPEL composition of web services. Composition of web services is seen as a pattern of conversations between a set of peers. To each peer is associated a waiting list for message, and a guarded automata that specifies its individual conduct. They define a set of rules to move from BPEL composition to their automata model then from their model to a PROMELA specification. They use SPIN for verification. The authors also introduce the concept of synchronisability as a transformation of an asynchronous communication to a synchronous communication to facilitate verification. They propose a series of conditions that must be met to enable synchronisability. The authors have developed a tool that was used, it allows for the passage of a BPEL composition of web services to PROMELA specification.

**4.1.4. Theorem proving**

Theorem provers [Fis91, HKR+04, MP91, MP95] exist for linear temporal logic. However, since deciding satisfiability is P-space complete, this is in general not tractable. Model checking technics is theoretically also P-space complete, however efficient model checking tools as SPIN or NUSMV have been developed.

Spin is more convenient for concurrent system and is based on automata theory. At a first glance it appears that theorem proving is not convenient for our goal of explanation or fragmentation because of tractability issue. However recently, theorem proving gets new research interest because theorem proving tackles infinite state space system and is more and more used for producing counterexample [MZ09] and provide a real explanation [GP08]. Furthermore fragments of LTL have been shown [DFK06] to correspond to tractable case of model checking, and advent of efficient temporal resolution [HKR+04] tools tend to show that theorem proving has to be considered.

**4.1.5. Slicing**

A program slice consists of the parts of a program that (potentially) affects the values computed at some point of interest [Tip95]. Such a point of interest is referred to as a slicing criterion, and is typically specified by a location in the program in combination with a subset of the program’s variables. The task of computing program slices is called program slicing.
A program slice $S$ can be defined as a reduced, executable program obtained from a program $P$ by removing statements, such that $S$ replicates part of the behaviour of $P$. Another common definition of a slice is a subset of the statements and control predicates of the program that directly or indirectly affect the values computed at the criterion, but that do not necessarily constitute an executable program. An important distinction is that between a static and a dynamic slice. The former is computed without making assumptions’ regarding a program’s input, whereas the latter relies on some specific test case [Tip95].

Nanda et al. [NR00] formally defined the slicing in concurrent systems and propose an algorithm for slicing a concurrent program. They extend the classical models of representation to address new emerging types of dependence in parallelism. The authors propose optimizations to be done to prevent the complexity since it becomes exponential if the number of processes is large.

4.2. Fragmentation: state of the art and problem

Fragmentation is the act of creating a set of fragments from one service composition. Fragmentation techniques are procedure, algorithm or methodology to perform fragmentation according to predefined criteria in order to achieve a certain goal. Fragmentation techniques greatly differ in which types of process-based service compositions they are applicable to, why they are applied, how they define the fragments, etc. The state of the art lacks consistent terminology and definitions for the properties of the fragments of process-based service compositions and the criteria for classifying the different fragmentation techniques [MDK+09].

Mancioppi et al present in [MDK+09] criteria for classification techniques of fragmentation process based on web service composition. They are divided hierarchically in main and subcriteria, e.g. the main criterion what input is further specialized in Composition paradigm, Modeling language, Abstraction level, Well-formedness, and Self-containment. The classification is summarized in Figure 15.
Fragmentation techniques are important tools for changing service compositions in response to evolving requirements. However, the lack of a consistent taxonomy for classifying the different fragmentation techniques and the properties of the fragments they produce has hindered their comparison and reuse [MDK+09].

Current techniques of fragmentation can be divided into two broad classes: query languages for fragmenting and fragment for migration, optimality, transactionality and performance. Query languages for fragmentation groups slicing, LTL, BPQL and goal oriented fragment.

Different techniques of fragmentation have been proposed since last years, we summarize some of them in the followings:

**Optimal Stratification of Transactions** [DKL9]: they treat how to fragment a service composition with transactional properties in order to optimize its costs and non-functional quality aspects. The idea is to divide the service composition into many “connected” global transactions called strata. Strata are fragments of the service composition, each one coordinated by a 2PC protocol. The strata communicate with each other for coordination purposes using persistent message queues.

[VCH10] presented a fragment identification approach that can be applied for different purposes such as reuse, optimization of resource utilization and optimization of the non-functional properties of a service orchestration. Sharing-based independence analysis is a general technique that can be applied to both upper and lower layers of software architecture, and consequently, to various parts of the service stack. On the service composition layer, one model different entities used within a workflow as data structures subject to sharing analysis.
[ZKM+09] propose an approach for fragmentation of the process instances that enables the decentralized execution of the process instance by several parties. The decentralized execution of business process instances is a promising approach for enabling flexible reactions to contextual changes at runtime. To do this, the work focuses on the runtime fragmentation of process instances, allowing several (potentially pre-selected) parties to execute a given process instance in a decentralized way. The main goal here is to enable a flexible adaptation of the responsibilities for the execution of the process (in whole or in part) to dynamically changing situations at runtime.

[ZHL10] presented an approach that supports the distributed parallel process execution with multiple mobile process participants. In case of a sequential execution of process fragments, the efforts of coordination can often be reduced to a (relatively simple) delegation resp. migration protocol. However, advanced synchronization and coordination mechanisms are required, if parallel process fragments have been distributed to several different parties. If, in addition, shared data objects are used in more than one of these parallel fragments, a separate execution could lead to undesired or wrong results. This contribution considers the concurrent execution of several parallel paths of the process instance by replication of the process description and respective execution of the parallel section of the process by different participants, including synchronization of control flow and data variables.

Khalaf [Kha08] has presented an automatic and operational semantics-preserving decomposition of business processes, in the presence of shared variables, loops, compensation, and fault handling. Their approach has been shown to be interoperable through the use of open standards, as well as transparent. It has also met the goal of not requiring new middleware unless loops and scopes are split, in which case, it requires extensions to existing middleware (i.e. BPEL engine and WS-Coordination framework).

Vanhatalo et al. [VVL07] proposed a technique to focus and speed up control-flow analysis of business process models that is based on decomposition into single-entry-single-exit (SESE) fragments. The SESE decomposition could also be used for other purposes such as browsing and constructing large processes, discovery of reusable subprocesses, code generation, and others. They also proposed a partition of the fragments into various categories, which can be computed fast. They think that tagging a fragment with its category may help to better understand the process model and may help to establish modeling patterns. It also helps to speed up the control-flow analysis as many of the correct fragments that occur in practice have a simple structure.

4.3. Proposition

The problem of the presented approaches in the precedent section is that they are not business oriented; they are not based on a real temporal query language. Fragmentation is generally used for migration and performance. The fragment is not determined regarding business rules and in general, the approaches return execution traces instead of part of the process.

4.3.1. Formalization

Given a web service composition expressed in BPEL, this composition can be an orchestration or choreography, our problem is to break down a web service composition based on a business rule expressed in LTL. That is to say, to find in the service composition a portion that contributes to the verification of the business rule.
The part of the program that helps verify a given property is the cause of non-verification of the negation of the property. From this, the idea is to prove the non-verification of the negation of a business rule by the generation of a counterexample, then look for the causes of non-verification of the negation of business rule from this counterexample. The set of all the statements that led to these causes form the fragment.

It is easier to prove the non-satisfaction of a property (by the generation of a counterexample), than to prove the satisfaction of a property. Another advantage is the availability of tools for checking LTL formula. The LTL formulas are well suited to the formalization of some business rules because they treat the concept of time which is the foundation of most business rules.

We formalized our problem as a problem of causality that was introduced first by Halpern and Pearl [HP01]. We consider the problem of finding parts that contribute to the verification of a business rule as the one that causes the denial of falsifying business rules.

The formal definition of the concept of causality used in this work builds on the work of Beer et al. [BBC+09]. The authors proposed an algorithm to determine from a counterexample such major causes of a malfunction of a system. Halpern et al. [HP01] have proposed a new definition of causality using structural equations. Eiter et al. [EL01] investigated the complexity of determining all causes in a binary causal model and Chockler [CHK08] defined the notion of responsibility for verification of a specification. Our work rests on the following two definitions:

**Definition of Critical variable [3, 7]:** Let $M$ be a model, $\vec{a}$ the current context, and $\eta$ a Boolean formula. Let $(M, \vec{a}) \models \eta$, and $X$ a Boolean variable in $M$ that has the value $x$ in the context $\vec{a}$, and $\vec{a}'$ the other possible value ($0$ or $1$). We say that $(X = x)$ is critical for $\eta$ in $(M, \vec{a})$ if $(M, \vec{a}) \not\models (X \leftarrow \neg x) \neg \eta$. That is, changing the value of $X$ to $\neg x$ falsifies $\eta$ in $(M, \vec{a})$.

**Definition of Cause [3, 19, 12]:** We say that $X = x$ is a cause of $\eta$ in $(M, \vec{a})$ if the following conditions hold:

AC1. $(M, \vec{a}) \models (X = x) \land \eta$.
AC2. There exists a subset $V'$ of $V$ with $X \not\in V'$ and some setting $\vec{a}'$ of the variables in $V'$ such that setting the variables in $V'$ to the values $\vec{a}'$ makes $(X = x)$ critical for the satisfaction of $\eta$.

In our case, the execution trace (counterexample) can be seen as a binary model. Binary variables of the model are all binary variables of the linear temporal structure representing the trace taken in each state. The concept of time will be taken into consideration. A binary variable $p$ to a state $s_1$ is distinct from $p$ to a state $s_2$. The total number of binary variables in the model will be equal to the multiplication of binary variable in each state by the number of states of the trace.

![Figure 16 Example of an execution trace](image)

Let us consider the example of Figure 16 showing a linear temporal structure built from an execution trace of a counterexample. Each statement in the trace represents a transition between a state and another. Binary variables on the state of system variables (price>200 for example) are associated with each state. The structure consists of 5 states and 15 variables.
Let a formula $\theta = G(\neg r)$, $r$ is critical for $\theta$, because if we reverse that in $s_1$, $\theta$ becomes valid, so $(r,s_1)$ is a cause of non verification of $\theta$. Let now the formula $\Omega = G(q \land \neg r)$, $r$ in $s_1$ is not critical for $\Omega$ but if we inverse $\neg q$ in $s_4$ it will become critical, so we can say that $(r, s_1)$ is a cause for $\Omega$. This illustrates the difference between a critical variable and a cause.

Based on the foregoing definition of cause, the determination of all possible causes of malfunction in a system modelled by a binary model [HP01] is NP-complete [EL01], the number of possible cases is exponential. One might also note that in real systems the number of states may be infinite, which complicates the problem.

### 4.3.2. Approach

Let us consider an example of a process of online purchase in the form of a complex choreography of web services. For example, if the supplier wants to secure the payment process without affecting other functionalities, it will be more interesting to determine which party carries out this functionality to work throughout the process, which can be a very difficult task when the process is complex. Hence the need to seek the party that contributes to the functionality, which can be seen as a fragmentation process by a property of type "F(money_received)" becomes interesting. The goal of our work is the fragmentation of the compositions of web services from a business rule expressible in LTL. In other words, given a business rule that can be formalized in LTL, we want to determine the part of a composition of web services that contributes to the verification of the business rule. The composition of web services will be expressed in BPEL. One major advantage of the fragmentation of the compositions of web services is that it allows a grouping according to the feature on a web service composition. We can also cite other advantages such as simplicity and reuse both in the update or the query.

![Figure 17 General principle of fragmentation](https://via.placeholder.com/150)

The general principle of our approach is illustrated in Figure 17. It is much easier to prove the non-verification of the negation of a property than to prove the verification of this property. The proof of the non-verification is based on the generation of a counterexample. The intuition is that a party that contributes to the non-verification of a property that contributes to the verification of the negation of that property.
In our approach, the fragmentation of a web service composition is mainly done through three steps: verification, explanation of the trace and the construction of the fragment. The verification is to show that the negation of the business rule is not checked, this is done by generating a counterexample using the SPIN model checker. The explanation of the trace is to seek the causes of the falsification of the negation of the business rule. The construction of the fragment is to select the statements that contribute to the achievement of the causes identified by the previous step. We will detail each step in the following.

### 4.3.3. Verification

The first step of fragmentation is to produce a counterexample to show that the negation of the business rule is not checked. To generate a counterexample we use verification techniques of web services. We use SPIN as a model checker because it is more oriented to concurrent systems [KPR04]. SPIN takes as input an LTL formula and a model of the system to check expressed in PROMELA. There are two methods for working with SPIN: direct and indirect. Several options for checks or simulation can be used.

We consider web service compositions expressed in BPEL, but the entry of SPIN must be specified in PROMELA which is a language for specifying concurrent systems, so we must translate the specification make the transition from BPEL to PROMELA in order to use SPIN. We use WSAT (Web Service Analysis Tool) [BFS04] proposed by Fu et al. [FBS04] who worked on the analysis of interactions in a BPEL composition of Web services using SPIN, they have developed WSAT for the conversion from a BPEL to PROMELA. The switchover occurs by abstraction of a web service composition in the form of a set of Peers, and a pattern of conversation, each peer is represented by a guarded automata. The authors propose a set of rules to move from the proposed abstraction to a PROMELA code.

WSAT is a formal specification, verification, and analysis tool for web service compositions. The tool supports multiple specification approaches of composite web services, including BPEL4WS and WSDL specifications, Guarded Automata (GA) based (top-down) conversation protocols, and (bottom-up) GA service compositions. WSAT translates web service input into PROMELA, and allows model checking of web service designs without loss of (bounded and XPath based) XML data semantics. In addition, WSAT provides several analyses techniques that can reduce complexities in the formal verification of asynchronously communication web services.

### 4.3.4. Explanation

After generating the counterexample, we must explain and seek the causes of non-verification rule. We explain the causes of the non-verification of the negation of the business rule in order to explain the audit of the business rule, that is to say that fragmentation will be on the negation of the formula from which we generated the counterexample. For example, if the fragmentation is based on the formula \( G(p) \), the explanation will be on formula \( F(\neg p) \). The explanation of the track is the most important step in the process, the quality of fragmentation depends on this step.

---

2 Guarded automaton is a structure \( A = (M, T, s, F, \Delta) \), where \( M \) is the set of message classes, \( T \) a finite set of states, \( s \in T \) the initial state, \( F \subseteq T \) a set of final states, and \( \Delta \) the transition relation. Each transition \( \tau \in \Delta \) is of the form \( \tau = (s, (c, g), t) \). Here, \( s, t \in T \) are the source and the destination states of the transition \( \tau \), \( c \in M \) is a message type and \( g \) is the guard of the transition. A guard consists of a guard condition and a set of assignments.
In this step, we construct a temporal linear structure from a counterexample generated by the model checker. Each statement in the trace represents a transition in the linear structure between a state and another. A same set of binary variables is associated with each state, these variables focus on the state of system variables (price < 200 for example), a binary variable p to a state $s_1$ is distinct from p to a state $s_2$. The total number of binary variables in the structure will be equal to the product of number of binary variable in each state by the number of states of the structure. The determination of the part that contributes to the falsification of property, like looking for all causes of non-verification of property, that is to say, the variables that become critical in changing the context.

Beer et al. [BBC+09] proposed an approximation algorithm to determine from a counterexample the leading causes of non-verification of property:

- $C(\pi[i..k], true) = C(\pi[i..k], false) = \emptyset$
- $C(\pi[i..k], p) = \begin{cases} \emptyset & \text{otherwise} \\ \emptyset & \text{otherwise} \\ \end{cases}$
- $C(\pi[i..k], \neg p) = \begin{cases} \emptyset & \text{otherwise} \\ \emptyset & \text{otherwise} \\ \end{cases}$
- $C(\pi[i..k], \neg p) = \begin{cases} \emptyset & \text{otherwise} \\ \emptyset & \text{otherwise} \\ \end{cases}$
- $C(\pi[i..k], \phi \land \psi) = C(\pi[i..k], \phi) \cup C(\pi[i..k], \psi)$
- $C(\pi[i..k], \phi \lor \psi) = C(\pi[i..k], \phi) \cup C(\pi[i..k], \psi)$
- $C(\pi[i..k], X\phi) = C(\pi[i..k], \psi)$
- $C(\pi[i..k], [\phi U \psi]) = C(\pi[i..k], \psi) \cup C(\pi[i..k], [\phi U \psi])$

Such as:

$\phi, \psi$ are formula

$\pi[0..k] = s_0, s_1, ..., s_k$ is non-empty counterexample, consisting of a finite number of states

$\pi[i..k]$ is the suffix of $\pi[0..k]$ that starts at $s_i$

$C(\pi[0..k], \phi)$ produce the set of causes for the failure of $\phi$ on $\pi[0..k]$

$val$ is procedure such as:

-val$(\pi[i..k], true) = 1, val$(\pi[i..k], false) = 0

-val$(\pi[i..k], \phi) = 1$ if $C(\pi[i..k], \phi) = \phi$, for any formula $\phi \not\in \{true, false\}$

---

**Figure 18 Beer et al’s. Algorithm [BBC+09]**
Figure 19 shows examples of explanation of traces by using the algorithm of Beer. The trace consists of 5 states $\pi[1..5]$. In the trace of part (a), the formula $p$ does not appear in the label of the state $S_0$, so the cause of its failure in $\pi[1..5]$ is $\{(S_0,p)\}$, for $q \land \neg r$, the set of causes is $C(\pi[1..5],q) \cup C(\pi[1..5],p)$ which is equal to $\{(S_0,r)\}$. For the explanation of a formula with an operator $X$ we look at the next state. For example, the explanation of $X(r)$ in part (a) is $\{(S_1,r)\}$. For an explanation of the formula $G(q \land \neg r)$ (part (b)), we cross the trace until the set of causes of the failure of $q \land \neg r$ in the sub trace is not empty, which corresponds to the state $S_2$, so the set of causes of the failure of $G(q \land \neg r)$ in $\pi[1..5]$ is $\{(S_2,r)\}$. In part (c), we explain the formula $\neg r U (p \land q)$. Set of causes of the failure of $\neg r$ in $\pi[1..5]$ is empty, and set of causes of the failure of $p \land q$ in $\pi[1..5]$ is empty. The explanation of the formula will be $C(\pi[1..5],(p \land q)) \cup C(\pi[2..5],(\neg r U (p \land q)))$ We proceed in the same way, an explanation of $(-r U (p \land q))$ in $\pi[2..5]$ is $C(\pi[2..5],(p \land q)) \cup C(\pi[3..5],(\neg r U (p \land q)))$, for sub trace $\pi[3..5]$, the two sets of causes of the failure of $\neg r$ and of $p \land q$ is not empty, $C(\pi[3..5],(\neg r U (p \land q)))$ will be $C(\pi[3..5],(p \land q)) \cup C(\pi[3..5],\neg r)$, so the set of causes of the failure of $(-r U (p \land q))$ in $\pi[1..5]$ is $\{(S_0,p),(S_1,p),(S_1,q),(S_2,q),(S_2,r)\}$.
In the case of compound formulas, the explanation is done by composition of basic explanation operators. It starts first by putting the formula in a negation normal form (we distributed the negation operator pushed it to the right most possible, until it is applied to atomic propositions) then we apply the explanation rules of the basic operators, and by composition found the explanation of the formula. For example, let us consider the formula \( \neg (G(p) \land (\neg rUq)) \). We start by pushing the negation, we obtain the following form \( F(\neg p) \lor G(r) \lor (\neg q \land (X(\neg q)Ur)) \) Then we compose the explanation of basic operators and we obtain \( C(\pi[i..k], F(\neg p) \lor G(r) \lor (\neg q \land (X(\neg q)Ur))) \) which is equal to \( C(\pi[i..k], F(\neg p)) \cup C(\pi[i..k], G(r)) \cup C(\pi[i..k], (\neg q \land (X(\neg q)Ur))) \).

Given a counterexample \( \pi[0..k] \) of a formula \( F(p) \), such as \( p \) is an atomic formula. The explanation of the error will be composed by the entire track (last rule of the algorithm, such as \( F(p) \leftrightarrow \text{trueUp} \)), Thus the fragmentation of the operator \( G \) selects all states of the trace, This may not be effective in some cases. The problem arises in the definition of fragment itself. The question that arises is how to measure the quality of fragmentation? We will see later the definition of a fragment from two different points of view.

The objective of Beer et al. was the determination of the leading causes of non-verification of a property. They explain the failure of a type formula \( G(p) \) by the first state responsible for the failure of the property \( p \), in terms of fragmentation, formula is \( F(\neg p) \), so the fragment will be the first part which contributes to the verification of \( \neg p \). This result may be acceptable, but it will be interesting to capture the most possible states which contribute to \( \neg p \). The model checker SPIN allows a full verification on the system specification, that is to say, we can force it to not stop at the first failure in verification of a formula of type \( G(p) \). This allows us to find the most of the states contributing to non-verification of \( p \) so that fragmentation will be more accurate.

We will detail later the process of construction of fragments. According to the two previous definitions, we will propose two types of fragmentation, and we will compare the two.

### 4.3.5. Construction of fragments

The last phase of the process of fragmentation is the construction phase of the fragment. The objective of this step is to find statements that contribute to changes impacting the state of variables involved in the explanation of the trace (previous step), we use for this slicing techniques.

After explaining in terms of variables the causes of non-verification of the negation of business rule, we should consider statements to build the fragment. To do so we use techniques of slicing concurrent programs, Nanda et al. [NR00].

A fragment will include a portion of the fragmented process statements. As temporal logic is based on the concept of time, if we eliminate a set of statements, we will eliminate a set of states, that is to say we will adjust the chronology. This may affect the validity of the property on a slicing particularly in the case of a formula with a "Next" operator. To solve this problem we will replace each statement eliminated by a statement that does nothing (skip). We associate it a set of variables, we will the role of these variables. As illustrated in Figure 20, the fragment has the same structure as the fragmented process.
Any statement involved in the change of state variables is considered as being part of the fragment. The idea is to seek any statements with which the selected variables in explanation step depend. We will perform a slicing for all causes selected by the previous step, and then we construct the fragment by the union of all found program slice. A slicing requires two inputs: a variable and a point in the program. In our work, a cause will be considered as an input slicing knowing that:

The slicing variable is the boolean variable of cause.
The slicing criterion is the transition that precedes the state of the cause.

Note:
Linear structure transitions represent program statements.

Figure 21 reuses the example of Figure 19 (c). It summarizes the construction phase of the fragment. We perform a slicing for each case determined by explanation step, and then we will make the union of all the resulting slice programs to build the fragment. In the slicing of a variable \( x \) we replace each statement eliminated by \( \text{skip}_x \) which can be any statement that does not change the value of \( x \). We define the intersection of two program slices by another program slice constructed by the intersection line by line of the two program slices such as \( \text{skip}_x \cup \text{skip}_y = \text{skip}_{x,y} \) and \( \text{skip}_x \cup \text{statement} = \text{statement} \).
4.3.6. Refinement of a fragment

Let us consider an example of a process of online purchase. We assume that the bank would not accept a negative account, so for a purchase transaction to be validated, the client must have an account greater than or equal to the product price. We can say that throughout the buying process the customer's account is greater than or equal to zero, therefore the property \( (account \geq 0) \) is checked every time, therefore \( p = G(account \geq 0) \) is valid. Now, looking for the fragmentation with \( p \). It must exist in the process a test "if\( (account \geq price) \) account = account – price;". It is clear that if we remove the test "if\( (account \geq price) \)", the property could be violated. This test is necessary for the preservation of property \( (account \geq 0) \). Returning to our fragmentation, how to define the fragment? Is it just that the test constitute a fragment since it is the only statement necessary for the preservation of property? From another point of view, we can say that the other statements also contribute to verification of the property because it does not violate the property. The problem is that a formula of "\( G \)" is checked through the whole process, so is it possible to isolate in the case of the operator "\( G \)" a part of the process over to another part? To try to answer this question, we propose an extension of our approach based on another definition of a fragment.
Because of these characteristics, the treatment of the "G" operator is special. The question is philosophical: how to define a fragment based on rules verified in all statements of a process?

We define a fragment as the necessary part which contributes to the verification and preservation of property that is the part such that if one removes the property it will not be verified.

Figure 22 illustrates this definition. We see that in the first case the property remains true despite the elimination of a statement but it becomes false in the second case, therefore it is clear that there are differences between the statements of a fragment. To study this we proposed a refinement of the fragment to try to produce more relevant fragments. The question is then what are the criteria of the quality of a fragment?

\[ p = G(solde > 0) \]

![Fragment of Program](image1)

Figure 22 Difference between the statements of a fragment

The refinement of a fragment is based on the idea of the apriori algorithm [AS94]. The general principle is illustrated in Figure 23. We construct a lattice from combinations of statements of fragment (without using the `skip`), the objective is to seek the smallest combinations of statements needed by browsing through the lattice level, if a necessary node is found then all combinations including the node will be eliminated. The idea is to minimize the size of the fragment.
4.4. Discussion

In our work, traces are finite. In some systems the use of infinite traces is necessary. For example, a fragmentation regarding a formula that includes a "G" operator in system without final state requires infinite traces. The extension of our approach will be necessary for this type of system.

In explanation step we used the algorithm of Beer et al. This algorithm provides an approximate set of causes and does not provide additional information on the causes, all provided causes are not necessarily minimum (for example in Figure 15c the binary variable $p$ in state $s_0$ is critical, the inversion of this variable is sufficient for the formula to become true in the trace). Searching all possible causes is NP-complete. It is then necessary to improve this step because the quality of fragmentation depends directly on the quality of the explanation.

In the refinement of the fragment, our goal is to focus on the difference between two types of statements in a fragment, statements necessary for the preservation of property and statements that are not required. The problem of finding the combination of statements that we presented is NP-complete. It is obvious that if the fragment is large and pruning is low, the algorithm will not perform. Our main objective is to raise the issue. We want to see the benefits brought by a fragment if we change the program. It will be interesting to investigate this issue.

4.5. Conclusion and future work

In this work, we have shown how model checking and slicing techniques can be combined to perform fragmentation of a BPEL web service composition. We start by proving that the
negation of a business rule is not checked, by generating a counterexample using a model checker. We modelled a counterexample as a linear time structure, and then we search the states of the structure responsible for the failure. From these statements we determine the set of statements that form the fragment. The advantage of our approach is the possibility of fragmenting according to temporal properties, the fragment is oriented business but it remains to validate the approach by testing to discover the performance of the method and feasibility in terms of complexity.

One lack of our approach is the ad-hoc combination of disparate technics to tackle the problem of fragmentation. A uniform theory is still needed and temporal theorem proving seems to be a good candidate to unify it.

In our work, we fragmented business processes according to business rules expressible in LTL. It will be interesting to extend the fragmentation rules expressible in CTL. It is also interesting to extend our model to work with infinite traces which cannot be avoided in some system for a fragmentation regarding the “G” operator. One of our future work is to implement the approach to test and study the feasibility and performance of the model on real applications. We intend to design and implement a framework which does not depend on the format of the definition of web service composition, whether a BPEL code or other things. We also plan to improve the refinement of a fragment to explore this issue and investigate whether the refinement of a fragment is necessary.
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Appendices

A. Appendix A: Process fragment for user login

In this part of the appendix we show the complete code of a process fragment which has been designed and implemented for the WatchMe scenario. The process fragment realizes the compliance requirement for user login. Section A.1 shows the graphical display of the process fragment in the Eclipse BPEL Designer environment. This rendering is not a standardized rendering. BPMN is the de-facto graphical rendering of BPEL, which we used in Section 2. Section A.2 lists the corresponding code.

A.1. Rendering of the process fragment in the Eclipse BPEL designer

![Figure 24 Process fragment for user login in Eclipse BPEL Designer](image-url)
A.2. XML serialization of the process fragment

```xml
<?xml version="1.0" encoding="UTF-8"?>
<!-- Process Fragment Access to WatchMe Service is protected -->
<bpel:process name="AccessProtectedFragment"
    targetNamespace="http://www.compas-ict.eu/watchme" suppressJoinFailure="yes"
    xmlns:tns="http://www.compas-ict.eu/watchme"
    xmlns:bpel="http://docs.oasis-open.org/wsbpel/2.0/process/executable"
    xmlns:xsd="http://www.w3.org/2001/XMLSchema"
    xsi:schemaLocation="http://www.iaas.uni-stuttgart.de/ext/fragment fragment.xsd"
    xmlns:frg="http://www.iaas.uni-stuttgart.de/ext/fragment"
    frg:schemaLocation="fragment.xsd"
    xmlns:ext="http://www.iaas.uni-stuttgart.de/ext/id"
    ext:schemaLocation="id.xsd">
    <bpel:extensions>
        <bpel:extension namespace="http://xml.vitalab.tuwien.ac.at/ns/morse/traceability.xsd"
            mustUnderstand="no"/>
        <bpws:extension namespace="http://www.iaas.uni-stuttgart.de/ext/fragment"
            mustUnderstand="yes"/>
        <bpws:extension namespace="http://www.iaas.uni-stuttgart.de/ext/id"
            mustUnderstand="no"/>
    </bpel:extensions>
    <morse:traceability xmlns:morse="http://xml.vitalab.tuwien.ac.at/ns/morse/traceability.xsd"
        build="56810150-5bd8-4e8e-9ec5-0b88a205946b"
        xmlns="http://xml.vitalab.tuwien.ac.at/ns/morse/traceability.xsd">
        <row query="/process" queryLanguage="urn:oasis:names:tc:wsbpel:2.0:sublang:xpath1.0">
            <uuid>c6d2a636-747d-4c1b-8b7a-b32f59f0ac8c</uuid>
            <uuid>e4963cf9-f4d3-4f72-abe5-f3a4e2e26c30</uuid>
            <uuid>808ff05d-d03e-465f-b931-0a1a1d3b29d3</uuid>
            <uuid>5ba0ed1-3039-47c1-ba69-6c7a0362907a</uuid>
        </row>
        <row query="/process/sequence[1]/invoke[1]">
            <uuid>k93339a-ef5d-982u-21lw-8be23d55891</uuid>
        </row>
        <row query="/process/sequence[1]/if[1]/sequence[1]/invoke[1]">
            <uuid>d923339a-ef5d-455c-9fa7-8be23d55891</uuid>
        </row>
        <row query="/process/sequence[1]/if[1]/sequence[1]/reply[1]">
            <uuid>k928375a-e55d-455c-1op3-8be23d55891</uuid>
        </row>
    </morse:traceability>
    <bpel:import namespace="http://www.iaas.uni-stuttgart.de/ext/fragment"
        location="fragment.xsd"
        importType="http://www.iaas.uni-stuttgart.de/ext/fragment"/>
    <bpel:import namespace="http://www.iaas.uni-stuttgart.de/ext/id"
        location="id.xsd"
        importType="http://www.iaas.uni-stuttgart.de/ext/id"/>
</bpel:process>
```
<?xml version="1.0" encoding="UTF-8"?>
<bpel:import namespace="http://www.compas-ict.eu/watchme"
    location="UserDataCheck_withPartnerLinkType.wsdl"
    importType="http://schemas.xmlsoap.org/wsdl/" />
<bpel:import namespace="http://www.compas-ict.eu/watchme"
    location="SessionIDGeneration_withPartnerLinkType.wsdl"
    importType="http://schemas.xmlsoap.org/wsdl/" />
<bpel:import namespace="http://www.compas-ict.eu/watchme"
    location="WatchMeProcessArtifacts.wsdl"
    importType="http://schemas.xmlsoap.org/wsdl/" />
<bpel:extensionActivity>
    <frg:fragmentScope name="fragmentContainer" ext:id="001">
        <bpel:partnerLinks ext:id="002">
            <bpel:partnerLink name="WatchMeProcessPL" partnerLinkType="tns:WatchMeProcessPLT"
                myRole="WatchMeProcessProvider" ext:id="003"/>
            <bpel:partnerLink name="SessionIDGenerationPL" partnerLinkType="tns:SessionIDGenerationPLT"
                partnerRole="SessionIDGenerationProvider" initializePartnerRole="yes" ext:id="004"/>
            <bpel:partnerLink name="UserDataCheckPL" partnerLinkType="tns:UserDataCheckPLT"
                partnerRole="UserDataCheckProvider" initializePartnerRole="yes" ext:id="005"/>
        </bpel:partnerLinks>
        <bpel:variables ext:id="006">
            <bpel:variable name="input" messageType="tns:WatchMeProcessRequestMessage" ext:id="007"/>
            <bpel:variable name="output" messageType="tns:WatchMeProcessResponseMessage" ext:id="008"/>
            <bpel:variable name="sessionIDin" messageType="tns:generateSessionIDRequest" ext:id="009"/>
            <bpel:variable name="sessionIDout" messageType="tns:generateSessionIDResponse" ext:id="010"/>
            <bpel:variable name="UserDataCheckPLResponse" messageType="tns:checkUserDataResponse" ext:id="011"/>
            <bpel:variable name="UserDataCheckPLRequest" messageType="tns:checkUserDataRequest" ext:id="012"/>
            <bpel:variable name="UserDataValid" type="xsd:boolean" ext:id="013"/>
        </bpel:variables>
        <!-- ================================================================= -->
        <!-- ORCHESTRATION LOGIC START -->
        <!-- ================================================================= -->
        <bpel:sequence name="main" ext:id="014">
            <bpel:receive name="Receive login request"
                partnerLink="WatchMeProcessPL" portType="tns:WatchMeProcess" operation="process"
                variable="input" createInstance="yes" ext:id="015"/>
            <bpel:assign validate="no" name="Assign" ext:id="016">
                <bpel:copy>
<bpel:from>
  <bpel:literal xml:space="preserve">
    <impl:checkUserData
      xmlns:impl="http://www.compas-ict.eu/watchme"
      xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
      <impl:user></impl:user>
      <impl:passwd></impl:passwd>
    </impl:checkUserData>
  </bpel:literal>
</bpel:from>

<bpel:to variable="UserDataCheckPLRequest" part="parameters">
  <bpel:copy>
    <bpel:from part="payload" variable="input">
      <bpel:query queryLanguage="urn:oasis:names:tc:wsbpel:2.0:sublang:xpath1.0">
        <![CDATA[tns:user]]>
      </bpel:query>
    </bpel:from>
    <bpel:to part="parameters" variable="UserDataCheckPLRequest">
      <bpel:query queryLanguage="urn:oasis:names:tc:wsbpel:2.0:sublang:xpath1.0">
        <![CDATA[tns:user]]>
      </bpel:query>
    </bpel:to>
    <bpel:copy>
      <bpel:from part="payload" variable="input">
        <bpel:query queryLanguage="urn:oasis:names:tc:wsbpel:2.0:sublang:xpath1.0">
          <![CDATA[tns:passwd]]>
        </bpel:query>
      </bpel:from>
      <bpel:to part="parameters" variable="UserDataCheckPLRequest">
        <bpel:query queryLanguage="urn:oasis:names:tc:wsbpel:2.0:sublang:xpath1.0">
          <![CDATA[tns:passwd]]>
        </bpel:query>
      </bpel:to>
    </bpel:copy>
  </bpel:copy>
  <bpel:invoke partnerLink="UserDataCheckPL" operation="checkUserData"
    portType="tns:UserDataCheck" inputVariable="UserDataCheckPLRequest"
    outputVariable="UserDataCheckPLResponse" name="CheckUserData"
    ext:id="017"/>
  <bpel:assign validate="no" name="UserDataValidAssign" ext:id="018">
    <bpel:copy>
      <bpel:from part="parameters" variable="UserDataCheckPLResponse">
        <bpel:query queryLanguage="urn:oasis:names:tc:wsbpel:2.0:sublang:xpath1.0">
          <![CDATA[tns:passwd]]>
        </bpel:query>
      </bpel:from>
    </bpel:copy>
  </bpel:assign>
</bpel:invoke>
<bpel:if name="Is user data valid?" ext:id="019">
  <bpel:condition>
    <![CDATA[$UserDataValid=true()]]>
  </bpel:condition>
  <bpel:sequence ext:id="020">
    <bpel:assign validate="yes" name="generateSessionIdRequest" ext:id="021">
      <bpel:copy>
        <bpel:from>
          <bpel:literal xml:space="preserve">
            <impl:generateSessionID xmlns:impl="http://www.compas-ict.eu/watchme"
            xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
              <impl:generateSessionIDReturn/>
            </impl:generateSessionIDResponse>
          </bpel:literal>
        </bpel:from>
        <bpel:to variable="sessionIDin" part="parameters"/>
      </bpel:copy>
      <bpel:copy>
        <bpel:from>
          <bpel:literal xml:space="preserve">
            xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
              <tns:result/>
            </tns:WatchMeProcessResponse>
          </bpel:literal>
        </bpel:from>
        <bpel:to variable="sessionIDout" part="parameters"/>
      </bpel:copy>
    </bpel:assign>
    <bpel:invoke name="Generate unique session identifier" ext:id="022"/>
  </bpel:sequence>
</bpel:if>

partnerLink="SessionIDGenerationPL" operation="generateSessionID"
portType="tns:SessionIDGeneration" inputVariable="sessionIDin"
outputVariable="sessionIDout" ext:id="022">
</bpel:invoke>
<bpel:assign validate="no" name="Copy unique session identifier to output variable"
ext:id="023">
<bpel:copy>
<bpel:from>
<bpel:literal xml:space="preserve">
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<tns:result/>
</tns:WatchMeProcessResponse>
</bpel:literal>
</bpel:from>
<bpel:to variable="output" part="payload"/>
</bpel:copy>
</bpel:assign>
<bpel:reply name="replyOutput" partnerLink="WatchMeProcessPL" operation="process"
portType="tns:WatchMeProcess" variable="output" ext:id="024"/>

<bpel:else ext:id="025">
<bpel:sequence ext:id="026">
<bpel:assign validate="yes" name="AssignInvalidUserDataToOutput">
<bpel:copy>
<bpel:from>
<bpel:literal xml:space="preserve">
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<tns:result>Invalid user data</tns:result>
</tns:WatchMeProcessResponse>
</bpel:literal>
</bpel:from>
<bpel:to part="payload" variable="output"/>
</bpel:copy>
</bpel:assign>
</bpel:sequence>
</bpel:else ext:id="025"/>
</bpel:sequence>
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