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Executive summary

The project's primary target is a comparative evaluation of existing safety critical computer based systems assessment methodologies in use in the nuclear field among regulators and technical support organizations in EU Member States. 

Framatome ANP provided a reference case study of a hypothetical reactor protection system, including the requirements and functional specification of a limited number of safety functions that were selected by the project partners. The case study comprised a limited part of a complete safety I&C modernization project, based on KWU Konvoi plants. The main task of the case study was to execute and document the design process for a set of selected safety I&C functions. Engineering was performed by using the tools of the TELEPERM XS system platform, which has been qualified for safety I&C applications in NPPs. Due to limited scope, some parts of a real project were not performed. 

The proprietary documentation was made available to the assessor partners, namely IRSN, ISTec and VTT/STUK. Each assessor applied its specific assessment methodology to the reference case study. All three assessment teams followed national regulatory requirements, which are based on the international IEC 60880 guide. Assessments followed basically the same assessment steps that correspond to life cycle phases. 

The comparison study was performed in order to highlight the current practices and methods used in the field by major research and regulatory support organizations. The studies were compared from the methodological, the actually performed assessment steps' and the assessment results' perspectives. The comparison procedure was developed and applied for the following assessment items:

	· Quality assurance and engineering process,
	· Requirements specification,

	· System specification,
	· Detailed design,

	· Source code,
	· Testing,

	· Quantitative reliability analysis. 
	


The comparison exercise highlighted differences that exist among the applied assessment techniques, methodological approaches and depth of assessment findings. However, many similarities, especially in regulatory requirements applied and assessment steps followed were also observed. The assessment’s findings were strongly influenced by the scope and limitations of the study case itself as well as from its nature as being not a real safety software study case.

The project results were in particular useful for the assessment teams that could explicitly compare their approaches and methods on the same study case platform. The work could be considered as a step towards harmonisation of European approaches and requirements in the area of software safety. The assessment results also indicated the need to include modern tool-based engineering processes in the new revision of IEC 60880 standard.

Information exchange between industrial project partner FANP and assessment organizations has increased the knowledge about regulatory approaches, different requirements and assessment practices. 

 List of Abbreviations
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Introduction

The project primary target is a comparative evaluation of existing methodologies in use in the nuclear field among EU regulators and technical support organizations, tackling the problem of assessing safety critical computer based systems. In this project, Framatome ANP, the industrial partner of the consortium, provided a reference case study of a hypothetical reactor protection system. FANP also provided the requirements and functional specification of a limited number of safety functions that were selected by the project partners. The proprietary documentation and tools were made available to the assessor partners, namely IRSN, ISTec, STUK and VTT. 

Each assessor applied the proposed assessment methodology to the safety-critical software provided by FANP as a case study. The comparison study was performed to highlight the current practices and methods used in the field by major research and regulatory support organizations.

The project work plan is structured in six main work-packages.

WP 1. High-level specification of the Benchmark Exercise. The first work-package is devoted to define the boundary conditions of a case study in the nuclear field and to acquire background information on the subject of the benchmark, such as system properties and assessment techniques. A hypothetical reference reactor will be identified and a set of safety functions of a reactor protection system will be also identified to be considered for the design and code generation process. Methods for the independent assessment of safety-critical software will be described by the assessor partners, and a draft common glossary including all the concepts and terms relevant to the project will be defined. The glossary will be updated and completed along the project. 

WP 2. Reference system definition and design. In this work-package, the safety functions related to the reference reactor identified in WP 1 would be completely designed and realized. In particular, starting from requirement specification, the design will be performed by the industrial partner by means of the facilities for computer design support and automated code generation. All the necessary software documentation will then be delivered to the assessor partners to perform an independent assessment of all the software lifecycle development process.

WP 3. Final specification of the assessment methodologies to be compared and design of comparison criteria. The assessor partners, STUK, VTT, ISTec and IRSN, will provide a detailed description of the assessment methodologies they intend to adopt on the basis of the study case previously defined. 

WP 4. Application of the assessment methodologies. In this phase, each independent assessor will apply the proposed assessment methodology to the safety-critical software chosen as case study. The generated code of all safety functions specified and implemented in WP 2 will be delivered to the assessor teams along with all the necessary documentation concerned with the software lifecycle phases, namely background information, requirements specification, functional specification, design, implementation and testing results. Additional tests might be also designed and executed with the support of the case study supplier. Hence each independent assessor will be allowed to work both at the level of process quality assessment and at the level of performance assessment of the final product.

WP 5. Comparison of the assessment methodologies. In the fifth work-package the comparison of the independent assessment techniques will be carried out by JRC-IE on the basis of the results obtained in the previous work-package (WP 4). A final report will summarize the results. Lessons learnt and conclusions will be provided at the end of the work. 

WP 6. Coordination and financial coordination. This work-package is concerned with the scientific coordination of the project, including the production of reports required by the Commission, and the financial coordination, i.e. the collection of financial information from the partners and periodic submission to the Commission in accordance with the contract. The scientific coordination will be performed by JRC-IE, whilst the financial coordination will be carried out by STUK.

1 Description of reference study case and high level specification

This section describes the work performed in WP1 and WP2. In WP1, the high-level specifications and boundary conditions for the study case were developed. The study case must be representative, practically feasible and at the same time reflect a compromise due to availability of proprietary software information. For this last reason, the possibility to select a real case was rejected and an ad hoc study case was developed fulfilling the requirements above. The selected study case included the following specific points:

· The selected reference reactor is a 1400 MW PWR of Konvoi design;

· The subset of 8 MADTEB functions (related to mass, pressure and temperature limitation) were implemented; 

· FANP proprietary TELEPERM XS platform and related tools were used for study case development;

· The study case will be limited to software part only, no hardware design is provided.

WP2 was devoted to the development of the study case, according to the specifications defined in WP1. The following requirements were taken into account in the development of the reference case study:

· The case study was designed using the techniques that are normally used for the production of safety critical software. 

· The case study developer worked totally separated and independent from the assessors. 

· The case study was designed in a way that an independent organization (the assessors in the case study) can effectively inspect it, both from the product and from the process perspectives. 

· The assessors are invited to inspect the development process performed by FRAMATOME ANP that is important for an effective process assessment. 

· Complete documentation of the process and product (cf. appendix) has been provided in such a way that the assessment can be performed both on the process and on the product.
1.1 Scope of the case study

The case study for the Benchmark Exercise on Safety Evaluation of Computer Based Systems comprised a limited part of a complete safety I&C modernization project. The main task of the case study was to execute and document the design process for a set of selected safety I&C functions. Engineering was performed using the tools of the TELEPERM XS system platform, which has been qualified for safety I&C applications in Nuclear Power Plants. The design process included:

· Provision of typical documents to be developed in a safety I&C modernization project

· Specification of the requirements to be met by the system

· Specification of the safety system on the basis of the TELEPERM XS system platform

· Detailed design of the functions

· Verification of the design using the SPACE-engineering tools of TELEPERM XS

· Production of code which is able to run on an existing test system

· Demonstration of operation of the code in the test system

· Validation tests of the software

As a consequence of the limited scope essential parts of a real project were not performed, e. g. 

· Validation of the functional requirements

· Design of interfaces to other systems

· Hardware procurement and manufacture

· Validation of the hardware

· Installation and commissioning activities

1.2 Selected safety I&C functions

As an object of the study the proposal for the Finland 1400 MW PWR plant was selected, which is based on the KWU Konvoi plants. Within the case study for the BE-SECBS projects some limitation functions out of the MADTEB group were realized. The functional requirements were taken from a work report „Detail levels 1 to 3 of the functional requirements to be met by the digital safety I&C“.

The MADTEB was chosen to the following reasons

· The functional scope and the functional complexity are appropriate to demonstrate the “effectiveness” of the assessment methodologies. 

· The function has a relatively simple interface to the process. The main process variables are coolant pressure, RPS inlet temperature and pressurizer level. The main actuators are spray valves, pumps and safety valves of the pressurizer.

The MADTEB functions are part of the reactor limitation system and limit the allowed range of process variables (mainly coolant pressure and pressurizer level) of the primary coolant loop of the reactor. The MADTEB monitor the initial conditions of relevant events, correct the unfavorable status and thereby avoid other safety systems (reactor protection system and/or safety valves of the pressurizer) to actuate. The designed functions comprise

· A33 
Reduction of leakage in case of steam generator tube rupture

· A34
Ensure effectiveness of extra borating system spraying

· C31
Prevent violation of maximum allowable working pressure 

· D01 
Prevent inadvertent opening of 1st pressurizer safety valve

· D02
Prevent response of 2nd and 3rd pressurizer safety valve

· D32
pressurizer overfeed protection

· D33
Prevent loss of coolant via stuck open 1st pressurizer safety valve

· J34
Prevent emptying of pressurizer 

1.3 Requirement Specification

The I&C requirement specification presents the basis for the complete design and for the validation of the system. It is a compilation of the functional description of the selected MADTEB functions, describes the requirements to be met by the safety I&C system and provides information on all input- and output signals to be used. For the purpose of the case study this document is not validated with respect to the process requirements.

1.4 System Specification

The system specification describes, how the safety functions will be realized using the TELEPERM XS system platform. As an appendix typical detailed function diagrams (DFD) were provided, showing principle input- and output configurations, logic of the I&C functions, priority selection, and signal monitoring features. 

1.5 Detail design

The DFD of the system specification were used as in input to the detailed design, which was performed in three steps using the TELEPERM XS engineering tools SPACE.

· One Train Configuration. The logic of the I&C functions and the priority selection was designed as a one-train configuration comprising the complete DFD of one train (redundancy E) and transfer diagrams simulating the signal exchange. (The signals sent to the other trains were directly returned to train E). This specification was used to test the logic of the safety I&C functions and the initiation of output signals by simulation with the SIVAT tool.

· Four Train Configuration. Extension to the redundant architecture was essentially done by deleting the transfer diagrams and copying the DFD of train E to the other three trains. This architecture is suitable to be implemented in a nuclear power plant. It was used to demonstrate the fault tolerance features of the system. The functions of the four train configuration are the object for the safety evaluation by the assessment teams.

· Test System Architecture. As a complete four-train TELEPERM XS hardware is not available for the Benchmark Exercise, the structure was adapted to an existing test system architecture. This third specification was derived from the four-train configuration and used for production of the code to be loaded into the test system.

In all three steps the tools of the SPACE engineering system were applied for software verification comprising

· Syntax checks;

· Checks of completeness and unambiguity of variables;

· Communication bus and computer load calculations.

1.6 Software validation

The functional software tests were performed using the TELEPERM XS simulation tool SIVAT.

The tests were derived from the I&C functions defined in the requirement specification. They were executed by variation of the appropriate input parameters in a selected interval and monitoring the output signals for each computer cycle. 

The functional tests of the software took credit from the results of the type-tests of the system software and the individual Function Blocks, which are presupposed to operate correctly for all allowed values and combinations of the input variables. For the case study of the Benchmark Exercise the implementation of the selected safety functions was validated in the one-train- and in the four-train-configuration to demonstrate correct operation.

2 Description of the assessment methodologies

Three assessment methodologies will be applied to the benchmark study case, namely IRSN methodology, ISTec methodology and STUK/VTT methodology. The main task in WP3 was to develop detailed description of these methodologies assessors intend to adopt on the basis of the study case defined in WP2.

2.1 IRSN methodology

The IRSN evaluation of a safety software methodology consists of the following five major steps:

· Step 1: analysis of the development process and of the associated documentation 

· Step 2: source code analysis,

· Step 3: determination of the critical software components,

· Step 4: development of test cases and choice of testing strategy,

· Step 5: dynamic analysis (consistency and robustness).

In order to ensure an acceptable approach for the tasks to be performed and to provide the analyst with technical elements, special tools have been developed. The graphical illustration of the IRSN methodology is shown in Figure 1.

The assessment carried out by the IRSN does not cover all the equipment, in view of its relative complexity. It is usually decided to limit the analysis to:

· All the documentation associated with the technical specifications,

· A representative subset of functions.

Step 1: Development process and associated documentation analysis

For software, the first step of the evaluation consists in understanding the development process and assess its conformance to the principles and requirements of National regulation (Basic safety rules RFS IV.1.a, IV.2.b et V.2.d) [1] and International standards (IAEA safety guides, IEC 61226, IEC 61513, IEC 60880 [2]).

The national regulation document Basic Safety Rule II.4.1.a contains the subset of principles and requirements applied to Software for Class 1E (class 1) programmed systems and Software for non-1E (class 2 and 3) programmed systems which are necessary to the safety case in the reactor design basis. This rule is official since November 2000 and its acceptable practices are based on IEC 60880 requirements.
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Figure 1: Current IRSN safety assessment practice.

The requirements concerning software for class 1 programmed systems are strong, notably: single failure criterion, electric independence, determinism. The design principle is based on the knowledge of both:

· The sequence of processing executed for each expected situation for the software and;

· The use of resources on the target machine that executes it.

Development process methods and organisation are mainly described in the software quality assurance plan but the overall documentation is submitted to a critical examination to probe how the prescriptions are practically applied and traced in the documents produced along the process.
One crucial part of this examination focuses on the evaluation of the consistency, completeness and correctness of the software specifications towards user requirements and system design requirements.

Step 2: Source code analysis

The source programs of the representative set of functions are analyzed to:

· search for any constructions dangerous for the type of language used:

a. data flow anomalies (definitions and uses of variable values, types of variables, …),

b. arithmetic expressions (divisions by zero, …),

c. non-conformance to the language standard.

· search for an incorrect or over complex structure in the programs:

d. multiple input or output loops,

e. loops with a variable number of iterations,

f. unreachable code,

g. unnecessary code,

· verifying the justification of eventual non-compliances with the provisions of IEC 60880.

The components from which the programming anomalies were detected become so-called sensitive components. The testability and maintainability of these components are in turn evaluated. Some of these components, mainly those containing variable index loops, could be tested during the robustness study of the program, thereby allowing the verification of their behavior under these conditions.

For this analysis, QAC® and McCabe ® tools can be used.

Other tools go beyond what automatic static analysis tools usually do; i.e. giving metrics, showing call graphs and performing some limited rule checking. They can prove that software was free from certain kinds of errors. IRSN uses one of these tools, POLYSPACE VERIFIER® which can systematically detect runtime errors. Polyspace Verifier® is a tool that automatically performs a symbolic execution of a source code in order to detect runtime errors.

Step 3: Determination of critical software components

In preparation for the analysis of a representative subset of the software, IRSN has turned to a study of potential failures adapting for the software a method called Failure Modes and Effects Analysis (FMEA).

This approach consists in evaluating the effects of postulated failures on each function of the software. An important aspect of this adaptation is that it takes into account the effects of multiple potential software failure. 

An index of relative importance can then be established for each function, by taking into account the number and severity of the consequences of the failures, and hence categorize them.

This categorization is part of the basis used to determine the representative set of software functions on which the following steps of the analysis will be performed.

In addition, once the potential failures that could lead to dangerous malfunctions are identified, it is checked that there is no error in the software that could lead to theses failures. This is done by verifying that there exists at least one validation test performed by the manufacturer that would have covered this postulated failure mode.

If these tests are not sufficient for ensuring that the postulated failures cannot occur, these critical functions performed by the components which are called up will be the subject of additional tests made by IRSN as part of the consistency and robustness studies of dynamic analysis.

Dynamic analysis with CLAIRE

In order to perform dynamic analysis, IRSN has developed a set of tools, called Claire simulation tool, which can simulate operation by execution of a binary program without recourse to equipment used on site. The goal is to perform non-intrusive test and observation of the actual binary codes of a multi processor system. These tools, which are supported on a computer, make it possible to:

· compile an environment which reproduces the exchanges between each microprocessor and the circuits (clocks, communication circuits, memory etc.) which are associated with it in each unit of the system installed on site,

· run the binary programs of the units of the system in a simulated environment, that accurately reproduces the functional and temporal characteristics of the processors and I/O circuits used, generating special files which track all dated interactions between the microprocessors and their environments,

· present, in mimic form (time diagrams, curves etc.), the values assumed by the different variables monitored, in order to analyze simulation results.

The environment of the binary program and the microprocessor, which runs it, is simulated by developing special programs, which replace the equipment, called up by these programs. This development is carried out mainly by using a graphical description based on the SADT method.

Local or distributed tests sequences (including fault injection) can be executed very precisely, and non-intrusive observations made through virtual probes.
In a first stage, the normal operating conditions of the system are selected to ensure that the model obtained using the environment developed for this purposes is adequate. In a second stage, the program is run to check the behavior of the system under specific operating situations (degradation of the two-out-of-four voting logic, for instance) provided in the specifications.

The consistency study is used to verify, for the representative sample cited earlier, the output values from these channels (for instance controlling a scram) when the input values are selected by the analyst from the nominal operating range of the system. This study verifies the most significant aspects of the behavior of the binary program that is actually operational on site.

Robustness study is applied to judge the behavior of the programs of the representative set subjected to series of tests. Those tests are defined in advance. They represent abnormal situations for the system or its environment. The series of tests are focused on the critical or sensitive components detected during the previous steps.

This study makes use of the model set out for the consistency study, in order to create a more complete environment, making it possible in particular to reach some internal program states that are representative of the abnormal situation selected.

The results of the simulations obtained using the different series of robustness tests must be analyzed to identify the state of each output variable of the system representative set of functions. This implies ascertaining the values that should be obtained for each test case. Special semantic analyses are carried out through the requirements specification or design requirements specification to calculate the expected values (Oracle).

An analysis of the simulation results is carried out to identify, for system outputs, the consequences of malfunctions introduced and to draw conclusions on the adequacy of system behavior with respect of the missions it must perform.

Development of test cases, choice of testing strategy with GATEL

Recently, IRSN began to work with a new prototype tool GATEL. The purpose of this work is to generate test cases (input/output sequences) covering a specification working together with its environment. These test cases exhaustively cover a given test objective, derived by the assessor from the safety requirements of the system.

The specification, the environment, and the test objectives are described in the Lustre language. It is a synchronous data-flow language, with graphical and textual representations. It differs from other graphical notations by its mathematically sound semantics, which allows an unambiguous formal processing, including for the temporal aspects. Additionally, it is easy to learn for process engineers, and already used in the nuclear (French N4 PWR) and avionics (Airbus) fields. 

Cooperation GATEL/CLAIRE. GATEL produces « abstract tests », corresponding to a functional view of the software, so they must be « concretised » to the binary code level to be run by CLAIRE. This translation, made by CLAIRE requires mainly knowing the environment of the binary codes under test (this information comes from the system design); the actual locations of the relevant variables in the microprocessors address spaces (« map » files); the additional variables, not explicitly used by the current test campaign but required by the binaries (to avoid them being stopped by self tests), e.g.: service information of the blocks carried on transmission lines. 

The schematic view on the use of these two tools is shown in Figure 2.
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Figure 2: Cooperation of GATEL and CLAIRE tools.

2.2 ISTec methodology

In order to verify automatically generated code within a reasonable amount of time, a methodology was developed by ISTec within the framework of a research program from 1994 to 1997. This methodology is based on a tool supported static analysis of the generated code, and is independent from the generation rules of the code generator. The tool is called RETRANS (REverse TRAnsformation of Normed Source code).

The methodology is restricted to the configuration part of software systems, where the configuration part consists of normed source code. Prerequisite for the application of the tool is the existence of a distinct specification data set. These are data tables, which describe distinct specification data set. These are data tables which describe completely the I&C functions, and can be considered as a formal specification of the I&C functions. In the case of TELEPERM XS these tables are produced by the development tool SPACE, in a unique and consistent way, according to a specification, which is produced by process engineers. Also the topology of the I&C system must be known to the SPACE tool. A graphical representation of the specification data set is helpful, but is not necessary for the RETRANS analysis. 

The tool RETRANS [3-5] transforms the normed source code into analysis items. These analysis items should have a correspondent item in the original specification data set and vice-versa (consistency and completeness). In the case of an error-free run RETRANS demonstrates:

· the functional equivalence of the specification data set with the source code

· existence of consistent data in the specification data set 

· existence of consistent data in the generated normed source code

· plausibility check: analysis items comparison between redundancies and highlight of differences

In addition, the RETRANS tool compares the code and data base entries of redundant functional diagrams. Thus, the tool finds errors in the specification like different parameters, deviations in the structure of redundant functional diagrams, violations of naming conventions, etc.

In general ISTec applies a two-phase qualification approach, which comprises a generic plant-independent qualification of hardware and software components and a plant-specific system qualification phase. 

Since 1993, type testing of software components (especially for TELEPERM XS) was applied by ISTec in analogy to the German Safety Standard KTA 3503 “Type Testing of Electrical Modules for the Reactor Protection System”. The object of the type testing of software components is the Qualification and Assessment process of the developed software modules corresponding to the aforementioned phase model. The main task was the demonstration of the compliance of the type tested Software components with their Software Requirements Specification. 

The plant-specific system qualification is performed within the respective licensing process of the individual plant with emphasis on the system architecture, V&V measures, functional tests, and application code analysis. Besides functional testing, the analysis of the application code is a necessary verification step in the whole qualification procedure. It grants the compliance with requirements of generally accepted standards like IEC 60880 for the automatically generated application software. During the plant specific software assessment, it is not necessary to evaluate the type tested software modules again; it has to be verified only that the correct versions of the type tested software modules are used.

The overall assessment ISTec assessment process for the BE-SECBS is shown in Figure 3.
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Figure 3: ISTec V&V activities for BE-SECBS.
2.3 STUK/VTT methodology

The background of the STUK/VTT safety evaluation method is on the Finnish regulatory guide YVL-5.5 [6], which describes the principles for licensing automation systems for nuclear power plants. As a part of licensing process, the licensee must provide for STUK certain material, which demonstrate that the STUKs requirements are met. Thus, the STUK/VTT method is aimed to support the analyses needed in licensing of the programmable automation.

The basic principle of the STUK/VTT methodology is the critical review of the evidence and analyses provided by the system vendor or the power utility applying for the license. In addition to this, certain additional independent analyses can be made by an independent analysis team. The need of these analyses is identified in a case by case manner, and the analyses are made in order to check the analyses made by the vendor, and to get an independent view on the case ant hand. Thus, the STUK/VTT methodology aims at evaluation of the quality of the evidence provided by the vendor. During the licensing process, evidence from several sources is needed.  This evidence deals with either the automation system platform or the application (i.e. the safety function realised on the platform). From another hand, the evidence may concern the design or implementation process or the product (i.e. the automation system itself). 
The STUK/VTT method aims at evaluating the quality of evidence (i.e. evaluation of the target product and its design and implementation process witrh respect to standards, authority requirements etc.). The approach for qualitative analysis is described in section 3. The qualitative analysis may include also formal analyses, suchs as failure mode and effects analysis, static code analyses or test coverage analyses.

Finnish nuclear regulatory guide, YVL-5-5 requires also quantitative reliability analyses. In the STUK/VTT method, the quantitative reliability estimates are produced by using a Bayes network model.

Qualitative analysis. The qualitative analysis of a programmable automation system has the following tasks or phases:

1) Overall analysis of the evidence/material provided 

· familiarisation with the system

· identification of the system, i.e. the identification of the used version of software modules, development tool versions etc.

· identification of the different analyses provided

· comparison of the material to the STUK regulatory guides

· identification of the needs and possibilities for additional independent analyses

· identification of the methods for additional analyses

· identification needs for additional information from the system designer

· identification of the resources needed in the analysis

· identification of the methods 

2)  Analysis of the requirements specification

· familiarisation with the process requirements

· analysis of the coverage of the requirement specification of the application with respect to the process requirement

· analysis of the coverage of the requirement specification with respect to requirements of applicable standards

· traceability analysis of the requirement specifications

· analysis of automation diagrams (e.g. the SPACE-diagrams)

3) Failure mode and effects analysis (FMEA) of safety functions

· analysis of FMEA made by the system designer

· independent FMEA:

h. identification of failure modes on the basis of requirement specification

i. identification of failures/errors in the use of automation modules (e.g. the SPACE functions)

j. identification of items to be tested

4) Analysis of test coverage

· analysis of the tests made by system designer with respect to the process requirement and requirement specifications

· analysis of test case selection

· development of test coverage matrix

· identification of additional test cases, possibly using plant models or simulators

5) Analysis of operating experience

· analysis of error and version histories of both platform and different applications

· analysis of error and version histories of the development tools

6) Analysis of the application code

· analysis using code analysators

7) Analysis of the platform development process

· analysis of quality documents from platform development process

k. V&V reports, third party assessment

· analysis of resources (personnel, education)

· configuration management

· analysis of tools and quality of tools

· accordance with applicable standards

8) Analysis of the application development process

· analysis of quality documents provided by the V&V process life cycle

l. V&V documents, independent assessments

· analysis of resources

· configuration management

· analysis of tools and quality of tools

· accordance with applicable standards

The above tasks base mainly on the information provided by the system designer for the purposes of licensing the system. Based on this information, the analysts make an evaluation how well the safety requirements of the Finnish regulatory guide are met. In addition to this each of the above mentioned items are evaluated and an assessment is made on the degree of the level of quality with respect to each item. This analysis yields a map of safety evidence or safety arguments. 

Quantitative analysis. The results of the above tasks are used in the quantitative reliability analysis. There are no well-established and generally accepted methods for quantitative reliability analysis of programmable systems. However, to make a PSA study, also these systems must be taken into account. From the other hand, it is fully relevant to ask for the probability that a programmable does not perform its task properly when demanded.

The direct estimation of the above mentioned probability on the basis of operating experience is not possible due to several reasons. There is not well-documented and collected operating experience, and it is not clear whether the existing operating experience is relevant for the system under analysis. Further, a part of the evidence is in form of qualitative judgments or “soft” analyses. However, the information developed in different phases during licensing process reflects the reliability of the system, and it should be utilised. One approach to take this information into account is the use of Bayesian networks [7,8]

The quantitative reliability analysis included in the STUK/VTT method is based on the use of Bayesian networks. The main part of the method is the description of the qualitative evidence produced in the tasks described in the previous section as a network of probabilistic statements.  The modeling has the following phases

1. Development of the map of evidence

· identification of pieces of evidence to be included in the model (actually a result of qualitative safety evaluation)

· identification of the relationship between the pieces of evidence by engineering judgement

· identification of the relationship between the evidence and the failure probability of the system

2. Definition the structure of the Bayes network model

· definition of the variables (or the nodes) of the model; i.e. the definition of the variables measuring the degree of quality for evidence analysed in the tasks of the qualitative analysis

· definition of the measurement of rating scales for each variable (usually a discrete or ordinal scale), by using expert judgement

· definition of the probabilistic relationships and dependencies between the variables (e.g. the relationship between coverage of testing and failure probability) by expert judgement

4. Quantification of the model

· quantification of the variable ratings by expert judgement

· quantification of the needed probability distributions by expert judgement (i.e. quantification of the weight of different pieces of evidence)

· propagation of uncertainties through the Bayes network model

5. Interpretation of the results

· sensitivity analyses

· importance analyses and analysis of need for further data or information

3 Assessments comparison study

The main objectives of the assessments comparison study are to provide:

· Generic comparative overview of the methodological approaches and study case assessments performed by 3 partners;

· Technical comparative insights of the methods and tools used;

· Comparative overview of the assessment findings and assessment results.

3.1 Comparison procedure: scope, criteria and limitations

The comparison is based on the following main items: 

· technical basis of different approaches, 

· depth of analysis allowed to perform by the methodologies; 
· availability of various methods and analysis tools used for assessment; 
· assessment phases; 
· assessment results and findings. 
The comparison is performed mainly in a descriptive way, and does not try to establish any (quantitative) rankings or metrics. Comparison matrixes will be used where possible. 
The comparison procedure will not target to

· identify any possible deficiencies in the methodologies;

· decide which methodology is better or worse;

· conclude anything about safety of study case software.

The comparison is based on the assessment reports (Deliverables D4, D5 and D6) and methodology descriptions provided in Deliverable D3. No other source of information is used for the comparison purposes. Due to benchmark study case limitations and other project limitations (e.g. limited time and resources), the comparison process is affected accordingly and is subject to the same limitations and boundary conditions pertinent to D3-D6. In some cases, level of detail given in the assessment reports or methodology descriptions is not enough to use it for the comparison purposes. On the other hand, study case definition by itself limited the assessment procedure and the tools applicable, at the same time limiting the techniques available for comparison.

The comparison of the methodological approaches and assessments studies follows the procedure briefly described above. It is obvious that it is a subject to specific boundary conditions and limitations, created by both limited scope of the study case itself and assessments made. However, in many ways the assessment process performed by the assessors seems to be representative to a real case scenario.

Comparison procedure resulted in a descriptive analysis of the following main items:

· Comparison of the methodological approaches;

· Comparison of the assessment studies;

· Comparison of the assessment results and findings.

The main reason to separate comparison of the methodologies and assessments performed is that due to limited scope of the benchmark study case, assessors were not able to use their methodologies in their full capabilities. Therefore, the comparison of the methodological approaches will highlight the available tools and methods, but not be fully demonstrated in the assessment.

3.2 Comparison of the methodological approaches

All three assessment teams follow national regulatory requirements, which are mainly based on the international IEC 60880 guide [2]. Although based on the same international standard, at the national level, the requirements are slightly different. For example, Finnish regulatory guide YVL-5.5 [6] requires quantitative reliability analysis for the safety critical class 1 computer based systems, while the French and German regulations do not. Also Finnish regulation explicitly requires failure mode and effect analysis (FMEA) to be performed. 

All assessment teams follow basically the same assessment steps that correspond to life cycle phases. The typical assessment steps that could be identified in the assessment studies are the following:

· Analysis of the development process, QA and V&V plans;

· Analysis of the requirements specifications;

· Analysis of the system specifications;

· Analysis of the source code (static and/or dynamic);

· Analysis of testing (test coverage analysis, independent tests).

Differences exist in the approaches to accept software life cycle model that is followed in the assessment studies. IRSN and VTT/STUK approaches usually accept manufacture life cycle model, which must be compliant with IEC 60880. Under german practice, the life cycle model, together with the QA and V&V plans should be approved before the software development process starts. These documents are then not reviewed again during the computer based system licensing process. The same basic criteria of IEC 60880 are used for approval.

In the analysis of the of the software development process, ISTec adopted its assessment procedure to fact, that the benchmark test-case was so called ‘Normed Source Code’ implemented in TXS-technology. This adaptation to the specific situation had positive effects concerning comprehensiveness and depth of the analysis.

Analysis of the software development process, quality assurance, verification and validation plans, requirements and system specifications all three teams usually perform by critical review of documentation and by checking compliance with the regulatory requirements. IRSN also employs Statemate Magnum simulation tool to verify specifications and validation documents and requirements capture techniques, based on natural language analysis. These two methods were not applied to the benchmark study case assessment.

There are more differences in the analysis of the source code. IRSN uses QAC and McCabe to perform code quality analysis and Polyspace Verifier to search for run-time errors. All these tools are generic C code analyzers and can be applied to any software. 

ISTec uses RETRANS tool, which was developed at ISTec and based on C-code general decomposition concept. The tool is linked to Teleperm XS automatically generated code and different analysis tools should be developed for other type of software. VTT/STUK methodology mentions use of code analysators, but none of them was applied in the benchmark study case assessment.

Dynamic source code analysis is performed systematically by IRSN. For this purpose, Claire simulation tool was developed. Claire is also used to perform consistency and robustness studies.

All teams perform analysis of manufacture validation tests and check for the required level of test coverage. For this purpose, IRSN uses Gatel and Claire tools. Gatel is also used to produce additional test cases, which could be executed by Claire. VTT/STUK methodology uses test coverage matrix.

Only VTT/STUK assessment methodology includes quantitative reliability analysis of the computer based systems. It is based on a Bayesian network, which is developed by expert judgment techniques. Software quantitative reliability estimates are required by Finnish regulations. This analysis also provides valuable information to the plant risk model in the probabilistic safety assessment studies.

It is important to stress the necessity for development and improvements in the area of quantitative software reliability modeling and estimation. As the number and complexity of computer based systems used in the operation of the nuclear power plants increases, their potential impact on the plant risk topography also increases. However, only few plant-specific probabilistic risk studies take into account possible failures of the computer based systems. The area of quantitative software reliability is currently an important issue and its importance will continue to grow.

3.3 Comparison of the assessment studies

3.3.1 Regulatory guidance

The assessors followed the following regulatory guides and/or standards:

· IRSN: French regulation (Basic safety rule RFS IV.1.a) and IEC 60880;

· ISTec: IEC 60880; German Safety Standard KTA 3503 (for type testing);

· VTT/STUK: YVL-5.5 as the main standard and IEC60880, IEEE829, IEEE1012 as supplementary standards.

Although slightly different at a national level, the main regulatory guidance is IEC 60880 that is frequently referenced throughout the assessment studies.

3.3.2 Life cycle model

Some differences could be seen in the life cycles that assessors identified from the manufacture documentation. However, these differences are more related to the number of a life cycle phases and their title. Although different in titles, the content of the life cycle phases is nearly the same. The following life cycle is used for the comparison purposes:

· Requirements specification

· System specification

· Detailed Design

· Code generation

· Testing

3.3.3 Assessment of the engineering process

IRSN and VTT/STUK have assessed the FANP engineering process and quality assurance procedures and documents. The type of the assessment was a critical review of the documentation. ISTec assumed the engineering-process to be accepted. Thus ISTec have skipped this assessment item due to specific german practice, as these documents are typically reviewed and accepted or not before the actual software development project starts.

3.3.4 Assessment of the requirements and system specifications

The next assessment items: requirements specification, system specification and detailed design are covered in the assessments by critical review of the documentation. The scope and limitations of the benchmark study case have led to limited analysis of the requirements specifications, as the assessors had no detailed plant specific knowledge. In the assessment of the system specifications and detailed design, ISTec has used SPACE tool to check the graphical diagrams. 

3.3.5 Assessment of the code generation

The assessment of the code generation process and analysis of the source code was done differently by all assessors. The source code was not available to VTT/STUK, as they performed only review of documentation. Other two assessors performed source code analysis.

In the source code analysis, IRSN used two static analysis tools: QAC and Polyspace Verifier. 

QAC is a code quality analysis tool and is designed to identify problems in C source code that arise from language usage that is dangerous, over complex, non-portable, hard to maintain or which simply diverge from local coding guidelines. QAC will warn about many issues that are not reported by compilers or other development tools. The source code of one function diagram alone and the available source code of function blocks were examined by QAC. The results and findings are discussed in the next section.

PolySpace Verifier is designed to detect run-time errors in ANSI C applications at compilation time. Further, this tool does not require execution and modification of the code or test cases to be run. Instead, PolySpace Verifier exactly pinpoints the faulty code section that would cause a run-time error if the application were executed. Polyspace Verifier can detect the following errors: 

	- Out of Bounds Array Index
	- Illegal Dereference of Pointer

	- Uninitialized Pointer
	- Uninitialized Variable

	- Initialized Value Returned
	- Other Correctness Conditions

	- User Assertion Failure
	- Power Must Be Positive

	- Division by Zero
	- Shift Amount Within Bounds

	- Overflow
	- Underflow

	- Underflow or Overflow
	- Arithmetic Exceptions

	- Non Termination of Call
	- Non Termination of Loop

	- Unreachable Code
	- Uncalled Procedure

	- Inspection Point
	


The scope of the examination by Polyspace Verifier was the set of files corresponding to the source code of the 9 function blocks. The results and findings are discussed in the next section.

The source code analysis by ISTec was done by RETRANS tool. This tool was developed at ISTec and takes over the verification of the transformation procedure of the function diagram groups (FDG) code generator and parts of the verification of the specification of the function diagram (FD) and FDG modules. The basic concept of the RETRANS is the reverse transformation of the functions contained in the generated C source codes (FD and FDG modules) into a form, which enables an automatic analysis of the equivalence with the original specification presented in the form of database tables. That means, RETRANS does not rely on the rules of the FDG code generator, rather it relies on the program structure of the FD and FDG modules and on the data model of the SPACE database. The essential objectives and performances of the software analysis tool system RETRANS can be described as follows:

· Automatic comparison of the specification of the application programs stored in a database with the functionality of the automatically generated C source code.

· Hints for the assessor with respect to deviations in redundant channels. 

· Hints concerning inconsistencies in the database.

· Hints concerning inconsistencies in the C source code.

By using RETRANS for the assessment of the code generation step, ISTec was able to analyze the whole code of the benchmark study case. The RETRANS has been used to analyse the source code of the 280 FD’s that are grouped into 15 FDG modules generated from the SPACE database. Most of the functional diagrams consist of 1 to 4 pages. But some of them also consist of up to 17 pages. The results and findings are discussed in the next section.
3.3.6 Assessment of the testing 

The next assessment step: testing was covered by critical review of documentation in the ISTec and VTT/STUK assessments. ISTec took into account the property of the test-case being ‘Normed Code’ with predefined properties. Thus the acceptance of the test-plan could be restricted to the technical functionality of the test case.

IRSN used two own developed tools Claire and Gatel in this assessment step. 

Claire simulation tool can simulate operation by execution of a binary program without recourse to equipment used on site. The goal is to perform non-intrusive test and observation of the actual binary codes of a multi processor system.
GATEL tool generates test cases (input/output sequences) covering a specification working together with its environment. These test cases exhaustively cover a given test objective, derived by the assessor from the safety requirements of the system. GATEL produces « abstract tests », corresponding to a functional view of the software, so they must be « concretised » to the binary code level to be run by CLAIRE. 

IRSN used Claire and Gatel tools to check the FANP validation tests coverage. For this examination, functions A33 and A34 of the requirement specification (including the priority logic for RCL Spraying) were selected as a representative sample. The main reason for this choice is that, considering the functional diagrams given in the requirement specification, function A33 appears to be the most complex. Besides the conflicts between A33 and A34 for RCL Spraying control, allows investigating also the test coverage of the priority logic. The results and findings are discussed in the next section.

Claire is also capable to perform consistency and robustness analysis of the code, but due to unavailability of the study case binary code, this item was skipped in the study.

3.3.7 Quantitative reliability analysis

Only VTT/STUK team performed quantitative reliability analysis of the study case software. The method used was based on Bayesian network, which is built by expert judgment techniques. Quality rating was estimated for the benchmark software and could be used for reliability estimation. 

IRSN and ISTec assessment methodologies are developed for qualitative evaluation of the software and its development process. However, available tools and evaluation techniques could provide valuable information for the Bayesian network, which consequently arrives at quantitative estimate. Among such techniques, source code analysis by QAC, Polyspace Verifier, RETRANS, dynamic simulation by Claire, validation tests analysis by Gatel/Claire are of particular importance.

3.4 Comparison of the assessment results and findings

3.4.1 Quality assurance and engineering process

Both IRSN and VTT/STUK assessments identified a number of deficiencies and non-compliances with national regulatory requirements during review of quality assurance and general engineering process documentation. 

The following points were stressed by IRSN:

· No clearly described independence of validation and verification team from the development team;

· Quality assurance plan does not describe some phases, required by IEC 60880;

· No clear verification procedures or no technical details are given for some development steps;

· SIVAT functional validation by simulation does not comply with the validation required by IEC60880.

ISTec did not assess this item due to different assessment practice, discussed in the previous sections.

VTT/STUK identified the following deficiencies:

· No single preferred life cycle model is presented;

· No rigorous verification and validation procedures are presented;

· SIVAT functional validation by simulation does not comply with the validation required by IEC60880.

It is important to note that a number of deficiencies identified by the assessors were due to limitations of the study case. This especially concerns FANP testing strategy, as all test were performed by simulation tool SIVAT, but not on a realistic system. In the frame of this benchmark, testing on a real system would not justified due to limited resources. 

However, some identified deficiencies, like lack of united life cycle model description or lack of rigorous V&V procedures could be useful to improve the software documentation.

3.4.2 Requirements specification

All assessors have identified a number of open points, which should be answered or explained by the manufacture and that contain a potential of inconsistency or ambiguity. Only internal properties of the requirements were reviewed, as no detailed plant knowledge was available for the assessors.

IRSN has identified in its first review a number of open points regarding 5 MADTEB functions, which were presented to FANP during technical meeting on October, 2002. IRSN noted that some inaccuracies were still left in the updated version of the requirement specifications. Due to the nature of this benchmark exercise, the remarks regarding requirement specifications were not of high importance.

ISTec has combined this assessment item with the next step – system specification. ISTec documented its assessment by a high number of critical remarks and questions to the developer, demonstrating a reasonable depth of analysis. The findings are presented in the next subsection. However, among the findings, a fault in the requirements specification was identified (incorrect operation of AA011 valve).

VTT/STUK identified the following deficiencies:

· Reliability issues (ambiguous number of measurement points in redundant channels, safe states are not specified)

· Ambiguous notations (like, most cases)

· No clear description of the assumptions and limitations compared to a real system.

The results of the assessment indicate the need for independent verification of each development step. As requirements specification did not follow this procedure a fault was identified. The other remarks could be useful to improve the documentation.

3.4.3 System specification

As all previous, this assessment step was also performed by the assessors only by critical review of the documentation.

IRSN assessment of the system specification was split into 3 items: architectural design, system software design and application software design. The middle item due to benchmark study case limitations was not analysed. The analysis of the other two items identified the following remarks:

· Properties and interfaces of the existing hardware and software are not written in a clear and detailed way;

· There is no clear and complete definition of the application software requirements;

· Safety specific items, like self-supervision of the intermediate results are not explicitly required and implemented.

ISTec assessment of the system specification produced a list of questions and problems, dealing with 

· complements, which are introduced in the development step between system specification and process requirements;

· deviations and inconsistencies between system specification and process requirements;

· inconsistencies between the development documentation and prototype function diagrams;

· understanding of the documentation and function diagrams.

The analysis included also review of the requirements specification to the extent necessary to verify system specification. Among the findings of the analysis, a fault in the requirements specification was identified (incorrect operation of AA011 valve). The other open points were mostly related to insufficient documentation, as one of the benchmark study case limitation.

VTT/STUK analysis identified a number of deficiencies in the documentation of this development step:

· No detailed documentation of the output voting logic functioning;

· Not documented nor justified reduction in redundancy of SG activity measurement;

· No documented test plan for the design solutions.

No critical faults were identified. The deficiencies mentioned by the assessors would be useful to improve the development process and document it at the appropriate level.

3.4.4 Detail design

This assessment step was performed by IRSN under the title of system specification (as an application software design assessment). The other two assessors explicitly highlighted assessment of this development step, which mainly deals with the development of function diagrams by SPACE tool, an integral part of Teleperm XS platform software.

ISTec verification of the detail design deals with the functionality of the function diagrams representing the code to be generated and additionally with the consistency, the completeness and unambiguity of the respective documentation. SPACE tool was applied, especially for navigating through the system and tracing the signal paths. The assessment produced a list of questions and problems, dealing with

· Changes, which are made in the development step between the prototype and template Function-Diagrams in the System-Specification and the implementation of the detailed solution for the Function-Diagrams in the Detail-Design.

· Inconsistencies between the development-documents and the really implemented solution for the Function-Diagrams in the Detail-Design.

· Problems concerning insufficiencies and inconsistencies of the Function-Diagrams in the Detail-Design itself.

· Questions and comments concerning the understanding of the documentation and of the Function-Diagrams.

Most of the identified deficiencies were related to the limitations of the benchmark exercise. In addition, some errors in the function diagrams were also identified. As an example, function diagram JEB00CS811 contains inhomogeneous (mixed) usage of flip-flop-types FB356 and FB357 within the DFD JEB00CS811 for the Input of RCP-Speed. It is important to note that this error passed developers verification process, including simulation testing by SIVAT.

VTT/STUK assessment has not included correctness analysis of the SPACE diagrams due to limited resources of the study case. The review of the documentation resulted in the following remarks:

· The design solutions are not documented. 

· The manual verification procedure of the SPACE-diagrams is not documented. 

· The code includes non-documented additions e.g. interface to service monitor. The need for the interface is not documented in the project specific documentation.

Although most of the deficiencies reported are related to limitations of the benchmark exercise, also errors in the function diagrams were found. This indicates that internal manufacture verification process could be improved or insufficient attention was given to the development of this study case.

3.4.5 Source code 

The source code analysis performed by IRSN included a number of static code analysis tools. Besides critical document review, code quality analysis by QAC and run-time errors analysis by Polyspace Verifier were performed for the selected samples of the source code. The following major findings were presented:

· No major flaws were discovered in the analyzed sample of source code.

· The structure of the automatically generated source code is regular and simple regarding the control flow, but the data flow is quite hard to follow “manually” and complicates the task of the static analysis tools. Especially, quite all the internal variables of modules (declared "static" in C) are in fact accessible by all modules through pointers, which allow all kinds of side effects between modules.

· The source code of some FB functions might not be protected enough. Polyspace Verifier issued a few warnings on operations that may in rare or extreme cases lead to overflows depending on the range allowed by the functions that would call these FBs.

· The source code contains some features that either are misleading or depend on compiler implementation.

IRSN points out that in a real software system more detail analysis would be required, especially regarding the last point that would require to analyze the programming rules of the manufacturer and possibly make recommendations on these rules or on their usage.

ISTec source code analysis was performed by RETRANS tool. By using RETRANS for the assessment of the code generation step, ISTec was able to analyze the whole code of the benchmark study case. The analysis results showed that 

· about 6% of the function diagrams are showing deviations;

· for additional 23% of the function diagrams warnings were given.

The investigation and detailed analysis of the warnings, which RETRANS produced for the ICF-Function ICF-A33 (JTE11ET330 and JTF11ET330) identified the following problem:

· In SPACE the sequentialisation of function diagrams is not unique, even if the function diagrams are totally equivalent from topological (i.e. optical) point of view.

This induces in some cases additional effort for the interpretation of the RETRANS-Results, as RETRANS is thoroughly diverse and independent of SPACE and its Code-Generators. The varying sequentialisation of the code that is produced in SPACE does not change the functionality of the respective function-diagrams and thus is of no consequences from a functional point of view.

The reasons for the warnings are found to be either sequentialisation problems or problems concerning variations in parameter-values. The comment was made how to improve the numbering of the parameters extensions.

Apart from this sequentialisation-problem, the RETRANS-Analysis and RETRANS plausibility-check of the I&C-Functions and Priority-Functions showed, that the generated code was correct, as there were 

· no missing or surplus function blocks;

· no deviations between parameter values;

· no missing negations at function-blocks;

· no deviations concerning identifiers of parameters, function blocks and functional diagrams;

· no inconsistencies between the ICF-Functions of the different trains.

Some other deficiencies were reported (e.g. incorrect explanatory text for some signal identifiers) that do not violate correctness of the code, but they have to be avoided within real projects.

VTT/STUK team perform critical review of documentation regarding code generation, compiling and linking. The analysis reports some missing documentation (e.g. about compiler and linker), but no major deficiencies were identified.

Although no major errors were reported, the source code analysis by static analysis tools provided some interesting insights that would be hard to observe manually. In addition, a number of potential problem areas were reported that would require more detail analysis. 

3.4.6 Testing

IRSN assessment of the manufacture testing activities included the use of Gatel and Claire tools to check manufacture testing coverage. A systematic test coverage evaluation has been performed on a sample consisting of one particular I&C function (A33/A34) and its corresponding tests. From this analysis, IRSN concluded that the tests of the “validation campaign” cover a fair percentage of the identified categories. However the following categories corresponding to significant situations are left uncovered:

· Non-obvious starting conditions of the flip flop modules are not covered at all

· The priority of the R input over the S input of the flip flop modules is not covered at all.

· The "Pressurizer level setpoint" module is insufficiently tested. In particular two of the three inputs ("level" and "delta temperature") do not vary during the observation period of any of the tests.

· The influence of the activity of steam generators 2 to 4 on the behaviour of A33 is entirely left untested.

IRSN also notes that IEC60880 requires that validation tests should be performed on a real integrated target system. The FANP testing was performed by simulation tool SIVAT and that does not correspond to the current regulatory requirements.

Another deficiency reported by IRSN is that there is no evidence that the expected output values have been defined before running the tests. This is also a clear violation of IEC60880 requirements.

ISTec assessment of the testing strategy indicated the following observations:

· The amount of testing required for the assessment of this TXS-Code (normed code) is only depending on the functionality of the system under test and independent of coverage measuring.

· The testing strategy performed by the developer within the benchmark test case is in accordance with the properties (normed code) of the test-object.

· As far as the MADTEB-Functions and their interface to a realistic system could be understood within the limitations of effort in the benchmark exercise the amount of testing can be accepted as being comprehensive and sufficient

· In a real project, there will be a need for more effort concerning the understanding of the relevant process engineering topics and problems on basis of which the comprehensiveness of the functional tests can be assessed. A validation of process engineering aspects was not foreseen and not performed within this benchmark-exercise.

VTT/STUK review of the testing documentation indicated the following missing points:

· Overall test strategy for simulation is not presented. By FANP, the simulation goal is 100% ‘functional coverage’. However, the definition of the ‘functional coverage’ has not been presented. The pros and cons (coverage analysis) of the simulation have not also been presented, and e.g. analysis of the validity of the simulation testing from different point of views has not been presented. 

· Test cases are done by engineering judgement, and the correct results are justified by engineering judgement. However, no guidelines or checklists for these procedures have been represented. 

The assessment results of the testing (validation) life cycle phase revealed some differences in the approaches and depth of the analysis. One assessment team concludes that testing coverage is sufficient, while another identifies the missing tests and other non-compliances with the regulatory requirements. From the comparative point of view, these differences could come from the different depth of analysis, tools used for the assessment and different requirements applied. 

3.4.7 Quantitative reliability analysis

Quantitative reliability analysis was performed only by VTT/STUK team. The Bayesian network method was applied. The network consists of the following variables:

· Requirement specification (variable XRS , one random variable)

· Concept design (variable XCD , one random variable)

· Detailed design (variable XDD, one random variable, two attributes modelled as random variables: product correctness, YDD1, quality of production, YDD2)

· Application C-code (variable XAC, three attributes: code generation, YAC1, code correctness, YAC2, quality of SIVAT simulation tests, YAC3)

· Code compilation and linking (variable XCCL, one random variable)

· Platform software (one random variable, XPL)

· Integrated system tests (one random variable, XST)

Quality ratings were determined for each variable by expert judgment technique and then combined into generic quality rating of the whole software system by weighting technique. 

The quality rating estimated was with mean value of 3.9 and variance 0.17. The scale of the rating is 0 to 10, while 0 means minimum and 10 means maximum quality evaluation. A limited sensitivity analysis was performed showing influence of certain parameters.

The reliability of the system was not quantified. The basic idea of the quantification is to use the quality rating of the target system as a reference. Then, subjective probability distributions are given for systems having the given quality rating. Finally, the overall reliability estimate is formed by integrating the subjective reliability distribution over the distribution of the quality rating.

The main information on which the Bayesian network is built is coming from the (limited) qualitative assessment, which is based mostly on critical review of the documentation. No tools or other assessment methods were applied that could enhance the credibility of the quality rating. This shortcoming of the quantitative analysis is the main contributor to its limited applicability. However, the quantitative reliability study could significantly be improved with information that is available from the qualitative analysis performed by IRSN and ISTec teams by using QAC, Polyspace Verifier, Claire, Gatel, Retrans tools.

3.5 Concluding comparison study remarks

This benchmark exercise helped to compare different approaches to software safety assessment in different EU Member States (Finland, France, Germany). The benchmark safety assessment studies performed for the selected study case revealed a number of findings from both methodological and application points of view. However, the findings are strongly influenced by the scope and limitations of the study case itself as well as from its nature as being not a real safety software study case.

Despite these limiting factors, the following relevant findings could be obtained from the comparison study: 

· Regulatory requirements applied in the assessments are all based on the international IEC 60880 standard. However, at the national level, the requirements are slightly different. For example, Finnish regulatory guide YVL-5.5 requires quantitative reliability analysis for the safety critical class 1 computer based systems, while the French and German regulations do not. Also Finnish regulation explicitly requires failure mode and effect analysis (FMEA) to be performed.

· All assessments follow similar assessment steps and content, but are different in their depth of analysis. Another difference exists in the approaches to accept software life cycle model that is followed in the assessment studies. IRSN and VTT/STUK approaches usually accept manufacture life cycle model, which must be compliant with IEC 60880. Under German practice, the life cycle model, together with the QA and V&V plans should be approved before the software development process starts. These documents are then not reviewed again during the computer based system licensing process. The same basic criteria of IEC 60880 are used for the approval.

· Assessment tools (both self-developed or standard ones) could significantly enhance the depth of the assessment and the credibility of the evaluation. 

· The assessment techniques used are able to identify errors, inconsistencies and areas of potential problems in the actual software as well as in its development process. 

· Actual errors in requirements specification and detailed design were identified, which confirms the need for independent as well as internal verification and validation processes to be performed. 

· Quantitative software reliability analysis represents a useful analysis item that could be used in plant-specific PSA studies. The credibility of the reliability estimates could significantly be enhanced by information from the qualitative analysis, performed by various analysis tools as used in the assessment studies by the other project partners (QAC, Polyspace Verifier, Claire, Gatel, Retrans). 
Final conclusions and project results

The project's primary target was a comparative evaluation of existing safety critical computer based systems assessment methodologies in use in the nuclear field among regulators and technical support organisations in EU Member States. Framatome ANP provided a reference case study of a hypothetical reactor protection system, including the requirements and functional specification of a limited number of safety functions that were selected by the project partners. Each assessor applied its specific assessment methodology to the reference case study. The comparison study was performed in order to highlight the current practices and methods used in the field by major research and regulatory support organisations. 

The studies were compared from the methodological, the actually performed assessment steps' and the assessment results' perspectives. The comparison procedure was developed and applied for the following assessment items:

	· Quality assurance and engineering process,
	· Requirements specification,

	· System specification,
	· Detailed design,

	· Source code,
	· Testing,

	· Quantitative reliability analysis. 
	


The comparison exercise highlighted differences that exist among the applied assessment techniques, methodological approaches and depth of assessment findings. However, many similarities, especially in regulatory requirements applied and assessment steps followed were also observed. The assessment’s findings were strongly influenced by the scope and limitations of the study case itself as well as from its nature as being not a real safety software study case.

The comparison study has arrived to the following concluding remarks:

· Regulatory requirements applied in the assessments are all based on IEC 60880 standard. However, at the national level, the requirements are slightly different. For example, Finnish regulatory guide YVL-5.5 requires quantitative reliability analysis for the safety critical class 1 computer based systems, while the French and German regulations do not. Also Finnish regulation explicitly requires failure mode and effect analysis (FMEA) to be performed.

· All assessments follow similar assessment steps and content, but different in depth of the analysis. Another difference exists in the approaches to accept software life cycle model that is followed in the assessment studies. IRSN and VTT/STUK approaches usually accept manufacture life cycle model, which must be compliant with IEC 60880. Under german practice, the life cycle model, together with the QA and V&V plans should be approved before the software development process starts. These documents are then not reviewed again during the computer based system licensing process. The same basic criteria of IEC 60880 are used for the approval.

· Assessment tools (both own developed or standard) could enhance a lot the depth of the assessment and the credibility of the evaluation;

· The assessment techniques used are able to identify errors, inconsistencies and areas of potential problems in the actual software as well as in its development process;

· Actual errors in requirements specification and detailed design were identified, which confirms the need for independent as well as internal verification and validation processes to be performed. 

A special attention should be given quantitative software reliability analysis. Only one team has performed this type of analysis (STUK/VTT). It represents a useful software assessment method whose results could also directly be used in plant-specific PSA studies. The credibility of such reliability estimates could significantly be enhanced by information from qualitative analysis as performed by the various analysis tools used in the assessment studies of the other project partners (QAC, Polyspace Verifier, Claire, Gatel, Retrans). 

The project results were in particular useful for the assessment teams that could explicitly compare their approaches and methods on the same study case platform. The work could be considered as a step towards harmonisation of European approaches and requirements in the area of software safety.

Information exchange between industrial project partner FANP and assessment organizations has led to the following remarks:

· Elucidation of system platform features and engineering methods for safety instrumentation and control systems, including feed back from assessors, 

· Evidence for the need of opening the essential development documents of the safety I&C system platform TELEPERM XS for third-party assessors, who were not involved in the system qualification process,

· Evidence for the need to include modern tool-based engineering processes in the revision of IEC 60880 standard.
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