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1 Introduction

My work during the first year has been basically devoted to learn about the
Human-Robot Interaction (HRI) field –which was new for me– trying to identify
those areas that were more relevant to my project (ARBI), to the research lines
of the host institution, and of course, those which draw my special attention in
some way. One of this areas is the application of cognitive sciences to robotics.
I will next try to explain the reasons that led me to study this area, and the
therefore, to reconsider a different approach to achieve the goals of my research
during this period of my career.

ARBI project

From the ARBI project, I remark the following text which refers to the global
goal of the project: “We also need to provide the robots with other abilities
such as (i) being proactive, (ii) perform understandable actions, (iii) achieve
social acceptance and (iv) learn.” I refer to the first three abilites as follows:

Being proactive, ability to propose tasks (actions) to human partner
based on the understanding of the other’s intentions.

Perform understandable actions, the actions performed by the robot
should be legible for the human partner. In other words, the inten-
tion of the robot while executing a task should be clear.

Achieve social acceptance, the human should feel comfortable with
respect to her robot partner.

In all three cases the common idea behind them is the one of trying to un-
derstand the world from the other’s point of view in order to improve my own
behavior (let’s assume that I am the robot). In the first case, placing myself in
my partner’s position will help me understand what she is doing and why she
is doing so, i.e. it will allow me to understand her goals and intentions. In the
next two cases, observing my own behavior from her point of view will allow
me to evaluate my own performance to determine whether it is understandable
and socially acceptable or not.

Understanding the other’s point of view corresponds to the concept of Per-
spective Taking. Perspective taking (PT) has been widely studied in psychology
and has many senses. I summarize the main concepts and types in next section.
Researchers agree that it is fundamental for enhancing social interaction:

“Effective social interaction depends on perspective-taking. Social
interactions entail responding to the actions of others, whether those
actions are verbal or physical. Anticipating how to behave in social
situations may be promoted by perspective-taking, by considering
the actions of others from their point of view. Speaking to others,
understanding others, and reacting to others all require some com-
prehension of what the world looks like to them. Perspective-taking
is undoubtedly an effective strategy in social situations and might
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occur spontaneously in anticipation of social interaction. Conse-
quently, seeing another person in a scene might prompt thinking
about the world from the others perspective.”

Extracted from Tversky and Hard [25].

“Actions are ambiguous, so people evaluate other peoples beliefs,
goals, and intentions in order to interpret their actions. Ones theory
of mind provides the ability to infer other individuals mental states,
to consider their perspective, and thereby to interpret and predict
their actions.”

Extracted from Wu and Keysar [27].

Therefore, we believed that going deeper into this notion and related topics
was indispensable for achieving the global goal of the project.

Host Institution Research Line

Breazeal [3] defines different types of social robots. Two of them are the follow-
ing:

• social receptive: interactions with people affect the robot’s internal struc-
ture at deeper levels, such as organizing the motor system to perform new
gestures, or associating symbolic labels to incoming perceptions, learning
through demonstration. Cognitive models are usual in these robots.

• sociable: they not only perceive human social cues, but also model people
in social and cognitive terms in order to interact with them. They also
behave proactively, not only to benefit the person (aiding in a task), but
also to benefit itself (learning and improving its own skills).

Currently the host institution works with social receptive robots and is mov-
ing towards sociable robots requiring the inclusion of cognitive skills in the
design of the robots. They are involved in a European Project, the CHRIS1

project: “Cooperative Human Interaction Systems”. The main goal of the
project is:

“Specifically this project addresses the problem of a human and
a robot performing co-operative tasks in a co-located space, [...].
These issues include communication of a shared goal (verbally and
through gesture), perception and understanding of intention (from
dextrous and gross movements), cognition necessary for interaction,
and active and passive compliance.”

1The CHRIS project is funded by the European Commission’s Seventh Framework Pro-
gramme (FP7) under grant agreement number 215805 and runs from 2008-2012.
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The project involves interdisciplinary research areas. One of them is Psychology,
leaded by the Max Planck Institute for Evolutionary Anthropology. Their main
contribution to the project is to provide the basic cognitive building blocks of
initial interactions, those of young children, to understand human cooperative
interaction. Based on the notions coming from psychology, our aim is to find
models that we can integrate in a robotic system to enhance its interaction with
humans partners in collaborative tasks.

During the duration of the ARBI project I have been largely involved in the
CHRIS project, mainly discussing and learning with the Max Planck partners
on cognitive concepts related to theory of mind, perspective taking, altruistic
and cooperative behavior.

2 Cognitive Concepts

Social robots interact with people, people who have mental states defined by
goals, beliefs, desires and intentions. If we aim at designing a robot who is able to
interact with people it is essential that the robot understands others in terms of
mental states [5]. Moreover, robots should also posses mental states and related
cognitive skills in order to interact in the same manner with humans. Therefore,
we believe that implementing robots based on cognitive skills is crucial. In this
section I will review some basic concepts used through the report, while going
through research focused on the design of robots based on cognitive abilities. We
will refer to either humans or robots as agents, making the difference between
them by using the word of “robotic agent” when needed.

2.1 Theory of Mind

In psychology, the ability to attribute to one self and others mental states, i.e.
goals, desires, intentions, beliefs, feelings, etc. is knows as Theory of Mind,
ToM, (also know as mindreading, first introduced by Premack and Woodruff
in [18]). We can find a first attempt to provide a robot with a theory of mind
in the work presented by Scassellati [19]. In his work, he discusses the viability
of applying these notions and presents first steps towards basic cognitive skills
based on visual perception. Breazeal et al.[4] proposes an embodied cognition
approach for mindreading abilities implemented in the Leonardo robot. They
mainly focus on two aspects: perspective taking and false beliefs attribution. I
will come back to these two notions in next sections.

Autism2 is a failure to develop social abilities, language and other com-
munication skills to the usual level, “...causing a disorder in understanding and
coping with the social environment regardless of IQ.” [1]. Baron-Cohen et al. [1]
prove through experimentation that autistic children are not able of attributing
beliefs to others.

A well know test to evaluate if someone is able to attribute beliefs to others,
even if they differ from the self-believes, is the false beliefs task. A classical

2Definition from the Cambridge Dictionary.
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example is the story of two characters, Sally and Anne, who are playing with
a toy. They place the toy in a box and then Sally leaves. In the meantime,
Anne moves the toy to another box. Next, Sally enters the scene again looking
for the toy. The question is: Where should Sally look for it, in the first box or
in the second one? If the ability of false believe has evolved, the right answer
is the first box, because she believes that the toy is where she last saw it. A
very similar task is used in the experiments performed by Baron-Cohen et al.
with autistic children. They show that autistic children are not able to give the
right answer when asked about where the character should look for the object.
In other words, they are aware of the current position of the object and they
attribute this same belief to the character (when in fact, the character has a
wrong belief about the object location). Hence, to some extent, a robotic agent
that is not able to attribute beliefs to other agents could be considered as an
autistic robot who will have difficulties to interact with people.

Hogrefe and Wimmer prove an intermediate level to false belief attribution
in [9]. In their studies they found out that 3-4 year-old children are able to
attribute absence of knowledge (or ignorance) but not false beliefs (which occurs
around 4-5 years old). Thus, in the Anne-Sally story, a 3-year-old child would be
able to indicate that Sally does not know where the toy is now, but at the same
time, she would say that Sally believes that the toy is in the second box. Based
on the results, they suggest that children are not able to represent incompatible
propositions about the true state of affairs (A is true, I belief A is true, she
beliefs A is false), but that they do represent that the other does not share the
representation of the true state of affairs. Hence, knowing that someone does
not know something is an important level to achieve attribution of false beliefs.

Researchers agree that a direct consequence of knowing others’ mental states
is that it allows us to anticipate and predict their behavior.

Baron-Cohen et al. [1]: “The ability to make inferences about what
other people believe to be the case in a given situation allows one
to predict what they will do. This is clearly a crucial component of
social skills”.

Scassellati [19]: “A robotic system that possessed a theory of mind
would allow for social interactions between the robot and the hu-
mans... [A robot] can learn to anticipate the reactions of the ob-
server, and can modify its own behavior accordingly. ”

Let’s go back to the false belief example, but this time a robot will take
part of the scene. By observing Sally’s action, i.e. reaching the first box, and
knowing her beliefs, i.e. the toy is within the box, a robot with cognitive skills
may infer that Sally’s goal is to obtain the toy and thus, predict her behavior:
Sally is reaching the box to get the toy. Based on this inference, the robot
can then help her indicating where the toy really is, either explicitly, through
language, or through gestures by referring to the other box. Gray et al. propose
a model for solving the false belief task in [8, 4].
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2.2 Perspective Taking

There is no clear definition of “Perspective Taking”. As Traversky indicates
“Perspective is one of those extraordinarily useful words that, as a consequence,
has many senses” [26]. However, it seems that there are three main categories
of perspective taking:

• perceptual perspective taking: ability to perceive the environment from
another’s point of view through senses (visual, spatial, auditory).

• conceptual perspective taking: Marvin et. al [15] refer to it as “an infer-
ence about less tangible aspects of another’s internal experience such as
thoughts, desires, attitudes, plans.” This definition could be compared to
the definition of theory of mind, as Baron-Cohen et. al also mention in [1].

• emotional perspective taking or empathy: Perner defines it as “the ability
to predict what a person would feel in certain circumstances” [17].

We will focus on the first type of perspective taking, i.e. perceptual perspective
taking, and more precisely, on visual and spatial perspective taking.

2.2.1 Visual Perspective Taking

Flavell [7] identifies two levels of visual perspective taking. The first one, Level
1, refers to “what the person sees”, while the second one, Level 2, refers to
“how the person sees”. Level 1 deals with the ability of knowing than an ob-
ject might be visible for a subject, but occluded for another one. One of the
applications of this ability is that it allows us to clarify some ambiguous situa-
tions based on the speaker’s visual perception of the environment. Psychological
studies have proven that humans develop this ability at 24-month-old (Moll and
Tomasello, [16]). Suppose a situation where there are two books on a desk, one
is visible for both, speaker and listener, while the other one is occluded to the
speaker by some other bigger object. When the speaker asks for the book to
the listener, the latter should be able to reason about the fact that the speaker
can only refer to one of the books (the visible one from her point of view), since
the other one is occluded.

2.2.2 Spatial Perspective Taking

Spatial perspective taking refers to the the ability to compute qualitative spa-
tial location of objects (or agents) with respect to a frame (eg. the keys on my
left). Based on the frame of reference, the description of an object varies. Hu-
mans mix perspectives frequently during interaction. This is more effective than
maintaining a consistent one, either because the (cognitive) cost of switching
is lower than remaining with the same perspective, or if the cost is about the
same, because the spatial situation may be easily described from one perspec-
tive rather than another [26]. Ambiguities arise when one speaker refers to an
object within a reference system (or changes the reference system, i.e., switches
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perspective) without informing her partner about it. For example, the speaker
could ask for the “keys on the left”. Since no reference system has been given,
the listener would not know where exactly to look. However, asking for “the
keys on your left” gives enough information to the listener to understand where
the speaker is referring to. The reference system has to be defined properly
because the terms of reference (left, right, above,...) may be identical in differ-
ent systems [20]. On the contrary, when using an exact, unambiguous term of
reference to describe a location (eg. “go north”) no ambiguity arises.

Researchers in spatial cognition propose different ways for classifying frames
of references([12, 13]). However, for simplicity, we will use the classification
proposed by Trafton ([22]): egocentric (self-based), addressee centered (other-
based), object centered (object-based), exocentric (world-based) and deictic.
Taking into account spatial perspective taking is essential in human interac-
tion. People refer to objects in the environment not only using their identifiers
(names), but also by positioning them with respect to a frame reference. For
instance, “Can you give me the book on your left?” A robotic system must be
able to compute these type of locations in order to understand which object the
human is talking about even if description is based on a different representation
to the one the internal robot uses to model the environment.

Researchers in robotics have considered these two notions of perspectives
when modeling robotic systems for human interaction. Trafton et al. [24] use
both visual and spatial perspective taking for finding out the referent indicated
by a human partner. In another work [23], they also design a robot that is able
to play hide and seek a child does. The strategy they model in the robot is to
find those places that are not visible for the human partner. Berlin et al. [2, 4]
present their work focused on using visual perspective taking skills for learning
from a human teacher. A teacher classifies objects in a given way. The robot
then learns the classification function based on the teacher’s visual perception
of the world. Johnson and Demiris [10] apply visual perspective taking for
action recognition. In their work, a robot who has complete visual access of the
environment observes another robot with partial access performing a task. The
first robot can recognize the task performed by the second robot because it is
able to reason about its partial perception.

2.3 Shared Attention

Shared attention (or joint attention) occurs when there is an interest in shar-
ing something among the participants. Tomasello and Carpenter indicate that
shared attention takes places not only when two people look at something at the
same time (which corresponds to gaze following), but also when the participants
are aware about the other’s focus of attention on that same thing [21]. Kaplan
and Hafner [11] present a significant survey on joint attention and the underly-
ing skills to achieve shared attention either between a robot and a human, or
between two robots. They claim that for reaching joint attention, there are four
prerequisites:
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• attention detection: tracking the attention of another.

• attention manipulation: influence another’s attention through gestures or
words.

• social coordination: ability to engage in coordinated interaction (e.g. turn-
taking, role-switching) with others.

• intentional understanding: view others as intentional agents (agents with
ToM).

We concentrate on the first two, i.e. attention detection or gaze following and
attention manipulation or focusing attention, where the latter makes use of the
former.

Gaze following consists on observing what our partner is looking at. Scas-
selatti [19] summarizes the four steps children develop to efficiently achieve this
ability based on Butterworth [6]: (i) detecting which side where the observed
person is looking at, i.e. to her left or to her right (6 months-old); (ii)detecting
the first salient object in the observed person line of gaze (9 months-old);
(iii)detecting any salient object in the observed person line of gaze(12 months-
old); and (iv) following gaze on regions outside the current field of view of the
observer (18 months-old). According to Kaplan, focusing attention along with
gestures and words takes place in (iii) and (iv), respectively.

Focusing attention is used to direct someone’s attention to bring that infor-
mation into common ground. To achieve efficient interaction, common ground is
essential so the involved partners are aware of the context where the interaction
is taking place. It is thus another key skill to implement into a robotic system
if we aim at improving human-robot interaction.

3 Research Methodology

Based on the ideas and concepts introduced above, we believe that the appro-
priate approach for achieving the goals and the project is to: first, model and
implement some of the basic skills already mentioned; second, design the algo-
rithms and strategies for combining them at a decisional reasoning level; and
third, evaluate the approach through experimentation. I next describe each
stage of the approach.

3.1 Basic Skills

Within the project, we have identified the following basic skills in terms of
priority for achieving the goals and also, the feasibility for implementing them
in our current cognitive architecture. Next, I will go through them, as well as
indicate the current state of the work.
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3.1.1 Gaze Following and Focusing Attention (towards Shared At-
tention)

First steps towards shared attention have been introduced in a recent thesis at
the host institution [14]. Although gaze following should be modeled based on
the gaze direction of the partner, in our approach we consider the head direction
(using motion capture) instead of actual gaze assuming that the human is look-
ing what it is in front of her. We were forced to adopt this simplification due to
lack of the required equipment to obtain precise gaze information. However, as
mentioned in the preamble, we collaborate within in the CHRIS project, where
one of the partners is actually dealing with gaze following. We hope that we can
use at some point, their equipment to know exactly where the human partner
is looking at.

Focusing attention should be achieved through recognition of at least one
of the following gestures: pointing, placing or showing. We have identified the
prerequisites for implementing the generation of these three gestures, mainly
visibility and “reachability” of the object of the interacting agents.

3.1.2 Perceptual Perspective Taking (visual, spatial and affordances)

Used for referring, this ability allows a robot to better interact with humans
when an ambiguous situations take place, reducing unnecessary flow of infor-
mation (i.e. asking the human which object she refers to exactly). We have
implemented visual perspective level 1 and spatial perspective taking based on
two frames of references (egocentric and addressee-centered).

3.1.3 False Belief task and Ignorance (towards Theory of Mind)

So far we have started developing the models and mechanisms that will allow
the robot to have a theory of mind. We are using an ontology system to store
symbolic information about the world. We also include here the robot’s own
beliefs and its beliefs about the human partner.

3.1.4 Dialog

Finally, using dialog to communicate is fundamental. Researchers have ad-
dressed the problem of understanding natural language long ago. Efficient mod-
els capable of completely understanding a dialog do not exist yet. However, we
believe that a simplification of it combined with alternative communication and
reasoning skills could be enough as a starting point for the work we address
in this project. For this reason, we have designed a dialog system capable of
processing written natural language in two levels:

1. syntactic: analyses the structure of the utterance, and

2. semantic: understand the meaning of the utterance fitting it in one of the
following categories:

8



• giving information, e.g. The bottle is yellow.

• asking information, e.g. Where is the bottle?

• establishing a goal (or task), e.g. Can you clean the table?

• commanding, e.g. Stop!

3.2 Decisional Reasoning

Ambiguity rises in terms of communication and action [27]. In the former case,
humans refer to objects or describe the environment without noticing that the
information provided is ambiguous to her listener. In the latter case, a person
executes an action thinking that is understandable to her partner, though it
might not be the case. In both situations the ambiguity has to be somehow
solved. Either internally, i.e. the perceiver will try to clarify the ambiguity by
herself, or externally, i.e. explicitly asking the partner. We have tackled the
first problem, i.e. ambiguities in communication.

3.3 Experimentation

Validations tests have been performed in order to evaluate the individual skills
separately. Eventually, different combinations of these skills have led us to define
a set of game scenarios. The evaluations have been performed in simulation and
in two alternative robotic platforms at the host institution: HRP-2 and Jido.
The aim was to evaluate the performance of the algorithms implemented and
their accuracy, as well as the improvement of the overall human-interaction.
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