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Summary

Safety-critical systems have become part of our daily life, for example, braking control in cars, controllers in aircrafts, wind turbines and trains, etc. A system failure or malfunction of these systems can cause death, serious injury to people, loss/severe damage to equipment/property, or environmental harm. An increasingly important trend is Mixed Criticality Systems (MCS), which combine safety critical components with components that need a lower level of assurance for failure. With increasing demands from the consumers, services like infotainment that need no certification are also required to be combined with safety critical components.

Design of MCS is becoming increasingly difficult due to adoption of COTS multicore and manycore devices. COTS multicore and manycore device designs are driven by large consumer segments like mobile phones, laptops, etc.; they do not take into account requirements posed by MCS in systems. With increasing demands for connected systems and the emergence of Internet based technologies like cloud computing, IoT, etc. and related technologies like Industry 4.0, autonomous cars, etc., the traditionally isolated MCS systems now have to be combine stringent real-time and reliability requirements with the need for an open-world assumption. As a result, they should not only consider safety but also security. The above trends, combined with closed hardware design, have made the process of certification for MCS difficult, expensive and time consuming.

This white paper outlines the research challenges and problems not solved in DREAMS wrt. MCS. It is a result of road-mapping process done during the DREAMS project with inputs from the project partners and the MCS community. It is meant to act as a guide for MCS research in the next 5–10 years.
1 Introduction

1.1 Motivation and Objectives

One of the key deliverables of the DREAMS Project “White Paper on Mixed Criticality Research and Innovation” is a roadmap for Mixed Criticality Systems (MCS). This white paper is the result of a roadmapping process that took place during the DREAMS project with involvement of project partners and the MCS community. It concisely describes the key research challenges and state-of-the-art in MCS and related application domains. Key challenges to be tackled in coming 5-10 years are described in this document. Moreover, it also gives an overview of problems not solved in the DREAMS project and innovations required to achieve the presented roadmap. The main idea of this white paper is to act like a guide to steer the research efforts by the MCS community.

1.2 Who Should Read this document?

This document is not only designed for specialists in the field of MCS but also those seeking to get a general overview of current research in MCS. We believe that anyone who is interested in key challenges in MCS and some of its application domains like Avionics, Wind-power, Healthcare, etc. in the next 5–10 years will find this document beneficial. We have also included some state-of-the-art for each key challenge to give an overview to the reader about the research current state. We also present some innovations in each key area and domain to give an idea to the reader about what is needed to achieve the presented roadmap.

1.3 Related Documents

A report [Inf] based on a workshop organized by the European Commission in Feb. 2012 identified the main research challenges in MCS design giving many recommendations defining European research priorities in the medium (3–5 years) and long term (5-10 years). It highlighted the developments in multicore technology and its adoption in MCS resulting in benefits for domains such as automotive and aerospace.

1.4 Essential Characteristics and Role in Future

Over the past few years, a trend of integrating components of different criticality levels onto a common hardware platform has evolved in real-time embedded systems. These criticality levels usually express required protection against failure for the corresponding system component to prevent catastrophic consequences; although, they can also include all forms of dependability (availability, integrity, ...). These criticality levels are also know as Development Assurance Level (DAL) in the Avionics domain, or Automotive Safety and Integration Levels (ASIL) in case of Automotive. They need to be followed for certification.

Mixed Criticality Systems (MCS) are embedded systems which have applications of two or more distinct levels of criticality (for example, Low critical and High critical) sharing resources like CPU, memory, communication architecture, etc. MCS have received a lot of attention not only in research
but also in industrial domains like Avionics, Automotive, Healthcare, Windpower, etc. For example, in case of Avionics or Automotive, there are some safety critical application functions like engine control, and many non-safety related functions like infotainment, air-conditioning, etc.

MCS are experiencing a massive paradigm shift to multicore systems as they need more performance and computing resources. Of recent, it has become quite evident that obtaining more performance from single core processors is not possible. Increasing clock frequency is becoming more difficult in embedded systems due to heating problems and energy requirements. Instead of using multiple single core systems, multicore systems have become popular as they can satisfy the required performance and provide reduced size, weight and power consumption (SWAP). But, the market of multicore systems is driven by the consumer market (for example, mobile phones, laptops, etc.), which defines the way these systems are designed. Commercial-of-the-shelf (COTS) multicores are not designed specially with MCS in mind. Hence, there is a need for MCS to adapt to these COTS multicore systems to harness their complete potential.

In addition, the trend of multicore is also evolving into manycore. Manycores are specialized multicores designed for a high degree of parallel processing, containing 10’s or 100’s or 1000’s simpler, independent processor cores. In addition, some multicores have special purpose computing cores (for example for cryptographic algorithms, media processing, etc.) or a field-programmable gate array (FPGA) on the same system on chip (SoC), leading to heterogeneous multicore systems, adding on to the complexity of MCS design. In the past, MCS were mainly concerned by safety and reliability requirements as they were physically isolated and ran on dedicated hardware. But with the advent of Industry 4.0, Cloud Computing and Internet of Things (IoT), it has become important to combine stringent real-time constraints and reliability requirements with the need for an open-world assumption. Users’ increasing expectation for multimedia services is placing strong demands for the same to be available in MCS domains like air, rail and road transport. In the near future almost every consumer electronics device will be connected to an ecosystem for collecting and exchanging data, for example advance driving assistance, autonomous driving, etc.; and to provide services like payment systems, streamed content, etc. Experts estimate that the IoT market will consist of about 30 billion devices by 2020. Future MCS will be connected to cloud and other non-MCS systems, possibly from third-party vendors, where the trust is not very high. These systems are also called Open Distributed Real-time Embedded (ODRE) systems. Such MCS should not only consider safety but also security, esp. because there cannot be safety without security. For example, one of biggest threats faced by autonomous vehicles, an application domain of MCS, is vehicle cyber-security. One of the central challenges in vehicle security is that the various electrical components in a car (known as electronic control units, or ECUs) are connected via an internal network. Thus, if hackers manage to gain access to a vulnerable, peripheral ECU — for instance, a car’s Bluetooth or infotainment system —, from there they may be able to take control of safety critical ECUs, like its brakes or engine, and cause catastrophic consequences.

Certification Authorities (CAs) demand the certification of MCS with strong confidence in the execution time bounds. As a consequence, CAs use conservative assumptions in the worst-case execution time (WCET) analysis which result in more pessimistic WCETs than the ones used by designers. Multicore and manycore systems, and open world assumptions add to the complexity of the MCS design and increase the certification cost, time and risks. Also, closed hardware design is making the certification of MCS more and more difficult. Furthermore, certification guidance from regulation authorities is still preliminary and not complete with respect to multicore systems.

Model-Driven Engineering (MDE) process enables to easily deploy applications onto a platform, and constitutes its interface to system designers and integrators. MDE can raise the level of abstraction in program specification and increase automation in program development in MCS.

These paradigm shift and upcoming trends have an impact on many aspects of MCS design. This
paper details several key challenges that need to be tackled in next five to ten years, in order to improve mixed criticality systems. It is based on the road mapping process that took place during the DREAMS project with inputs from project partners and the MCS community. It is to act like a guide to steer the research efforts by the MCS community.

### 1.5 Related Projects

There are some preliminary set of projects to build upon in the area of safety-critical systems. The objective of Distributed REal-time Architecture for Mixed criticality Systems (DREAMS) project was to develop a cross-domain architecture and design tools for networked complex systems where application subsystems of different criticality, executing on networked multi-core chips, are supported. DREAMS delivers architectural concepts, meta-models, virtualization technologies, model-driven development methods, tools, adaptation/reconfiguration strategies and validation, verification and certification methods for the seamless integration of mixed-criticality to establish security, safety and real-time performance. Some other projects related to DREAMS and MCS are as follows:

- **Artemis CROSS Domain architecture (ACROSS)** project realizes a cross-domain multi-core chip with the service architecture defined in the GENESYS project, including a FPGA-based multi-processor system on a chip implementation of a time-triggered network-on-chip (TT-NoC), tailored middleware components and flexible, embedded tools.

- **Adaptivity and ConTrol Of Resources in embedded Systems (ACTORS)** project addresses the challenging problem of efficient design of embedded systems for complex and demanding high-performance applications. The project approach is to raise the abstraction level of the specifications and computing models, to include resource-constrained design exploration stages and real-time resource adaptation by developing the appropriate models and tools supporting the design from the specification down to the embedded implementation.

- **Automotive, Railway and Avionics Multicore Systems (ARAMIS)** project goal is the improvement of the operational safety of automobiles, trains and airplanes. Timing, determinism, influence on safety, real-time applications and certification are the major fields of research.

- **CErtification of Real-Time Applications desigNed for mixed criticaliTY (CERTAINTY)** project aims to push forward the certification of real-time mixed critical embedded systems, a process currently challenged by the choices made at application design time about reliability and disturbances handling, which deals with the management of interferences between different functions of complex control software over the whole system.

- **Cost-Efficient Methods and Processes for SAfety-Relevant Embedded Systems (CESAR)** project was started to provide improved methods, tools and demands for embedded systems development in domains of Aerospace, Automotive, Automation and Railways. CESAR addresses the entire system engineering life cycle by improving its disciplines and implementing fundamentals for interoperability in a reference technology platform (RTP) as an integrated tool platform.

- **CRitical sYSTem engineering AcceLeration (CRYSTAL)** project project aims at improving the engineering process of embedded systems mainly by defining an Interoperability Specification (IOS) as a common backbone and means of integration among the various tools used in the design, engineering, implementation, testing and verification of embedded systems.
Dynamic Variability in complex Adaptive systems (DiVA) project provides a new tool-supported methodology with an integrated framework for managing dynamic variability in adaptive systems. This is obtained by combining aspect-oriented and model-driven techniques in an innovative way.

Framework for Real-time Embedded Systems based on COntRacts (FRESCOR) project is aimed at developing a framework that integrates advanced flexible scheduling techniques directly into the embedded systems design methodology, covering all the levels involved in the implementation, from the OS primitives, through the middleware, up to the application level.

Multi-cores Partitioning for Trusted Embedded Systems (MultiPARTES) project is aimed at developing tools and solutions for building trusted embedded systems with mixed criticality components on multicore platforms.

Open VEhiculaR SEcurE platform (OVERSEE) project aims to improve efficiency and safety of road transport by developing the OVERSEE platform, which aims to provide a secure, standardized and generic communication and application platform for vehicles.

REduced Certification COsts Using Trusted Multi-core Platforms (RECOMP) project establishes methods, tools and platforms for enabling cost-efficient (re-)certification of safety critical and mixed criticality systems. Applications addressed are automotive, aerospace, industrial control systems, lifts and transportation systems.

Safety Certification of Software-Intensive Systems with Reusable Components (SAFE-CER) project targets increased efficiency and reduced time-to-market by composable safety certification of safety-relevant embedded systems. The industrial domains targeted are within automotive, construction equipment, avionics, and rail.

Scalable and reconfigurable electronics platforms and tools (SCARLETT) project implements the innovations in Distributed Modular Electronics (DME) concept to improve scalability, portability, adaptability, fault tolerance and reconfiguration capabilities in the current Integrated Modular Avionics (IMA1G).

Trusted computing Engineering for Resource constrained Embedded Systems Application (TERESA) project defines, demonstrates and validates an engineering discipline for trust that is adapted to resource constrained embedded systems. Trust is defined as the degree with which security and dependability requirements are met.

Timing Model - TOols, algorithms, languages, methodology, USE cases (TIMMO-2-USE) project addresses a significantly increased automation for more predictable development cycles in order to substantially reduce development risks and time-to-market, and to increase reliability, safety, robustness, and fault tolerance by a much higher degree.

TRustworthy Embedded systems for Secure Cloud Computing Applications (TRESCCA) aims to lay the foundations of a secure and trustable cloud platform by ensuring strong logical and physical security on the edge devices, using both hardware security and virtualization techniques while considering the whole cloud architecture.

VARiability In safety-critical Embedded Systems (VARIES) project aims embedded system developers to maximize the full potential of variability in safety critical embedded systems.
objectives of this project, with respect to safety critical embedded systems, are (1) to enable companies to make informed decisions on variability use in, (2) to provide effective variability architectures and approaches, and (3) to offer consistent, integrated and continuous variability management over the entire product life cycle.

- **VERification-oriented and component-based model Driven Engineering for real-time embedded systems (VERDE)** project aim is developing and industrialising a solution for iterative, incremental development and validation of real-time embedded systems in aerospace, software radio, railway and automotive domain.

- **SW/HW extensions for virtualized heterogeneous multicore platforms (vIrtical)** project aims the vertical and full development of the virtualization concept addressing the specific requirements for effective embedded virtualization. A virtualization-ready SoC platform and the associated programming models are developed, tackling all the system layers: applications, programming model, hypervisor and hardware.

- **Probabilistic real-time control of mixed-criticality multicore and manycore systems (PROXIMA)** project provides industry ready software timing analysis using probabilistic analysis for manycore and multicore critical real-time embedded systems, and will enable cost-effective verification of software timing analysis including worst case execution time.

- **SAFEPOWER** project goal is to enable the development of low power mixed criticality systems through the provision of a reference architecture, platforms and tools to facilitate the development, testing, and validation of these kinds of systems according to the market needs.

- **Embedded Multi-Core systems for Mixed Criticality applications in dynamic and changeable real-time environments (EMC²)** project finds solutions for dynamic adaptability in open systems, provides handling of mixed criticality applications under real-time conditions, scalability and utmost flexibility, full scale deployment and management of integrated tool chains, through the entire life cycle.

- **Design of embedded mixed-criticality control systems under consideration of Extra-functional properties (CONTREX)** project’s main challenge is to guarantee timing, power, temperature, and reliability requirements by controlling (shared) resource usage and access on the execution platform. It has also considered extra-functional constraints right from the beginning, represented extra-functional properties in executable prototypes and included these properties into local and global scheduling and control decisions.


- **Safety And Security By Design For Interconnected Mixed-Critical Cyber-Physical Systems (SAFURE)** project targets the design of cyber-physical systems by implementing a methodology that ensures safety and security “by construction”.

### 1.6 Document Overview

Chapter 2 to 5 represent some of the key domains of application for MCS:
Ch.2 Avionics,
Ch.3 Automotive In-Vehicle Networks,
Ch.4 Windpower, and
Ch.5 Healthcare.

Key research directions in MCS are represented by Chapter 6 to 12:

Ch.6 Real-time Systems and Scheduling,
Ch.7 Architecture,
Ch.8 Security,
Ch.9 Multi-core Chips,
Ch.10 Operating Systems and Hypervisors,
Ch.11 Certification, Safety and Dependability, and
Ch.12 Modeling and Tooling.

Each chapter is divided in three main blocks: Key Research Challenges, Problems not solved in DREAMS and innovations need for the Roadmap to be achieved. State-of-the-art for each of the corresponding challenge is also mentioned.
2 Avionics

2.1 Research Challenges

C.1 Exploitation of multicores in safety critical systems

The avionics domain has been replacing complex, fragile and heavy mechanical circuits by software (electronic) solutions to reduce the inconvenient of the mechanical circuits. An example of such, is the fly-by-wire solutions introduced in the civil market with Airbus A320, replacing the mechanical flight controls by computers based solutions (typically called LRUs). Traditionally each functionality required in an aircraft required one or more LRUs, but an LRU wasn’t used for more than one functionality. This is so called Federated Avionics Architecture approach. However, as the number of required functionalities increases, that is no longer a solution. An aircraft like the Airbus A380 would require more than 100 LRUs (130 approximately) to implement the required functionalities [Iti07]. For that reason the Integrated Modular Avionics (IMA) architecture was introduced [EUR01]. IMA allows to integrate multiple functions in a single LRU with a single core processor, while ensuring the spatial and temporal isolation requirements. With the usage of the IMA for the design of the Airbus A380, the number of LRUs used was limited to approximately 100 [Iti07]. However, new and smaller aircraft will require more computing power to allow further integration or the deployment of more complex functionalities.

To enable these new aircraft designs without increasing the number of LRUs (or maybe even reducing them) multi-core processors are a promising solution. However, while they provide the required performance increase necessary, the interferences between cores [NPB14] hinders their usage in safety critical products, as planes. In order to satisfy the temporal isolation requirements new deterministic platform software solutions [GJLR15] need to be provided, while enabling an efficient exploitation of the multi-core processors. DREAMS addresses this issue by developing a regulation software solution, a distributed run-time WCET controller enhanced with quality of service approaches [KPR14]. The controller enables the concurrent execution of critical and non-critical applications in a multi-core, ensuring critical applications deadlines while maximizing the non-critical applications utilisation of the processor. For that purpose the controller continuously monitor the critical application, and if a situation of danger is observed the non-critical applications are stopped until the finalization of the critical application time window.

State-of-the-art

S.1 The authors of [Fis14] propose a similar approach to the one proposed in DREAMS, however in [Fis14] during the execution of a critical application in one core all the other cores remain unused (or deactivated), so no concurrency is exploited when a critical application is executed. While that solution allows the deployment of critical and non-critical applications in a multi-core, the resources (the cores not used by the critical application) are not fully exploited.

S.2 In [YYP13a] the authors propose a similar system to the DREAMS controller. It uses memory bandwidths controllers exploiting the processor performance counters to control the memory usage of the applications using the system.
C.2 Fault-tolerance on distributed multi-core systems

In order to ensure the reliability of the system stringent development rules as those defined in the avionics standards like the DO-178 [EUR92] for software development or the DO-254 [EUR00] for hardware development. However, a single system can always suffer a hardware or software failure which can put the system (i.e. aircraft) in a critical situation. Among others redundancy solutions have been introduced [HM01] to ensure the safety of the system on systems failure occurrence, like: triple modular redundancy (TMR), triplex redundancy, hybrid TMR arrangement, or triplex voter-comparator. These solutions considered systems with single-core, with multi-core processors new solutions can be envisioned to reconfigure the system while ensuring the system safety. For example, failures in a core of a multi-core doesn’t mean that the system using the faulty core needs to be considered as faulty, if the multi-core contains other cores that can be used to allocate the safety critical functions in the system.

DREAMS addresses fault-tolerance on distributed systems using multicores with a resource management solution capable of detecting core failures at runtime and reconfigure the system [DFG+16]. Core failure detection on a system (multi-core) is performed through a software monitoring service running on each core. On a core failure event, the system local resource manager is notified of the failure and a new schedule computed at design time is activated if possible (i.e. if the system has enough resources, cores, available to run the required functions). Moreover, in a distributed system, the system local resource manager reports its system status to a global resource manager, which can take global reconfiguration actions affecting multiple systems, to ensure that all the required functions (critical functions) are active.

To compute at design time the distributed system schedules in case of core-failure events a reconfiguration strategy and associated tool (GRec) is proposed. Reconfigurations graphs generated by GRec are used to configure the local resource managers and global resource manager to perform the reconfigurations at runtime.

State-of-the-art

S.1 In the SCARLETT project [PBB+12] an approach similar to the one introduced in DREAMS is proposed, the main difference being the resource management services architecture and that the authors in [PBB+12] only consider single-core processors.

S.2 The DIANA project [EJS+10] proposes a solution similar to those in DREAMS and SCARLETT [PBB+12]. While [PBB+12] proposes a centralized controller for the global reconfigurations, in [EJS+10] a decentralized controller is proposed. The approach proposed in DREAMS proposes a centralized controller, but at local level (a multi-core) reconfigurations can be done without being requested by the global resource manager.

2.1.1 Problems Not Solved in DREAMS

D.1 Efficient integration of critical applications in multicores

With the above mentioned deadline-overrun technique, see Section 2.1 C.1, a critical application can be combined with non-critical applications running in parallel in a multi-core. Multiple critical applications can be integrated in the system, the deadline-overrun technique doesn’t address the issue of how critical applications can be executed concurrently.
State-of-the-art

This issue has been addressed in other works:

S.1 The authors in [DFG+14], [MNPGP16, MNN+17], and [TMW+17] propose to decompose critical applications tasks in three phases: the acquisition phase during which the task data is fetched from the main memory into a core local memory, the execution phase during which the task executes using only the local memory and the restitution phase during which task results. A simple, but stringent, constraint is put into schedules using this three phases task model: during the execution of a task acquisition or restitution phase no other cores can be executing other tasks acquisition or restitution phases. When following this approach, tasks (and thus applications) are ensured not to suffer interferences due to the usage of shared resources, as a single acquisition or restitution phase is ensured to use the shared resources at any moment.

S.2 The PROARTIS [CQnV+13] and the PROXIMA [CAA+16] propose an alternative development and design methodology based on probabilistic methods. Thanks to these approach, statistical methods ensuring the safe combination of critical applications in a multi-core could be used. However, to enable the usage of such methods processors developed presenting specific time behavior (random) must be used, making it difficult to apply to COTS\textsuperscript{1} processors.

S.3 Agrawal et al. [AFF+17] propose a scheduling and runtime solution for systems similar to those studied in DREAMS (slot-based triggered-time systems) to allow the concurrent execution of critical tasks in a multi-core. Their solution is based on the definition of a scheduling taking into consideration the memory bandwidth requirements of the tasks executing in the processor. This even allows to assign the remaining bandwidth to non-critical tasks. A specialized runtime ensures that no task (specially non-critical tasks) uses more than the allocated bandwidth, stopping those tasks that have used the allocated bandwidth to avoid interferences not considered during the scheduling phase.

D.2 Application state and fault-tolerance on distributed multi-core systems

The DREAMS fault-tolerance mechanism implementation considers that the reconfigured applications are stateless or that can recover a state in the new configuration without compromising the system during the state recovering. However, state for non-stateless applications is completely lost on a reconfiguration between different nodes\textsuperscript{2}.

State-of-the-art

S.1 Redundancy (e.g., vote systems) solutions [HM01] provide this implicitly, as all the systems are always executing the application.

S.2 While projects as SCARLETT [PBB+12] and DIANA [EJS+10] have addressed the fault-tolerance on distributed systems issue, as in DREAMS they seem to not have addressed the application state.

\textsuperscript{1}Component Off The Shelf

\textsuperscript{2}If a reconfiguration moves an application from a core to another of a core the state is not lost, if both cores share the memory system.
2.2 Innovation for Roadmap

1.1 Peripherals on mixed-critical systems

While the subject of using multicores for safety-critical systems is an ongoing topic, few to none have addressed the usage of peripherals on such systems. For an example, in an aircraft a large number of functions behavior depend on an important number of sensors and external information. This information is typically acquired by the processor using different mechanisms (i.e. other than the memory subsystem) than those studied by the current literature, like specialized interfaces. The usage of these interfaces in multi-core systems introduce new sources of interferences that should be addressed.

1.2 Combination of regulation and control mechanisms

In the current literature a good number of regulation and control mechanisms [GJLR+15] have been introduced, as the deadline-overrun regulation mechanism introduced in DREAMS. Typically, regulation mechanisms address the combination critical applications with non-critical applications on multi-core processors, while control mechanisms address the combination of critical applications executed in parallel. The combination of both approaches could improve the utilization of the system and the performance of the applications running on it.

1.3 Some other points regarding innovation for roadmap with respect to Avionics are:

- Fault-tolerance solutions and redundancy
- Design of safety critical heterogeneous systems (FPGA and specialized circuits)
- HW/SW systems for mixed-critical systems
- Interference quantification for multicores
3 Automotive In-Vehicle Networks

3.1 Research Challenges

C.1 An increasing amount of functionalities, and each of them with increasing processing and/or bandwidth requirements

In the automotive domain, there are an ever-increasing demand for more powerful processing devices, and in-vehicle networks with higher bandwidths. In this chapter, the emphasis will be on the latter aspect.

The initial solutions for in-vehicle networks involved the bus-based communication. Such approaches have a straightforward support for the publisher-subscriber model, and several application specific standards emerged, such as CAN, LIN and FlexRay. The common benefit of all these approaches is the concept of predictable scheduling (e.g. via fixed priorities, time-division-multiple-access, slotted ring etc.). Routing the traffic across different networks can be done by intermediate gateways. However, these approaches have significant limitations, one of the most important ones being that they cannot cope with increasing bandwidth requirements of the automotive domain. Namely, all these approaches have an upper-bound on the transfer data rate (range between 100 kbit and 10 Mbit).

Future automotive systems are envisioned to have a vast number of very sophisticated functionalities, such as advanced driver-assistance systems, new generation of infotainment applications, and autonomous driving features. Implementing such functionalities within one system requires means to accommodate rapidly growing sensor traffic which can easily exceed the capacities of the aforementioned solutions (e.g. high resolution redundant image sensors). At the same time, such systems should also be able to accommodate complex low-latency traffic which is often of safety-critical nature.

State-of-the-art One viable solution to this problem is the switched Ethernet approach. The Ethernet networks are already well known in the domain of computer networks for their efficiency in terms of bandwidth. Their speed, at the present day, scales well with the growing technology demands (100Mbps → 1Gbps → 10Gbps → ...). Another useful Ethernet characteristic is that it has open network capabilities, which is an important requirement for the open-world assumption. Finally, the Ethernet technology is widespread across other areas, such as avionics and industry, so there is already a substantial experience with using these networks, which can significantly accelerate the process of their integration into the automotive domain.

C.2 Ethernet is envisioned as the backbone of the automotive network infrastructure. It is an imperative to employ data transfer strategies which are amenable to real-time analysis

As already explained, CAN, LIN and FlexRay networks cannot be efficiently employed for the entire in-vehicle network of next-generation automotive systems. Nonetheless, they are still very efficient when applied to small sub-networks. Therefore, the most promising approach for the future in-vehicle networks is to have Ethernet as the network backbone, which connects sub-networks
Figure 3.1: Example of in-vehicle network architecture

(CAN, LIN and FlexRay) into a unified system, where each of them presents the communication infrastructure dedicated to one functionality (e.g. powertrain, advanced driver assistance, infotainment). An example of this architecture is illustrated in Figure 3.1.

However, Ethernet was not designed with the real-time aspects in mind, and before it can be efficiently used in real-time systems, it is important to make it amenable to real-time analysis. The Time-Sensitive Networking (TSN) task group [tsn12] was founded with exactly that aim. This group works on a set of standards for time-sensitive traffic. One topic which attracts a lot of attention is the traffic shaping policy within network switches. The most well-known existing approaches are so called standard ethernet which includes static priority non-preemptive policy, and the AVB method, where traffic is, based on its criticality, classified into several categories which conform to different arbitration rules. In addition to that, the TSN group currently investigates several additional traffic shaping policies, such as Time-Aware Shaper, Burst-Limiting Shaper, Peristaltic Shaper, and Urgency-Based Scheduler. Moreover, the TSN group recently standardised the concept of frame preemptions [TSN16], which allows to achieve an ultra-low latency for high criticality frames.

As it is evident from the previous discussion, there are numerous ways and options to configure an Ethernet-based network. However, having more choices can is some cases be misleading, and usually presents an additional overhead when it comes to standards and inter-technology compatibility. Therefore, it is currently an imperative to perform a thorough and in-depth analysis and evaluation of existing techniques for real-time Ethernet, and proceed with the subset of the most promising ones. Additional aspects that need to be investigated are configurations of shapers (where applicable, e.g. AVB), topology selection, traffic classification and priority assignment (where applicable, e.g. standard Ethernet).

State-of-the-art The Ethernet technology has been extensively studied over the past several years. In this section, we will limit the discussion to the approaches related to real-time systems. First, the formal analysis for the Ethernet standard (strict priority non-preemptive) and the AVB shaper was proposed [DTE12]. Then, the worst-case analysis method was proposed for the weighted round-robin arbitration mechanism [TDA+13]. The aforementioned worst-case analysis methods were gradually improved [ATED14, BAEP14, TAES14, TAE15, APB+17]. The worst-case analysis methods were also proposed for the later introduced Time-Aware Shaper and the
Peristaltic Shaper [TED15], as well as for the Burst-Limiting Shaper [TE16c] and the Urgency-Based Scheduler [SS16]. After that, the concept of frame preemptions was also analysed from the real-time perspective [TE16b]. Finally, the software-defined networking (SDN) concept for Ethernet was investigated [TE16a] as well as the gateway strategies for CAN-to-Ethernet networks [TSAE15].

C.3 **Automotive in-vehicle network as a collection of sub-networks connected with the Ethernet backbone**

With the envisioned automotive in-vehicle network architecture, where smaller sub-networks such as CAN, LIN and FlexRay are connected via an Ethernet backbone, one major challenge is to efficiently integrate all these technologies into a unique system. The most evident open question is how to organise the data transfer across different networks and how to configure the interfacing elements, often called gateways.

**State-of-the-art**  As previously mentioned, the gateway strategies for CAN-to-Ethernet gateways have already been investigated [TSAE15], while gateways connecting other network types are likely to be studied in the near future.

C.4 **Safety aspects of in-vehicle networks**

Given that automotive domain falls into the category of real-time systems with numerous safety critical functionalities, it is an imperative to assure a high level of safety. The TSN group has proposed a proactive method towards transient transmission faults, which involves redundant paths. This approach has been standardised under the name 802.1CB - Frame Replication and Elimination for Reliability [TSN17a]. It allows to replicate the traffic within network elements and send it concurrently via redundant paths towards the same destination. It remains to be investigated how efficient this approach is, as well as are there many other techniques which can be used to mitigate the effects of transitional and/or permanent component/link failures. Finally, if it is possible to achieve a graceful degradation property and still meet some requirements when some of the system components experience a failure, remains an open question.

C.5 **Security aspects of in-vehicle networks**

Similar to the safety aspect, the automotive systems require a high degree of security. This aspect becomes more important and emphasised with the open-world assumption, where an extensive interaction of the system itself with the outside world is expected. At the same time, the increasing complexity of automotive systems implies that the same manufacturer cannot produce all functionalities, but instead some of them must be acquired from different suppliers. This raises a question whether all components of the system can be fully trusted, and also infers that the security aspects need to be addressed not only concerning the outside world, but also concerning the functionalities within the system itself. The TSN group proposed an approach based on stream filtering [TSN17b], which allows to prevent a network saturation. It remains to be investigated whether this approach is efficient, as well as are there some other security mechanisms that can also be applied. Finally, can Software-Defined-Networking (SDN) principles be used to enhance the system security is a valid research question.

3.2 **Innovation for Road-map**
I.1 The mix of different sub-networks of different type and purpose into a unique heterogeneous network system

The future automotive in-vehicle network is envisioned to be an heterogeneous system with small sub-networks based on CAN, LIN and FlexRay technology, connected via gateways to an Ethernet network backbone. The network topology and the configuration would be such that low latencies can be guaranteed for the high-critical traffic, and at the same time the best-effort service will be provided for functionalities that have significant bandwidth requirements. The configuration of network elements which represent the interface between different sub-networks (i.e. gateways) should be use-case dependent and heavily optimised for the given traffic, in order to provide the desired behaviour.

I.2 SDN is likely to be used in in-vehicle networks, and it will provide the means to implement safety and security features

The SDN functionality is likely to be used in the next generation of in-vehicle networks. Its concepts and application are well understood in different application domains, so the integration of SDN services into the automotive domain is expected to be relatively quick. Having a centralised monitoring entity offers lots of possibilities and efficient means to implement various safety- and security-related features. Given that enhancing safety and security are among the most important milestones in the development process of the future generation automotive vehicles, it is foreseen that advanced SDN systems are likely to be used to aid in that cause.
4 Wind Power

4.1 Research Challenges

C.1 **Increase system reliability and maintainability**

A modern off-shore wind turbine dependable control-system manages up to three thousand inputs and outputs, several hundreds of functions are distributed over several hundred nodes grouped into eight subsystems interconnected with a field-bus and the distributed software contains several hundred thousand lines of code [PGN\textsuperscript{+}14a, PGN\textsuperscript{+}14b].

The complexity of those systems challenges several dependability properties such as safety, availability, reliability and maintainability. The integration of additional functionalities also leads to an increase in the number of subsystems, connectors and wires increasing the overall cost-size-weight and reducing the overall reliability of the system. For example, based on domain specific field data from other domains it is considered that between 30-60% of electrical failures are attributed to connector problems [PGN\textsuperscript{+}14a, SM99].

Therefore the achievement of the maximum probability that a system provides the specified service until a time, given that the system was operational at the beginning, is hampered by the high number of subsystems and networks. In the same vein, the complexity of such systems affect to the time interval required to repair them after the occurrence of a benign failure due to the high fault-potential amount of subsystems.

**State-of-the-art**

S.1 European research project MultiPARTES [MUL14] aimed to support mixed-criticality integrated architectures based on multicore and partitioning (e.g., hypervisor). This integration can increase system reliability by reducing the number of subsystems and associated wires and connectors [PGN\textsuperscript{+}14a, PGN\textsuperscript{+}14b].

S.2 As the usage of fans for device thermal dissipation is not considered due to poor reliability characteristics, thermal analysis and management becomes relevant for the development of next generation control platforms, in order to support the integration of multiple mixed-criticality functions in multicore devices [PGN\textsuperscript{+}14a, PGN\textsuperscript{+}14b]. CONTREX aims to enable energy efficient and cost aware design through analysis and optimization of real-time, power, temperature and reliability with regard to application demands at different criticality levels [CON14]. SAFEPOWER aims to enable the development of cross-domain mixed-criticality systems with low power, safety and security requirements [SAF17a].

S.3 EMC2 project’s role is to explore the mechanisms for improving reliability on time transfer for industrial applications with a focus on the Smart-Grid market [EMC14].

C.2 **Integrated architectures**

The soaring demand for high performance and enhancing of the number of functionalities executed in today’s embedded systems leads to the trend of moving towards integrated architectures...
System engineers aim at the integration of multiple functionalities with different criticality regarding safety, security and real-time on the same embedded computing platform. These systems are usually referred to as mixed-criticality systems [BBBT11, PGN+14a, PGN+14b].

C.3 **Single-core to multi-core transition**

Single-core processors were used in the last decades and are used nowadays to develop mixed-criticality systems. Partitioned single-core processors were implemented in different domains such as lift, automotive, wind power for developing safety-critical systems. Partitioning is achieved using virtualization solutions such as hypervisors, which allow dividing the processing core into smaller parts (partitions) with local and shared memory and exclusive access to peripherals. However, the needs of the industry advance fast, and the amount of the data required to be transferred gets bigger and bigger. Those requirements limit the applicability of single-core processors such as their available resources are limited and are not scalable. Therefore, faster and more capable processors are required to accomplish the market request.

Multi-core and many-core processors are the natural transitions of single-core processors such as they provide high-performance capabilities that increase due to microarchitecture advances. Those processors provide benefits in terms of lower power consumption, which according to Pollack’s law, it is linearly proportional to the increase in complexity, and lower size-weight-cost. They also provide better scalability, availability, maintainability and reliability.

C.4 **Be able to meet safety, security and real-time**

Mixed-criticality systems allow implementing applications with different criticality levels such as real-time, safety and security into the same system. Therefore, those systems should be able to meet criticality-related constraints such as time independence, spatial independence, diagnosis. For instance, a non-safety partition could access to the memory region of a safety partition and modify the data, or it could affect the temporal behaviour of the safety partition, taking too high a share of the available processor execution time.

In addition to this we should consider that nowadays and in the future: 'there is no safety without security' [Per17].

C.5 **Attest multi-core computing systems**

Multi-core devices are prompt to interference due to resource sharing (memory, peripherals, processor time) and the communication between the elements necessary to achieve the overall goal design (partitions). Those issues challenge the attestation of systems based on a multi-core processor.

IEC 61508 Annex F recommends a set of "Techniques for achieving non-interference between software elements on a single-computer" [IEC10c]. However, those techniques are not at all applicable in multi-core devices, such as one resource can be shared among the elements of the system. Therefore, the need for new or extended measures and diagnosis techniques is identified in this project.

C.6 **Attest product families**

A product line is a range of similar products that are developed by the same company. Individual products in such a product family are similar, but still slightly different. The current state of the art is to attest individual systems, where if safety, security or real-time aspect changes, the entire system should be re-certified. There are, however, attempts to achieve incremental certification...
where only those parts that need recertification are reassessed when a product is enhanced or comes with a new version. This task goes one step beyond incremental certification into modular and product-line certification.

**State-of-the-art**

S.1 In OPENCOSS research project a model based assurance of safety-critical product lines is defined [KHM+16].

C.7 **Integrate model driven engineering**

Model-driven engineering (MDE) focuses on creating and exploiting domain models, representing the knowledge and activities of a particular application domain. MDE can be integrated with safety life cycles (e.g., IEC 61508) in order to increase the development efficiency, cost reduction and reduce the probability of human systematic errors.

**State-of-the-art**

S.1 OPENCOSS research project integrates the goal structuring notation (GSN) MDE to represent safety cases [OPE14].

C.8 **State of the art and next generation SoC**

The number of transistors in the integrated circuits doubles approximately every two years. This observation entails the increase of the capabilities and complexity, which impacts on the development and certification cost of next-generation system-on-chips (SoC). The performance of those systems increases due to microarchitecture advances. The performance is roughly proportional to the square of the increased complexity.

Moreover, reducing the on-chip power consumption has become a key challenge in SoC domain. The continuing trend for ever increasing functionality, performance, and integration within SoCs is leading to designs with power issues (dissipation). These systems require expensive packaging, heat sinks, and a cooling environment, which lead to additional matters related to the availability and maintainability of future developments.

C.9 **Integration of programming paradigms**

Modern off-shore wind turbine dependable control-system manages several hundreds of functions which are distributed over several hundred nodes grouped into different subsystems interconnected with a field-bus and the distributed software that contains several hundred thousand lines of code [PGN+14a, PGN+14b]. Those systems allow to integrate different programming paradigms (e.g., C, C++, HDL) as they enable to integrate processing systems and programmable logic into the same system architecture.

C.10 **Digitalization of the wind turbine**

Digitalization has revolutionized the proprietary infrastructure and the control and management of dependable embedded systems. Patent documents can now be obtained in a digital version. Physical records are being digitalized to ease the access. Furthermore, digitalization enables the remote control of systems such as wind-turbines, monitoring and controlling their behaviour and reacting to any discrepancies detected.
Nevertheless, the digitalization has associated risk factors, such as security. The security threat potential in the digital era needs to shift from securing network perimeters from safeguarding data propagated across systems, devices, and the cloud.

This challenge needs to consider the integration and evolution of IIoT, e.g., QoS communication with cloud infrastructure, cloud computing, delocalization of some real-time and safety partitions, cybersecurity.

4.1.1 Problems Not Solved in DREAMS

D.1 Support real-time, safety and security

The wind turbine system defined in European project DREAMS focuses on safety and real-time. Security was not considered in the case study definition.

D.2 Attest multi-core mixed-criticality systems

Although in DREAMS we develop a set of generic and reusable patterns applicable to hypervisors, COTS multi-core devices and mixed-criticality networks, further solutions could be generated to tackle the remaining issues detected in \( \text{LAO}^{16}, \text{LMB}^{17} \).

D.3 Attest wind turbine product families

In DREAMS we generate a safety argumentation scheme for IEC 61508 compliant system, which aims to decrease the cost and time required for developing and certifying a wind turbine. This scheme defines the safety-related arguments of a wind turbine and the evidences that support those arguments. However, the implementation of the argumentation system has not been validated in an industrial safety project or formal certification assessment.

4.2 Innovation for Road-map

I.1 Product family modular safety argumentation scheme

The attestation of a product family is an expensive and time-consuming process analysed in some research projects (e.g., OPENCOSS). DREAMS research project contributes a generic and reusable modular IEC 61508 compliant safety-argumentation scheme based on a wind turbine product family. Also, this argumentation scheme supports variation points from standards. It supports safety-domain-specific standards such as it is based on IEC 61508, which is the main standard for E/E/PE functional safety, and security and real-time standards such as it was generated to support further domain criteria (e.g., ISO 26262, ISO 13849). In addition, it supports variation points from requirements. The modification of one requirement of one of the components that compose the product line does not affect the overall design as it is defined considering modularity methodology. Modularity enables the subdivision of a system into smaller parts (modules), which can be independently generated and certified.

I.2 Generic and reusable cross-domain mixed-criticality patterns

In this project, we analyse the IEC 61508 safety standard, and we identify some improvements regarding the techniques applicable to partitioned and networked multi-core systems. As the result of that analysis we define, implement and generate a set of generic and reusable patterns to solve remarkable issues of those systems.
I.3 Multicore / Manycore with virtualization for the development of next generation high-computing mixed-criticality solutions for Wind Turbines

Innovation roadmap already described in Sections 2, 3 and 9.

I.4 Wind Turbine digitalization and Industry 4.0

The digitalization of wind-turbines with the integration and evolution of Industrial Internet Of Things (IIoT), opens a new innovation path between the integrated architectures to be deployed in the wind turbine and the external cloud architecture to be deployed integrating technical challenges such as QoS communication with cloud infrastructure, cloud computing, delocalization of some real-time and safety partitions and cybersecurity.
5 Healthcare

5.1 Research Challenges

C.1 Real-Time ECG Monitoring

Prolonged real-time ECG monitoring is needed for improved detection of diseases. Most industrial products, e.g. AliveCor, BodyGuardian, LifeMonitor, NowCardio, and PhysioMem, capture, process and transmit ECG data to a server for offline analysis by specialists. In addition, research on wearable monitoring and arrhythmia diagnosis concentrates on detection capability and focuses on Android and iOS smart apps. Android smartphone is often used to capture, analyze and visualize ECG for alerting the patient wearing the device in real time (but not the doctor).

State-of-the-art Transmission of ECG signals to a remote monitoring center for offline processing by medical personnel has been previously considered, with very limited work on hard and soft real-time communication. In respect to soft real-time, there are limited results on a) ECG data packetization and selection of TCP parameters during network transmission and b) on-the-fly ECG signal analysis and visualization of annotated patient data for real-time monitoring by physicians or clinicians. These aspects, treated in DREAMS, make our research on soft real-time ECG processing innovative.

5.1.1 Problems Not Solved in DREAMS

In DREAMS, we have evaluated real-time performance of ECG analysis for detecting non-fatal arrhythmias and visualization versus non-critical video processing when memory and network bandwidth regulation techniques are in place using both in-hospital (Linux-based), and out-of hospital (smartphone Android-based) scenarios based on a mobile wearable cardiac pulse sensor (ST Bodygateway). Although results are encouraging, the parameter space has not been fully explored in respect to memory, network and CPU bandwidth requirements and limits. Other issues relate to the support of the Bluetooth protocol on open source RTOs for embedded systems, e.g. FreeRTOS. These issues affect system predictability of mixed criticality real-time embedded systems (inside and outside the hospital) supporting on-the-fly ECG analysis and visualization together with other applications (e.g. on a hospital media server), such as video decoding or streaming.

5.2 Innovation for Road-map

Extensions to supporting full diagnosis of different types of arrhythmias, with online monitoring of other important physiological data (heart rate, respiration rate, physical activity level and body position) on-demand in real-time is interesting. This requires additional paths, either from Doctor App to Patient App to program the BGW to send other biometric data (e.g. respiration or accelerometer), or from Cloud server to Patient App to allow patients to monitor their own heart rate in real-time, informing them and physicians to adjust medication, or call emergency services in case of a significant cardiac event.
6 Real-time Systems and Scheduling

6.1 Research Challenges

C.1 Quantifying timing interferences of shared resources in multicore systems

The use of multicore systems is rapidly increasing as execution platforms for real-time embedded systems because of their better performance/energy ratio, reduce infrastructure costs, and ease of management. Also, The field of embedded systems in experiencing a trend towards integrating multiple applications on a single multicore platform. However, the interference in shared resources in multicore platforms like caches, shared buses, memories, etc., poses several problems, and it is yet to see widely adopted commercial solution. It may severely reduce the performance of tasks executed on the cores, and increases the complexity of timing analysis and/or decreases the precision of its results.

The issue of timing analysis on multicore platforms is because of interference delays as a result of conflicting simultaneous access to the shared resources. These issues were not present in single core systems, or not at the same scale. For example, the latency of a memory access in single core depended only on the type of memory being accessed and whether it was cached or not. But in case of multicore, the latency of a memory access also depends on whether the same memory region is being accessed by other cores or not, as multiple simultaneous access may lead to contention; only one request can be served at a time, while others have to wait. The authors in [NPB14], for example, demonstrated that the latency of a single memory store operation can increase by a factor of 25.82 in a Freescale P4080 multicore platform when the number of active cores increases for 1 to 8. Thus the determination of worst-case execution time is complex, and the estimation is much higher than the observed average/best-case. Methods for scheduling tasks and resource access that help in reducing pessimism of WCET analysis are required.

State-of-the-art Many techniques use Time-Division Multiple Access (TDMA) like arbitration mechanism where resource access is provided to tasks in statically assigned time slices. These techniques provide high predictability, but yield poor resource utilization since unused slices are wasted [KHMF13]. For example, Schranzhofer et al. [SPC11] divide the task execution in phases, and tasks are only allowed to access shared resources in certain phase while making sure no other task are simultaneously in resource access phase. Bonal et al. [BCNP12], divide the task execution in sub-tasks and sub-tasks further in execution and communication slices. Shared resources access is only allowed in a communication slice. Some solutions involve using custom hardware like the predictable DRAM controller [VY15]; but it is not commercially viable to implement in hardware for a small market segment corresponding to real-time systems. Thus, restricting use of Commercial Off The Shelf (COTS) multicore platforms. Joint analysis methods like those consider by Chattopadhyay et al. [CKR12] are also popular, but have large computational complexity as they analyze the program flow on all cores considering shared resources. Several approaches, for instance [NPB14], propose resources reallocation based on information derived from monitoring the utilization, e.g. the memory accesses. Agrawal et al. [AFF17] and similar works consider interference sensitive WCET (is-WCET), that computes offline the execution time of applications considering the memory access from applications that can execute in parallel.
C.2 Simultaneous execution of mixed-criticality applications on multicores of a single platform

The trend of multicore system also applies to safety critical domains, like Avionics and Automotive, where applications of several criticality levels execute on a single multicore platform. These criticality levels express the required protection against failure for the corresponding applications and system. For example, in case of Avionics, these criticality levels are also known as Development Assurance Level (DAL), and they are needed to be followed for certification. To execute such mixed criticality applications on a single multicore requires strict temporal and spatial isolation. Achieving this isolation is not that straightforward in multicore systems, esp. because many shared resources are required for performance and cost efficiency. Also, if applications of different criticality levels are allowed to access the shared memory in a random manner, then an application of lower criticality accessing a shared resource can block the access of any high criticality task that is executing in parallel. This can severely affect the response time of the high criticality applications. It is also difficult to quantify the impact on response time because of limited knowledge about the behavior of low criticality applications and some hardware resources like the shared-bus.

State-of-the-art As an initial step, safety-critical single-core avionics applications are ported to a multicore by preserving the original schedule as well as the source code while executing it on only one core. Historically, safety-critical real-time systems have been implemented using a cyclic executive (CE). This approach has been extended for multicore platforms by Burns et al. [BFB15]; the execution is coordinated on all cores so that the frames are released at the same time, and only applications of same criticality are allowed to execute concurrently. In DREAMS, we propose running a high-criticality task in parallel to low-criticality tasks on a multicore platform by using DREAMS resource management services (RMS); the execution of low critical task(s) is suspended on detection of a possible deadline overrun by the DREAMS RMS monitor. We further propose techniques to improve the system usage and performance of the low critical applications by using quality of service management schemes [DFG+16].

C.3 Incremental system extensions

Modern systems constantly need to update and upgrade in order to provide more features and to fix problems with the previous selves. For safety critical systems though, upon an update of a part of the system, the complete system needs to be verified & validated [ENNT15] (or certified) as per safety standards (IEC26262, for instance) in order to guarantee correct operation after deployment. If a system is designed without considering potential future extensions/modifications, the cost and efforts for certification of the system might prevent its deployment for the application. On the contrary, when the potential extensions are envisioned during the design phase of the system, only a number of modified sub-systems and the overall system functioning need to be certified [ENNT15].

To enable future extensions/modifications, the design and scheduling tools need to allow modification in the design without modifying the existing functionality. There exist a number of tool design approaches which intrinsically support such functionality by freezing the existing design and using the left-over resources. However, other approaches might not be as flexible for changes. In other words, the selection of the tool design approach affects the possibility for future extensions.

State-of-the-art The Xoncrete tool in the DREAMS tool-chain supports incremental scheduling by freezing a partition or a set of tasks and utilizing the left-over resources to schedule new tasks.
Similarly, a modification in a partition can be made without affecting the rest of the partitions (thanks to ARINC style partitions). Another approach was proposed by [GAi et al. 200] using compositional scheduling framework, however this approach might lead to potential bandwidth loss as mentioned by Lackorzynski et al. [LWVH12].

Note that, other than the inter- and intra-partition schedule, a re-configuration of other artifacts (e.g. on- and off-chip network schedule, virtual links, ports, modes of operation, etc.) might also be required upon an update. Although other tools in the DREAMS tool-chain do not support incremental development of a system [BDM+17b], but due to the flexible design of DREAMS meta-models and tool-chain such a feature can be added with minor efforts [BDM+17b].

C.4 Safety and Security-aware scheduling

In the past, these real-time systems were mainly concerned by safety and reliability requirements as they were physically isolated and ran on dedicated hardware. But many safety critical systems nowadays are networked or distributed and are moving towards a open-world assumption. For example, the trend of Internet of things (IoT) is coming to automotive systems; passenger comfort and infotainment features continue to progress through the advancement of in-vehicle networks and connectivity of the automotive system with its environment. These systems can no longer be bounded by static system structures but need to take into account components entering and leaving at runtime. The challenge here is not only to consider distributed and networked real-time systems, but also allow dynamic system structures and open world assumptions without compromising safety and reliability requirements of the systems.

In addition, these systems have also become an promising target for active and passive attackers. In the worst case, compromising a few components can bring down the entire system. An important challenge is ensuring the continuous unmaintained real-time operation of the system while guaranteeing safety and reliability requirements.

State-of-the-art In DREAMS project, we developed mechanism for detecting core failure, and provide fault-tolerance via reconfiguration in distributed system by using DREAMS RMS services [DFG+16]. In case of a core failure in multicore systems, critical applications are locally reconfigured in order of priority. Remaining applications that cannot be schedule, are reconfigured on another multicore platform of the distributed system if possible. During the DREAMS project, we developed security mechanisms to ensure the security of systems RMS communication as it handles critical system information and scheduling of tasks in the distributed DREAMS system [GKGP+16] [KGP+16]. Four different security levels are proposed which can be used as per the security requirement of the individual RMS communication channel. The same security mechanisms can also be used by applications that need secure communication.

Until recently security was an afterthought in the design of real-time systems. Most existing real-time systems don’t consider security issues. Some works consider timing inference based security attacks as real-time systems, esp. Time-triggered systems that execute the same schedule, are vulnerable to them due to their inherent predictable nature. Krüger et al. [KVF17] propose an online mechanism to obfuscate the schedule through randomization while ensuring deadlines are met.

It is fairly well understood that the use of shared resources in a platform can lead to information leakage without the need for explicit communication between tasks. Mohan et al. [MYPB14] propose method to prevent information leakage through scheduling constraints and cleaning states
of shared resource, e.g.: flushing caches between runs of applications with different security requirements. These methods consider simplistic threat model and impose large number of constraints. In addition, cleaning up states of shared resources like cache can severely impact performance of the system. Pellizzoni et al. [PPY+15] also present a model for preventing information leakage in hard real-time systems showing how to capture security constraints as relationships between tasks and a new vendor oriented security model for information leakage.

6.1.1 Problems Not Solved in DREAMS

D.1 WCET and Scheduling Interdependence
The cyclic dependency between WCET and scheduling makes it difficult to define a feasible schedule.

State-of-the-art Groesbrink et al. [GAdSP14] propose single-Core equivalent virtual machines to make WCET independent of scheduling. [RNH+16] proposes co-estimation of WCET and schedule by modeling cache behavior, and accounting it in the schedule.

D.2 Running critical applications simultaneously in multicore systems
In DREAMS it is possible to run low criticality applications simultaneously with a high criticality application on a multicore by using deadline-overrun methods. DREAMS RMS suspended the execution of low critical task(s) on detection of a possible deadline overrun by the monitors. But, it is not possible to run two high criticality applications simultaneously in DREAMS. Efficient integration of critical applications in multicores is detailed in 2.1.1.

D.3 Fault-tolerance while maintaining application states
In DREAMS applications are assumed to be state-less or can recover their execution state at time of reconfiguration on their own without compromising the system during the time of state recovery. This is explained in depth in is detailed in 2.1.1.

D.4 Multi-mode Support for Networks
DREAMS considers a single network mode which combines all possible network schedules.

State-of-the-art Different modes/configurations of network schedule can provide more flexibility upon resource failure. Multi-mode support is present in Time Triggered Protocol hardware by defining two mode types: Immediate and Deferred [KNH+97]. Heilmann et al. [HSF16] propose to integrate all messages from all modes in a single schedule is to overlap the scheduled transmission intervals of messages belonging to distinct modes. Since only one mode can be active at any point in time, the risk of collision between messages with overlapping transmission intervals is avoided.

6.2 Innovation for Road-map

I.1 Dynamic system structure and open-world assumption
Real-time systems should consider system components that can be added or removed at run-time. Up till now, real-time systems consider closed world assumption and only execute in their isolated
island. But with emergence of IOT technologies and cloud computing, real-time systems need to have a open-world assumptions. Also, Many projects have consider dynamic system structure and open-world assumption, but none of them address stringent real-time requirements and reliability properties in such systems.

1.2 Understanding constraints imposed by safety criticalities in multicores
To execute safety critical applications on a multicore requires strict temporal and spatial isolation. Achieving this isolation is not that straight forward, esp. because many shared resources are required for performance and cost efficiency. A better understanding of safety criticalities in multicores is required.

1.3 Identify/define security and safety constraints needed
We need to identify what constitutes a potential threat to safety and security in real-time systems. An important questions that arise with respect to safety criticality systems is that if we can still considered criticality levels just for safety or whether we should also include security in criticality levels. If security criticalities are considered, then how should they be addressed, and what differentiates them from safety criticalities? For example, a high critical application may only need integrity, authenticity and access control for communication, but a low criticality application may need confidentiality in addition as it communicates sensitive information.

1.4 Mixed criticality systems on current Hardware, especially in COTS platform
Design special hardware for small market segment corresponding to real-time systems is not a commercially viable option. Hence, the focus should be on developing methods to use COTS platforms for mixed criticality systems. Hardware architectures like Xilinx Zynq that combine existing processor with FPGA on a single SoC may provide a cost effective solution for adding specialized hardware architecture to certain resource for give real-time guarantees.
7 Architectures

7.1 Research Challenges

C.1 Open world assumption in combination with large scale, real-time and dependability requirements

In recent years the field of embedded systems has evolved towards novel application areas that combine stringent real-time constraints, reliability requirements and the need for an open-world assumption. These systems are also called Open Distributed Real-time Embedded (ODRE) systems [Yu09]. System architectures need to cope with dynamic system structures, where components enter and leave at run-time, interact among each other in variable setups and realize different global application services. Examples are Ambient Assisted Living (AAL) systems for elderly care [AGRS06], networked medical devices and health management systems [AGRS06], applications for electrical power distribution [SWG+08] and command/control systems [Gri06, PM99]. These systems are based on an open-world assumption where new components are integrated at run-time in order to dynamically realize emerging global services. At the same time, reliable operation and support for stringent real-time requirements are essential to support closed-loop control and guaranteed response times. For example, physicians need to dynamically integrate medical devices into an in-home AAL system for emergency treatment, while ensuring predictable response times and reliable interaction with in-home devices (e.g., medical sensors) and remote sites (e.g., hospital).

State-of-the-art. Architectures for large-scale open systems were addressed in the scope of System-of-System (SoS) and Internet-of-Thing (IoT) initiatives (e.g., CASAGRAS, ebbits, IoT@Work, IoT-I, IoT-A). These initiatives resulted in models, protocols and processes for semantically integrating the IoT into mainstream enterprise systems and support interoperable real-world, on-line end-to-end business applications.

However, reliability and real-time capability are today not addressed in these existing architecture. An open research challenge is the development of a distributed embedded system architecture for constantly evolving and dynamic SoS with support for verifiable real-time and reliability properties. The system architecture needs to support reliable closed loop control with stringent real-time requirements for applications.

C.2 Modeling and management of intended and undesirable emerging services

Components interact in embedded systems in order to realize emergent services (e.g., optimal and dependable energy distribution in smartgrids) that cannot be provided by any of the components in isolation [KHF+15]. However, systems can also exhibit unintended emergence that results from the interactions of the components. An example is an energy-grid blackout which due to feedback-loops between producers and consumers.

Two types of emergence can be distinguished, namely weak emergence and strong emergence [Cha06]. A system-level phenomenon is strongly emergent with respect to its components, when the system-level phenomenon is not deducible from the low-level component behaviors. In case of weak
emergence, the system-level phenomenon arises from the component behaviors although the system-level behavior is unexpected given the principles at the component level.

Understanding, predicting and managing desirable and undesirable behaviors is an important research challenge. Research objectives include analytical methods for predicting weak emergence, monitoring services for recognizing weak/strong emergence and simulation models for predicting emergent behaviors in real-world systems. In addition, mechanisms for managing emergent behaviors are required in order to facilitate desired emergence and avoid detrimental ones.

**State-of-the-art.** Emergence has been extensively studied in different research disciplines [Cha06, BH08]. The study of emergence in the context of cyberphysical systems has also become a major focus in the area of cyberphysical systems-of-systems [Bon16]. However, the state-of-the-art does not provide methods for predicting and managing intended and undesired emergence in cyberphysical systems.

C.3 Diagnostic services for decreasing required redundancy and associated cost in safety-critical fail-operational systems

In safety-critical applications, an embedded computer system has to provide its services with a dependability that is better than the dependability of any of its constituent components. Considering the failure-rate data of available electronic components, the required level of dependability can only be achieved if the system supports fault tolerance. An important step in fault treatment is diagnosis, which determines the causes of failures in terms of localisation and nature. Using a root-cause analysis, anomalous behaviors and states are traced back to the originating fault. A component can fail because of a design fault in software or hardware, a transient or permanent physical hardware fault or an operator mistake. From a phenomenological point of view, the distinction between these faults is not simple. For example, transient hardware faults may have the same manifestation as the sporadic activation of a design fault.

Active diagnosis exploits this diagnostic information at run-time for fault isolation and online error recovery. For example, possible reactions to permanent faults include the entering of degraded service modes and the migration to another suitable resource (e.g., another processing element for computations, another physical channel for a message). A research challenge is the development of safety-critical systems with convincing safety arguments based on active diagnosis, while minimizing the addition of redundancy to the system for fault tolerance. For example, reconfiguration triggered by active diagnosis promises to reduced cost compared to Triple Modular Redundancy (TMR).

**State-of-the-art.** The state-of-the-art offers a wide variety of methods for diagnosis including model-based diagnosis (e.g., [Con11, PLt00, Ise06]), rule-based inference methods [Rei87] and probabilistic diagnosis methods (e.g., [Mil87]). To deal with incomplete knowledge of systems, machine learning approaches for diagnosis were developed such as neural networks [Elh11], RBF networks [Fri94], genetic algorithms [PTH90], neuro-fuzzy methods [DHR93] and pattern matching and clustering [KSM08]. Another important class of diagnosis methods is based on fault trees [KM03], including parameterized fault trees [BFGP03], fuzzy set partitioning with fault trees and decision tree classifiers [Cer10]. An example of active diagnosis is the classical PMC model [PMC67], which was extended to deal with transient faults and distributed analysis [BDM93]. Online diagnosis algorithms for runtime isolation and recovery were introduced
by [WLS97]. A sequential approach dealing with multiple faults in dynamically changing systems is described in [ORM], where the D-matrix [SB07] addresses incomplete or imprecise information. Fault-Detection, Fault-Isolation and Recovery (FDI) using Bayesian inference and dynamic decision networks with parameterized fault trees, was used for an on-board architecture for active diagnosis [PCR11]. Another approach for active online diagnosis [JKT08] uses residuals which are generated by parameter estimation, taking into account the parametric perturbations in a non-linear model. Another online fault diagnosis approach for non-linear systems uses Kalman filters with a set of samples to approximate the current belief state and keeps the distribution up-to-date with new observations [HD03].

7.1.1 Problems Not Solved in DREAMS

D.1 DREAMS addressed hierarchical multi-cluster systems, but not systems-of-systems with an open-world assumption. DREAMS supports end-to-end channels over hierarchical, heterogeneous and mixed-criticality networks. DREAMS introduces gateways for a system perspective of mixed-criticality applications combining the chip-level and cluster-level. On the one hand, DREAMS supports uniform communication between heterogeneous and mixed-criticality networks. Gateway services enable this horizontal integration at the cluster-level across different off-chip communication networks with different protocols (e.g., TTEthernet, EtherCAT, etc.), different reliabilities (e.g., fault-tolerant networks with media redundancy and active star couplers, low-cost fieldbus networks). In addition, gateway services between NoCs and off-chip networks enable vertical integration through the seamless communication in hierarchical networks respecting mixed-criticality safety requirements.

However, DREAMS has not addressed systems with an open-world assumption, where components enter and leave at run-time, interact among each other in variable setups and realize different global application services.

D.2 Anticipated intended and undesirable emerging services are considered, but not unanticipated ones.

DREAMS considers anticipated intended and undesirable emerging services as part of the development methods and the design space exploration. The development tools of DREAMS deal with emerging timing and safety properties in networked multi-core chips as well as mixed-criticality product lines. The DREAMS simulation environment allows fault injection and timing evaluations of networked multi-core chips by co-simulating the software execution environment, the NoCs and the off-chip networks. However, the prediction and management of unanticipated emerging services was out of the scope of the DREAMS project.

D.3 DREAMS provides specific fault recovery techniques, but no systematic and complete solution for diagnostic services based on different failure assumptions in order to decrease cost in fail-operational systems. DREAMS has introduced hierarchical resource management services, which can be used for fault recovery and increased reliability by means of adaptation. DREAMS provides an effective baseline for active diagnosis in fail-operational mixed-criticality systems, but further research on a systematic and complete solution for diagnostic services based on different failure assumptions is required.

Research questions are predictable and assured methods for identifying faults based on observed failures and anomalous behaviors are required. Different types of faults including software faults,
transient and permanent hardware faults, faulty inputs and imprecise specifications must be covered, while achieving a guaranteed diagnostic coverage.

7.2 Innovation for Road-map

1.1 Coordination services for concurrent, distributed and incremental scheduling and resource allocation. One expected innovation are incremental, distributed and concurrent resource-allocation algorithms for cyberphysical systems. The search for a feasible schedule must be computed incrementally upon the introduction of new applications. The distributed computation of the schedule using the different constituent systems considers the lack of global knowledge and control, while also reducing the overall scheduling time. Concurrent scheduling activities are supported to deal with the uncoordinated and possibly simultaneous introduction of multiple applications.

1.2 Integration of semantic techniques and machine learning into embedded system architectures. The dynamic composition of components in new setups, which were not analyzed and planned at development time requires methods for knowledge management in order to ensure the semantic compatibility of the integrated components. At the same time, systems should minimize the manual development and configuration efforts by employing machine learning as a basis for self-organization, self-configuration, self-optimization, self-healing, self-protection, self-explaining, and context awareness.

1.3 Diagnostic services combining real-time guarantees, assured detection coverage and expressive power. Active diagnosis can only avoid the replication of components in fail-operational safety-critical systems, if guarantees with respect to detection coverage and diagnostic latencies are available. At the same time, the expressive power of the diagnostic models must be sufficient to support a wide range of faults including software faults, hardware faults and interaction faults.
8 Security

8.1 Research Challenges

C.1 Linkage of safety and security

Security is becoming a major subject in MCSs, as there is no safety without security. Security vulnerabilities directly affect the safety and dependability of the system. The relationship between security, safety and dependability is analyzed in [ALRL04]. There are several examples showing the importance of security in safety critical systems. In an aircraft, the access to the flight control system may be possible through its entertainment system [Eva15]. [KCR+10] showed the possibility to manipulate components of the car, e.g., the radio, the instrument panel cluster (speedometer, etc.), the engine and the brakes. In [CMK+11], software of a car was manipulated and then they accessed the car remotely. [MV15] showed a remote attack against a car without modifying its software. Only with the remote access, they were able to send messages on the CAN and affect physical systems. Similar to safety requirements, security requirements have to be considered already during the design phase of a system. Trying to integrate security services after the design of a system will not lead to a secure system.

State-of-the-art There are guidelines and best practices for different industrial branches, such as automotive or power supply, e.g., for smart grids. [Nat16] describes cybersecurity best practices for modern vehicles. Guidelines for smart grid cybersecurity are described in [PB14].

C.2 Integrating MCS in an open-world scenario

The integration of MCSs in an open-world scenario (Section 7) raises new security challenges for MCSs. In this scenario, a MCS will be connected to other (non-MCS) systems. This includes the connection to the cloud, or application fields such as Industry 4.0 / Intelligent Manufacturing / Smart Factory. These systems may influence the MCS somehow. Therefore, the MCS has to be protected from malfunctions of the open world system, or from attacks from the open world against the MCS. The continuous working of the MCS has to be guaranteed.

State-of-the-art To separate a MCS from the open world and to control the traffic from, and to, the MCS, mechanisms such as firewalls can be used. In addition to firewalls, [BGP+15] describes the approach of a secure and trusted cloud.

C.3 Connection sensors and actors

MCSs relies on a large number of sensors and actors. The integrity of the functionality of these components is important for the operativeness of the system. Not only the integrity of the components themselves, but also the components of these components is important. An attacker might be able to replace some of the sensors and actors. Sending false data to the MCS (sensors), or acting in a wrong behavior (actors), compromises the MCS. If sensors or actors are connected through the Internet, e.g., IoT devices, such attacks are even easier.
State-of-the-art Not only the integrity of the sensors and actors and their provided data or performed actions has to be ensured, but also the authentication of these components has to be performed. The approach of [KGP16] and [GKGP16] can be extended and then applied to sensors and actors. Privacy and security in Internet of Things and wearable devices analyzed in [AWHJ15].

C.4 Security for Real-time Scheduling
Security for real-time scheduling is described in Section 6, C.4.

8.1.1 Problems Not Solved in DREAMS

D.1 Trusted Hardware and Software
To ensure that only trustworthy software is executed, a root of trust has to be established. Both the hardware and the software has to be trustworthy. Starting with a trusted hardware, a secure boot only executes verified software, e.g., if the hardware directly starts the hypervisor, the hardware has to check the integrity and the authentication of the hypervisor. The hypervisor in turn has to check every executed software component. [AFS97] describes a secure and reliable bootstrap architecture. [SAB15] analyzes the ability of a trusted execution environment. A approach for platform integrity verification for a mobile trusted module is presented in [KJK15]. Secure and trusted clouds are presented in [BGP15].

D.2 Hardware security issues from inside
Often, the full functionality of a 3rd party intellectual property is not known by the purchasing manufacturer. A malicious 3rd party intellectual property can attack the system from inside. [ACR14] shows a approach to mitigate the treat of components being connected to the NoC.

8.2 Innovation for Road-map

I.1 Further understanding of security and safety coherences in MCS
There are several examples that show the impact of vulnerability on an MCS [Eva15, KCR10, CMK11, MV15]. The safety related impacts of attacks have to be analyzed further to allow a better understanding of the coherences.

I.2 Identifying/defining the security requirements of a MCS when it is connected to the open world
The integration of MCSs in an open-world scenario raises new security challenges for MCSs. This includes the connection to the cloud, IoT devices, or Industry 4.0 / Intelligent Manufacturing / Smart Factory. The impact of malfunctions in the open world on the MCS has to be identified and appropriate security requirements have to be defined.
9 Multicore Chips

9.1 Research Challenges

C.1 Multicore Resource Management (Memory, Network, CPU)

There is growing interest in the real-time operating systems community on extending and modifying the Linux scheduler to support different system-level bandwidth management policies that can help differentiate among rate-constrained and best effort traffic sources on multicore systems-on-chip. The extensive Linux scheduling infrastructure is not so easy to grasp, just by reading the code, not only because of the multiple extensions for flexible scheduler configuration, but, also, because of the complexities and the amount of code for load-balancing of multicore (SMP) and multi-chip (NUMA) machine configurations. Coordinated efforts in this domain are needed to provide state-of-the-art solutions that target significant domains, such as embedded systems and server domain.

State-of-the-art Our work has extended existing memory bandwidth regulation policies, i.e. genuine MemGuard Linux kernel module (LKM) by providing improved adaptivity through EWMA prediction and a violation free operating mode for rate-constrained flows. The resulting extensions (MemGuardXt) follow a highly modular approach that allows using MemGuardXt in multiple instances. By applying the same algorithmic approach as MemGuardXt, we have also developed a network bandwidth regulation LKM (called NetGuardXt) running over netfilter to regulate incoming or outgoing traffic per IP at packet or throughput-level. Finally, notice that per-process (or more accurately per-group) CPU bandwidth regulation can be examined on top of CFS Linux scheduling policy by configuring cgroups.

9.1.1 Problems Not Solved in DREAMS

Within DREAMS, we have studied MemGuardXt/NetGuardXt effects in correlation to real-time by examining a mixed-criticality use case on a hospital media gateway prototype (Zedboard with two ARM Cortex-A9 cores). The gateway runs soft real-time ECG analysis on one core (relying on our extensions of open source PhysioNet packages), and stores video-on-demand traffic for subsequent video streaming on the second core. By examining different NetGuardXt/MemGuardXt configurations, we have shown that fine-grain control of network/memory bandwidth can improve ECG processing, especially when violation free mode is used. In this use-case, the so-called DREAMS healthcare demonstrator, several open questions relate to optimal control of memory, network and CPU resources at process-level.

9.2 Innovation for Road-map

Holistic resource scheduling strategies that globally manage memory, network and CPU bandwidth in Linux-based distributed embedded systems either in coarse grain (per-core), and especially fine-grain (per-process) are currently in a primitive stage. In this effort, existing work on kernel-level memory bandwidth regulation (MemGuard, MemGuardXt), NetGuardXt, as well as CPU bandwidth are only independent steps. A future aim towards a refined system framework, supported by directives and tools
that can optimally approach global resource management at-process level is sought. Towards this goal it is necessary to develop alternative Linux schedulers (or policy options in existing schedulers) that allow regulation of rate-constrained and best-effort memory traffic at process- instead of core-level. New policies combining memory, network and CPU bandwidth regulation are also interesting.

In addition, high-level system-level design models and exploration tools that examine interactions between system-level memory bandwidth regulation policies that operate at core- or process-level and low-level (hardware-supported), highly accurate system-on-chip and network-on-chip QoS protocols can help classify and evaluate interactions between memory, network and CPU scheduling policy options for time critical and rate-constrained traffic flows at different abstraction levels. Notice that the level of accuracy of these global solutions in system monitoring, as well as timing requirements for actions must be examined.
10 Operating Systems and Hypervisors

10.1 Research Challenges

C.1 Virtualization techniques to deal with full virtualization (HW support)

Virtualization refers to the creation of a virtual machine or partition that acts like a real computer with OS, but executing the software applications separately from the underlying hardware resources. Among other objectives, virtualization is intended to support system partitioning and to protect the execution time and memory space of each application.

The processing capability that multi-core embedded systems can reach permits to run multiple applications on a single shared hardware platform even if some of them are time-critical applications. Under these circumstances the need for integrating applications into the same hardware combining time-critical and non-critical applications is strongly recommended taking into account the increment of computation power of current processors.

Hypervisor based systems have demonstrated their ability to provide basic properties and mechanisms to execute several applications, including its operating system, in a common hardware. These properties deal with the spatial and temporal isolation of the software partitions (application and operating system) running on top of the hypervisor [SCO08].

Virtualization techniques can based on partial or full virtualization. While partial or para-virtualization [DFH03] requires to adapt the operating systems on top of the hypervisor, full virtualization can execute guest operating systems without modification in a transparent way. Most of the current processor provide hardware support for virtualization that can be used by the hypervisor to ease the virtualization to the guest applications including the operating systems.

On the other hand, the reactivity and the performance of the virtualization layer are crucial for Mixed Criticality Systems. Using paravirtualization, these issues can offer reasonable values. However, full virtualization techniques must be improved to reach the desirable parameters.

State-of-the-art

S.1 Poper and Goldberg [PG74] introduced a set of requirements to support efficient virtualization. The most important requirement established that critical instructions that could affect the correctness of system functioning (e.g. change of sensitive registers and memory locations, such as a clock register or interrupt registers) shall trap and pass control to the partitions, enabling them to emulate the desired effect in the guest OSs. Today several processors provide an Instruction Set Architecture (ISA) which meets Poper and Goldbergs requirement, including Intel VT-X, AMD-V, ARM and PPC architectures). This hardware support for virtualization leads to reduced overhead and footprint of virtualization software and improved performance. Most of current processors distinguish between user and privileged modes when executing instructions, and include a Memory Management Unit (MMU) with the dual objective of translating virtual addresses to physical addresses, and preventing unwanted memory accesses. Some processor architectures, such as Intel VT-d, AMD-Vi and SPARC V8, also support device and Input/Output (I/O) virtualization. An I/O Memory
Management Unit (IOMMU) enables partitions to directly use peripheral devices through DMA I/O bus and interrupt remapping. Besides, several hardware extensions for device virtualization improve networking and I/O throughput for partitions (e.g., PCI-SIG I/O, network virtualization of Intel VT-c, single-root I/O virtualization SR-IOV). However, the integration of I/O into an architecture with time and space partitioning remains a research challenge.

S.2 Hybrid solutions for MCS virtualization should be more appropriated. Low level services such as partition context switches, interrupt management, etc., can be supported by the full virtualization based on hardware provided by the processor. Additionally, some partition can require to know that the systems is composed by several applications (partitioned) and avoid the transparent virtualization. The definition and efficient implementation of the two components at hypervisor level will permit to reach the timing and performance requirements of MCS. In [NLY+11], it is analysed the advantages and drawbacks of para-virtualization versus full virtualization.

S.3 In [HE16], a review of the evolution of the L4 microkernel is analysed with special emphasis in the new principles for virtualization such as minimality, generality and efficiency.

C.2 Communication services virtualization

As a result, handling distinct levels of criticality in software systems from different industrial sectors can be a typical scenario in the future of embedded systems engineering. However, even when the adoption of multi-core and distribution provides significant benefits to mixed-criticality systems, some challenges remains open from the communication perspective. MCS can involve several hardware platforms with different communication devices. In DREAMS, STNoC and TTEthernet communications have been integrated. Some of the solutions for communications in partitioned systems are based on IO Servers where a partition is in charge of the communication drivers and provides services to other partitions. In that case, the communications are not virtualized and a partition handles the IO devices.

State-of-the-art

S.1 A number of virtualization techniques for on-chip and off-chip communication networks are available. Time-triggered networks use Time-Division Multiplexing (TDM) to establish virtual communication links where components cannot interfere with each other in the value and time domain. TTNoC [(Ed11] and AEthereal [GH10] are examples of on-chip networks for time and space partitioning. A major challenge here is the seamless virtualization of resources at chip and cluster level. For example, the access to a remote I/O resource located on another chip should be carried out via gateways involving different on-chip and off-chip networks (i.e., vertical integration), and possibly gateways between different types of off-chip networks (i.e., horizontal integration).

S.2 Increasing the communication responsiveness of partitioned systems. Traditional approaches to build ARINC-like partitioned systems often suffer from a significant loss of performance in communications as a result of time partitioning [PG16]. This loss of responsiveness in communications may become an impediment in taking advantage of the benefits of partitioning in modern complex embedded systems from different industries, as they are increasingly networked and might even require global connectivity. In this context, enhanced communication mechanisms are needed to develop distributed partitioned systems suitable
to satisfy different safety, real-time and communication requirements. The use of multi-core platforms opens up the possibility of executing several partitions in parallel, which may serve as a basis for the development of these new communication mechanisms.

S.3 Integration of the communication services at hypervisor level will provide fast access to the devices and reduce the latency of the communications. The main drawback is the certification of the hypervisor for a wide spectrum of communication drivers [Rus11].

C.3 **Execution services to partitions: application Programming Interface** The execution services to partition are provided by the guestOS and the hypervisor. The development of MCS can be enabled by means of strict space and time partitioning such as that proposed by the ARINC-653 specification [ARI05], which defines an API called APplication EXecutive (APEX) that allows multiple applications with different safety levels to be executed in the same hardware platform (core module in the context of ARINC-653). One promising approach to build partitioned systems is that based on a hypervisor [HJ14], a minimal layer of software with a low overhead that supports mixed-criticality partitions built on top of operating systems with different purposes. However, this API lacks of a more general view to deal with partitioned systems. In DREAMS, a API has been defined (DRAL) to deal with that services. A standardization of these services should be appropriated for the new developments.

**State-of-the-art**

S.1 ARINC653 [ARI05] Standard is a set of documents that define the interface of partitioned systems. ARINC-653-P1 document defines a general purpose execution service, ARINC-653-P2 extends that services.

S.2 ARINC-653-P4 is the document that defines a subset of ARINC-653 services to increase the certifiability of the execution layer. This subset removes the process services and permit only one periodic and aperiodic process per partition. Internal communication services such as Semaphores, Buffers, Blackboards and Events are also removed. The defined services are closed to the DRAL services defined in DREAMS.

C.4 **Timing interference mitigation mechanisms**

One of the main problem in multicore systems is the timing interference. It is produced by the use of shared resources such as cache, memory, buses, etc. It generates unpredictability on the execution of the application activities. There is a need of control of the shared resources and reduce the impact of the non critical activities on the critical ones.

**State-of-the-art**

S.1 Several works have pointed out the problems of shared resources in multi-core systems. In [ABD+13], it is reviewed the impact of shared buses, caches, and other resources on performance and performance prediction. In [CCP+15], a bus protocol based on TDMA-based memory arbiter jointly with a second, dynamic arbitration layer facilitates the interference-free integration of mixed-criticality applications. In [GSHT13] a global time-triggered scheduling approach with barrier synchronization is proposed for multicores.

S.2 In [GJR+15], a control of the running tasks accessing to shared resources is presented. a control oriented deterministic platform software is presented. In [YYP+13b], it is defined a
memory guard mechanism that regulates the memory accesses. It is a regulation oriented mechanism that allocates a maximum bandwidth usage per timeslots. In [KRF+14], it is proposed a distributed run-time WCET controller that stops low-criticality tasks (running on other cores) whenever it determines that their continued execution could cause a high-criticality task to fail to meet a deadline. In [CSB+17], it is proposed a controller scheme for critical cores that is transparent to the applications and is implemented at hypervisor level (XtratuM). It defines the mechanisms that are set by the hypervisor when slots of critical partitions are executed. It uses the monitor performance unit of the processor.

C.5 Virtualization Layer performance analysis and characterization Virtualization layers can have multiple factors that affect to their performance. Many challenges in performance analysis of virtual environments are due to hypervisor implementation, guest operating system, guest resource interdependence, and utilization ambiguity. Application or guestOS uses the hypervisor services to deal with the hardware. Several traditional OS services are affected by the virtualization layer such as context switches, latency to interrupts, time management, etc. There is not a general and consolidated metric to analyze the impact of the virtualization layer. In RTOS there are several metrics that could be partially used, however, they should be extended and adapted to deal with the virtualization view.

State-of-the-art

S.1 There exists consolidated metrics and benchmarks for RTOS such as Rheapstone metric that provides a set of parameters to compare different RTOS. However, virtualization layers does not achieve the maturity to consolidate a set of indicators to compare different implementations due to the wide range of solutions.

S.2 Several works [RW14] [HHL+97] [VMW] [?] [CCP+15] analyze the performances of the virtualization layer considering shared resources or different implementations (L4 microkernel, VMware, XtratuM).

S.3 Hybrid solutions for virtualization combining para-virtualization and full virtualization should improve the performances of the virtualization layer.

C.6 Consolidation of real-time applications along with General Purpose OS An important challenge in the design of embedded systems is the consolidation of software applications with different levels of criticality on a common hardware platform. A common practice to isolate safety critical applications is through the proliferation of multiple hardware platforms, which are dedicated to basic operations. This is a highly inefficient way of using the available processing power since many of these platforms are typically not used at their full potential. However, recent multi-core architectures with new hardware extensions (e.g., virtualization, TrustZone) enable the execution of multiple applications on the same platform safely and securely, thus reducing costs and weight, helping to increase efficiency. The consolidation of different OSes on the same platform implies the concurrent execution of a critical OS with stringent real-time requirements with non-critical applications. In this context, the main challenges are to integrate real-time tasks execution with software applications of a GPOS.

In the past, virtualization has been presented as a solution to isolate OSes in a VM. This approach offers the advantages of reducing implementation costs by abstracting the host platform. Additionally, features provided by hypervisors, such as memory partitioning, CPU and interrupts
abstraction help the OSes isolation. However, the use of a hypervisor may cause performance overheads, and therefore the critical execution path of real-time operations may not be ensured. In this context, a secure monitor layer, (known as VOSYSmonitor which is its product name), has been developed in the DREAMS project. This software component enables the native concurrent execution of a safety critical RTOS (or another type of OS) along with a GPOS with the option to use virtualization extensions, such as Linux/KVM, in order to instantiate a variety of different VMs. It guarantees the isolation of critical real-time tasks, while minimizing the overhead on the global execution. The monitor layer is the highest secure operating mode available on ARM processors, designed with the hardware security extension ARM TrustZone, which manages the interaction between two execution worlds. In this context, VOSYSmonitor has been designed for the ARMv8-A architecture by guaranteeing peripherals and memory isolation between both OSes with ARM TrustZone. Moreover, this software layer has been designed to meet certification requirements induced by mixed-criticality systems. The main advantage of such a solution is to allow dynamically cores sharing between both applications, thus offering a close to native performance. To achieve this, VOSYSmonitor supports a context switch mechanism with a minimal overhead.

State-of-the-art

S.1 Among existing solutions, TrustZone-assisted hypervisor[PPG16] is able to run an arbitrary number of RTOSes in virtual machines. In this design, only one RTOS is executed at a time in the Normal world, while the context of the other guests is preserved in the Secure world. Therefore, if another RTOS needs to be scheduled, the current RTOS execution is stopped and its context is saved in the Secure world, then, the TrustZone-assisted hypervisor restores the second RTOS context in the Normal world. Real-time requirements of inactive RTOSes are met by setting their interrupts as secure, thus allowing to preempt the running RTOS, which uses normal interrupts. Such a implementation does not allow an efficient cache management since all RTOSes are scheduled in the Normal world, which requires to clean/invalidate cache memory during context switches, thus increasing the overhead. Moreover, at the time of writing, the TrustZone-assisted hypervisor only supports single-core configuration. VOSYSmonitor is able to run on multi-core heterogeneous platform and take benefit of cache memory to reduce the context switch overhead. Indeed, since OSes are assigned to a specific world, VOSYSmonitor can rely on the isolation of caches lines provided by ARM TrustZone, thus avoiding the need of cache operations during a context switch.

S.2 Other solutions enable the co-execution of two or more OSes using ARM virtualization extensions. A design based on Erika OS[Ava15] is executed along with Linux on top of XEN hypervisor[FOu]. This solution has been implemented on a cubieboard2[aar] by assigning each OS on a different core. While it ensures the isolation, there is a risk of an inefficient use of computing power if Erika OS has a low workload. To prevent such a case, VOSYSmonitor is able to reallocate core resources to the GPOS if the RTOS has no real-time tasks to schedule. Others solutions based on virtualization extensions are Xtratum[MRCM09] and NOVA[SK10]. Furthermore, the isolation of Virtual Machines (VMs) against the host is not guaranteed. Indeed, some breach in the hypervisors can allow VMs to cause a denial service or access data from the whole system. As a matter of fact, a security vulnerability named VENOM[Gef], allows an attacker to escape from the isolation of a VM and get the access
to the host and the others VMs.

S.3 ARM Trusted Firmware\cite{Lt16} hereafter referenced as ATF is a software layer able to host a Trusted Execution Environment alongside a Non-Trusted software. At the best of our knowledge, the current implementation of ATF only supports a dispatcher to execute OP-TEE OS\cite{Lin} in the Secure world in order to provide trusted services to the Normal world application. VOSYSmonitor overcomes this limitation by giving the possibility to concurrently execute an RTOS and a rich OS.

S.4 A different approach, such as FLexPRET\cite{ZBSL14}, introduces a new multi-threaded processor intended for mixed-criticality systems where threads are classified in two categories: **hard real-time thread (HRTT)** where deadlines must be met and **soft real-time thread (SRTT)** where a time constraint non-respected is acceptable. Another solution is IDAMC\cite{MDB+12}, which proposes a platform where multiples nodes are interconnected by a network-on-chip. These nodes includes processors based on the LEON3 technology connected through routers monitoring access to shared resources. While these solutions have been created for mixed-criticality systems, the main disadvantage is related to the new processor or cluster architecture, which implies, for instance, a higher workload for developers and increases the risk of unknown hardware/software bugs since the architecture is new and not widely used. On the other hand, VOSYSmonitor is based on ARMv8-A, one of the most popular embedded architectures for mobile, automotive, drone markets.

C.7 **Certifiable virtualization solutions for mixed-criticality systems**

In mixed-criticality domains, the term functional safety has become a topic of high importance. Indeed, functional safety generally means that malfunctions of the operating system, which contain mission-critical tasks, that lead to any kind of threat or even accident have to be avoided or mitigated. Therefore, it is fundamental in the field of functional safety to identify and understand potential risks and failure causes of a system. If ideally all potential failure causes are known and the consequences understood, it is possible to define countermeasures. Thus, failures are detected before a hazardous event occurs and with the needed functional safety reaction the safe state is initiated. The safe states can importantly vary according to the final application as well as the injuries, which might be led by the system failure without countermeasures. As every application is different and has its own particularities and thus potential failure causes and related safe states, the functional safety analysis is very interesting challenges. In this context, many functional safety standards have been established to define the main requirements to fulfil during the development of critical systems in order to ensure a high level of reliability in the critical systems. The main functional safety standard is the IEC/EN 61508 that defines the basis for functional safety developments for E/E/EP (electronics, electronic or programmable electronic) applications. In addition, the IEC/EN 61508 is expanded by additional industry sector specific standards, such as the ISO 26262 Road vehicles Functional Safety which has been specially defined for the automotive domain.

In the scope of DREAMS, the main strategy has been based on the development of a first VOSYSmonitor solution for automotive sector and critical systems must be compliant with the ISO 26262 standard. Therefore VOSYSmonitor has to be certifiable with the same Automotive Safety Integrity Level (ASIL) than the critical system running on top of it.

Also in the scope of DREAMS, hypervisor based on XtratuM safety cases have been defined. A safety case is a structured argument supported by a body of evidence that provides a compelling, comprehensive and valid case that a system is safe for a given application in a given operating
environment. The DREAMS approach to certification provides a number of safety cases for foundational components (e.g., hypervisor, networking, etc.). When these components are integrated in a MCS, then a specific global safety argument for this MCS can be also assembled to show the validity of the safety claims.

**State-of-the-art**  No similar solution for ARMv8-A architecture has been identified. Only Sierraware proposes a solution to extend the TrustZone monitor on the ARMv7-A architecture, which is not compatible with the AArch64 mode of the ARMv8-Architecture. Another demonstration, performed by Freescale, is able to run concurrently, on the i.MX6 target, non-critical systems along with Autosar OS which is isolated by means of ARM TrustZone. However, the i.MX 6 hardware platform is composed by Cortex-A9 processors (e.g., ARMv7-A architecture) and, again, it is not compatible with the AArch64 mode of the ARMv8-Architecture.

However, some alternatives, related to consolidation on a common hardware, based on a hypervisor solution, are already certifiable and available on the market. The main commercial products are:

S.1 SYSGO - PikeOS Hypervisor: PikeOS has been designed for use in safety-critical applications according to several functional safety standards. The PikeOS micro-kernel consists of less than 10,000 lines. Thanks to strict separation technology, applications of different criticality levels, real-time or non-real-time can run concurrently in a mixed critical environment on a single standard hardware platform (ARM platforms supported: Renesas R-Car H2, R-Car H3 planned, Xilinx Zynq, NXP i.MX 6).

S.2 GreenHills - INTEGRITY multivisor: INTEGRITY Multivisor can host arbitrary guest operating systems alongside a comprehensive suite of real-time applications and middleware. Products in the GreenHills Automotive Platforms have achieved the highest levels of safety certifications including ISO 26262 - ASIL D (ARM platform supported: Freescale i.MX and Layerscape, Nvidia Tegra, Renesas RCAR, Texas Instruments Jacinto, OMAP, and Sitara).

S.3 QNX OS - QNX: As a true microkernel OS, it provides inherent protection and isolation for safety-critical software components regardless of whether the system comprises of only safety-related components or a mix of safety and non-safety components. The QNX OS has been certified for automotive safety according to the ISO 26262 - ASIL D.

S.4 XtratuM: As a hypervisor explicitly designed for embedded real time systems, it provides protection and isolation for safety-critical software components and multicore systems. It is in process of certification based on ECCS standard that is used in space applications. Initial XtratuM models for multicore systems have been validated in Multipartes and DREAMS projects for safety case certification [LPO15a] [?].

10.1.1 Problems Not Solved in DREAMS

1.1 Time interference guarantees

Shared resources in multicore systems introduce time interferences in the execution of applications. Critical application require to analyse the WCET of the internal tasks and have guarantees of the resource allocation. This is a complex issue that involves the modelization of the activities, theoretical foundations for the system analysis, virtualization and guestOS mechanisms, execution services and hardware support. The use of performance counters at hardware level is use in several approaches to control the execution of partitions [KRF+14] [YYP+13b] [CSB+17].
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1.2 Integration of legacy code and OS

On a para-virtualized environment, guestOS require to be adapted to be executed on top of the hypervisor. Legacy applications can be executed on top of the guestOS without modifications. However, if the application require some kind of communication or access to other application running on the virtualized environment, they need to use the virtualization services and, in consequence, to be modified. In DREAMS project, XtratuM hypervisor has been redesigned to use hybrid virtualization allowing the execution of legacy applications and OSs on top of it. In the WindPower demonstrator, WindowsCE has been executed allowing legacy Windows application to run on the virtualized environment.

1.3 Integration of static and dynamic scheduling policies

XtratuM uses a static scheduling policy to execute the application partitions. Partition priorities can be used also as criteria for scheduling allowing a dynamic execution of partitions. However, these dynamic policies should be analysed and experimented in real applications to evaluate the priority assignment and latencies obtained. Other issue is how to integrate in the configuration file the information related to the partitions.

10.2 Innovation for Road-map

1.1 Integration of hardware support virtualization

Specification of the functions, services and boundaries of the virtualization layer when para-virtualization and full virtualization are used.

1.2 Extending hypervisor mechanisms to support NoC and TTEthernet devices

Specification of the virtualization requirements and services to support communication services at hypervisor level.

1.3 Definition of the platform independent DRAL services

Para-virtualization services deal with the services that a partition application can use in order to get the status of the system or other applications, control the execution of others and communicate with them even if other partitions are allocated in other cluster of a distributed system. DRAL services can be considered as a starting point to discuss the service standarization.

1.4 Define a scheme for reconfiguration

System reconfiguration has been experimented in DREAMS to manage fault situations. Although it has been successfully achieved, a scheme for a more general approach combining applications and hypervisor should be considered.
11 Certification, Safety and Dependability

11.1 Research Challenges

Our society increasingly depends on a broad variety of computer-controlled systems (safety-critical and dependable embedded systems) where failures are critical and may have severe consequences on property, environment, or even human life. For example, the braking control of the car, railway signalling systems for trains and energy generation and distribution protections.

Those safety-critical embedded systems are commonly certified according to international safety standards. Certification is the process that demonstrates the compliance of a product, system, subsystem or element, with established standards. Safety certification guarantees that a product, system, subsystem or element is safe enough for its purpose with a given confidence level [LPO15b].

As systems become more and more interconnected (e.g., Internet Of Things (IoT)), security and cybersecurity become a key challenge for the design, development, deployment and maintenance of safety critical embedded systems. In the future, we should consider that there will be no safety without security. The relationship between the terms security, safety and dependability are analysed in [ALRL04].

Safety and safety certification research challenges should address industrial functional safety requirements such as the ones described in the previous sections (Sections 2, 3 and 4), considering both the natural evolution of these domains and new disruptive technologies [Per17, mcs12].

- **Natural evolution:** In multiple domains the embedded systems architecture has followed a federated approach, in which the system is composed of multiple interconnected subsystems where each of them provides a well-defined functionality. The ever-increasing demand for additional functionalities has lead to an increase in the number of subsystems and networks that limit the future scalability of this approach (see Sections 2, 3 and 4). In addition to this, the overall system reliability can be decreased due to electrical failures caused by an increasing number of connectors and wires [SM99, SG01, PGN14b, PGN14a]. Therefore the adoption of integrated architectures that enable the integration of functions of different criticality (a.k.a. mixed-criticality) becomes relevant for the future natural evolution of such systems, supporting the reduction of subsystems, networks, cables and connectors. Moreover, this potentially leads to a decrease of the cost, size, weight, power and the increase of the overall reliability.

- **Disruptive technologies:** The deployment of disruptive technologies such as Autonomous Vehicles (AUV), Industry 4.0, IoT and Artificial Intelligence (AI) will further increase the need for higher computation and connectivity capabilities while ensuring that deployed solutions are cost competitive, dependable, safe, secure, reliable and meet application constraints (e.g., size, weight, power). All in all, integrated architectures that enable the integration of functions of different criticality (a.k.a. mixed-criticality) also becomes relevant and necessary.

C.1 Safety certification for integrated architectures based on modern multi-core devices

The integration of applications of different levels of criticality in a multi-core device leads to several challenges concerning safety certification standards.

- **Temporal and spatial independence:**
Multi-core mixed-criticality systems are prompt to spatial and temporal interferences. Spatial interference means that the data used by one element is modified by another element, which should not occur in an IEC 61508 compliant item. On the other hand, temporal interference means that one element causes the incorrect function of another element. For example, taking too high a share of the process execution time or by locking a shared resource, which blocks the enforcement of another element.

IEC 61508 safety standard defines the resource sharing, processor time sharing, peripheral sharing, the communication between the components to achieve the overall system design and the fault-propagation as the common causes of interferences of computing systems. For example, multi-core devices such as Zynq-7000 and P4080 uses shared memories, coherency management units and direct memory access to communicate, manage coherency of the caches and core processors and to manage the access to the memory. Those components should be diagnosed to guarantee that they do not impact on the overall system execution. E.g., injecting faults which could affect the temporal behaviour or modifying the data of the memories.

Due to their complexity the use of the above elements in safety applications also require fault avoidance measures to be followed. Fault avoidance measures for the use of these components are not yet part of IEC 61508 and require further research while some hints were provided within the DREAMS project with Document D5.3.1.

- **Diagnosis:**
  
  Microcontrollers, which are used in safety-related applications according to IEC 61508, must fulfil the Safe Failure Fraction (SFF) depending on the targeted SIL and Hardware Fault Tolerance (HFT). This requirement cannot be fulfilled without any diagnostic technique, implemented either in software routines or by hardware blocks.

  Not just the microcontroller as a complete component has to fulfil this requirement, but also each element inside of it. Examples of decomposed elements of a typical microcontroller are timers, DMA, registers, internal RAM, code execution block, flag register, program counter, stack register and analogue/digital converters.

  Annex A of IEC 61508-2 provides diagnostic techniques together with their respective maximum achievable diagnostic coverage. As a result of this test routines, for those elements mentioned above, are not really a challenge for a software designer. This situation changes dramatically in case the designer has to use multi-core processors, e.g., due to performance reasons. For example, each core has its own local caches, but all of them are sharing, for example, the same program and data memory.

  It is evident that further elements are necessary, which need to organize and arbitrate the accesses to and from those called shared resources. Besides the arbitration and use of share resources, the coherency of the local caches and global interrupt handling are further important topics, which need to be considered in multi-core processors. For example, the element which is providing the cache coherency in ARM microcontroller architectures is called Snoop-Control-Unit (SCU).

  A more general term for this element is the cache coherency unit. Their ability to manage the accesses to shared resources is essential for the high performance of modern multi-core processors. The basis for the high-performance arises on the algorithm inside of those units, which is implemented by the manufacturer. The better these algorithms are the higher the performance and the higher the success on the market will be. Algorithms and structures of those units are top secret and their complexity can exceed the complexity of
the microcontrollers themselves. From the functional safety point of view, those elements need to be diagnosed to provide sufficient measures for fault control. The traditional diagnostic techniques, as stated in the standard, can basically be implemented, but their diagnostic coverage is questionable due to the complexity of those elements. This requirement leads to the following questions:

(a) Which kind of diagnostics shall be implemented to provide a required SFF? What is the diagnostic coverage and how can the claimed diagnostic coverage be proven without any support provided by the manufacturer?

(b) Instead of direct, traditional diagnostic measures for these elements, more generic, application specific methods could be a matter for future research.

(c) Similar to the generic diagnostic measure coded-processing, where the element is not directly in the scope, but transforming the data and processing twice in a different manner with final re-transformation and last data compare.

(d) How can the effectiveness of such generic diagnostic measures be proven? These questions are not answered yet, and appropriate diagnostic techniques are missing.

- **Device fault avoidance of systematic failures:**

Besides the diagnostics for fault control of random hardware failure, the IEC 61508 request to consider measures for fault avoidance of systematic failures during the development. This also applies to multi-core processors. In case of a mass-product this is implicitly given, according to 7.4.6.1, IEC 61508-2: This is because the likelihood of faults in such devices is minimised by stringent development procedures, rigorous testing and extensive experience of use with significant feedback from users. Otherwise, the devices have to be considered as a new device or ASIC.

**State-of-the-art**  As stated in [PGN+14a], multiple reports [Inf, eas12, EAS13, EAS11, BR10, ubm13], research projects [TOG+14, CER13, MUL14, SAF17a, CON14, EMC14, SAF17b, DRE13] and publications [KOESH07, MEA+10, Ern10, PGN+14a, PGN+14b, PGN+14a, Per17] indicate that is likely to be a significant increase in the use of multi-core processors over the next years replacing applications that have traditionally used single core processors. Multicore and virtualization technology, independently or in combination, can support the development of integrated architectures in mixed-criticality platforms by means of software partition, or partition for short.

IEC 61508 safety standard does not directly support nor restrict the certification of mixed-criticality systems. Whenever a system integrates safety functions of different criticality, sufficient independence of implementation must be shown among these functions [IEC10a, IEC10b, PGN+14a]. If there is not sufficient evidence, all integrated functions will need to meet the highest integrity level. Sufficient independence of implementation is established showing that the probability of a dependent failure between the higher and lower integrity parts is sufficiently low in comparison with the highest safety integrity level [IEC10b]. As stated in IEC 61508-2 Annex F, spatial and temporal independence are key to ensure the independence of execution (“that elements will not adversely interfere with each others execution behaviour such that a dangerous failure would occur”).

Widely available COTS multicore processors were (and are) not designed with a focus on hard-real-time applications but towards the maximal average performance. This is the source for multiple temporal isolation/independence issues [KNP+13, NST+13, PGN+14a,
and a challenge for the development of safety critical embedded systems as stated by different experts in the field [SBR10, Fuc10, SEH+12, ACQ+11]. In general, providing sufficient evidence of isolation/independence among safety and non-safety related functions distributed in a multicore processor is not a trivial task [KNP+13, NST+13, PGN+14a, PGN+14b].

C.2 Safety and security in integrated architectures (mixed-criticality)

In integrated mixed-criticality architecture, the fact of spending a lot of effort in guaranteeing that the system is safe is a common practice. The main reason of that is that those systems generally need to be certified. Safety-related standards define concise safety processes that shall be followed to achieve a certified system.

Ultimately, integrated architecture designers have begun considering security as a promising working line. Indeed malicious attacks on the system may cause failures and catastrophic events. So, there is a need to assess the safety and security properties of critical embedded systems to create dependable system architectures. The combination of those disciplines in integrated architectures is the focal point for nowadays integrated architecture developers.

State-of-the-art

S.1 Safety and security [BO16]

C.3 Digitalization of systems (e.g., Industrial Internet Of Things (IoT), Industry 4.0) The trend towards digitalization of systems such as wind-turbines needs to combine the dependability properties of the system such as safety with security / cybersecurity challenges associated to the interconnection of systems to the industrial IoT.

State-of-the-art

S.1 Internet of Things for Industrial Automation [KJE+17, BS, TMKPF, BO16, BD16]

C.4 Safety standards and integrated architectures (mixed-criticality)

Safety domain standards such as IEC 61508 define "techniques for achieving non-interference between software elements on single computer" (see Annex F of IEC 61508). However, those methods are not applicable at all to multi-core integrated architectures where one resource is shared by the processor’s components. For example, multi-core devices typically implement a L2 cache (shared memory) to communicate the processing cores, which commonly leads to spatial and temporal interference.

State-of-the-art

S.1 [LMB+17, PGN+14b, PGN+14a] defines solutions applicable to partitioned and networked multi-core mixed-criticality systems.

C.5 Cost-effective certification of safety product families in integrated architectures (mixed-criticality)

Product line technologies build upon the re-usability of the underlying software technologies (e.g., objects, components, services) form a promising approach to reduce the cost of certification and
recertification, by maximizing reuse of certified units, hereafter called "pieces". Reuse is always challenging as it is difficult to ensure that third-party components will perform correctly in an environment for which they were not explicitly designed. Among others, the $500 million crash of Ariane 5 in 1996, remains a strong evidence of the opposition between reuse and verification and in turn, certification.

State-of-the-art

S.1 [NEL+17, LMO+] present a generic and modular product-line safety argumentation scheme.

11.2 Innovation for Road-map

I.1 Generic IEC 61508 compliant modular safety cases

Within DREAMS research project four modular safety cases that may be used as guidelines for future developments are generated. Those MSCs define the safety arguments that a safety hypervisor, partition, COTS multi-core device and mixed-criticality network must fulfil to be compliant with IEC 61508 [Lar17, LPO15b, LPO15c].

On the other hand, several linking analyses where the way in which the safety arguments stated in the MSCs are met by some custom and commercial components (e.g., XtratuM hypervisor, Zynq 7000 multi-core device, TTEthernet network) are defined.

I.2 Multicore usage constraints for safety applications

The use of multicore specific elements requires the research and definition of suitable generic diagnostic and fault avoidance measures compliant with appropriate certification standards.

I.3 Mixed-criticality cross-domain patterns

Cross-domain patterns are used in this project to guide and support engineers to solve the commonly occurring issues related to mixed-criticality systems. Those patterns are used in this research project to define several solutions to the commonly occurring problems of mixed-criticality systems based on partitioning, networking and multi-core processors [LAO+16, LMB+17].

I.4 Generic and modular product family safety argumentation scheme

A generic and reusable safety argumentation scheme for a product line is generated under DREAMS research project [LAO+16, NEL+17]. This argumentation scheme contains four abstraction layers (product line, product sample, component, MSCs) where the safety-related arguments and evidences required to attain certification are included.

On the other hand, this argumentation scheme may vary from standard (such as safety, security, real-time) and requirements. Those variation points allow future adaptations of a product line to other domain-specific standard or modifications to the requirements.

I.5 Safety certification of systems based on multicore / manycore and visualization solutions

As stated in the introduction, the natural evolution of industrial systems such as avionics, automotive and wind-turbines (see Sections 2, 3, 4) must cope with the continuous integration of additional functionalities, connectivity and intelligence. The federated approach strategy is reaching scalability, reliability and power-weight-volume limitations to be addressed. The development
of mixed-criticality integrated architectures based on multicore and partitioning is a suitable solution that needs to be further addressed in order to increase the competitiveness of associated industries [Per17].

In addition to this, the development of safety products based on new disruptive technologies such as AUV, Industry 4.0, IoT and AI will face equivalent limitations where mixed-criticality is a suitable solution to enable their development and increase the competitiveness of associated industries [Per17].

This innovation also requires the update of current safety standards (e.g., IEC 61508) in order to clarify, guide and standardize current state-of-the-art with respect to the usage of multicore devices and partition solutions for the development and certification of mixed-criticality systems.

1.6 ‘No safety without security’

The adoption of new disruptive technologies such as Industry 4.0 (e.g., digitalization) and IoT leads to several challenges with respect to safety systems, e.g., Industrial security, cybersecurity. As security / cybersecurity could jeopardize the safe operation of the system, associated industries need to face this challenge in order to protect society while ensuring competitiveness of associated products. This is an innovation challenge for the natural evolution of systems and development of safe products based on new disruptive technologies [Per17].
12 Model-Driven Engineering

**DREAMS model-driven engineering process.** The DREAMS architectural style and the reference platform consisting of networked, virtualized multi-core computers that are controlled by hierarchical resource managers tackle the MCS integration problem at the platform level [DRE14]. The Model-Driven Engineering (MDE) process and the tool chain developed in the project [BDM+17a] enable to deploy mixed-critical applications onto the DREAMS platform and constitute its interface to system designers and integrators. The design of the architecture and the underlying assumptions had the following impacts onto the DREAMS MDE process:

- Use of design-time configurations that control the access to shared resources to ensure the freedom of interference of mixed-critical applications (as mandated by safety standards) by means of temporal and spatial segregation.

- The approach considers distributed real-time system with a bounded fault-hypothesis under a closed world assumption that uses adaptation to enable fail-operational behavior in scenarios considered at design-time (i.e., reconfiguration and degradation in the event hardware faults).

**Illustrative scenario.** To make the discussion of research challenges more tangible, we exemplarily discuss adaptation scenarios of autonomous cars\(^1\). Autonomous cars are highly complex HW/SW systems that have to interact with a changing system context which is defined by physical quantities that can be measured by sensors (e.g., traffic situation, light conditions, etc.), or by the presence of interacting systems (i.e., other autonomous cars, or elements of a “smart” infrastructure).

Autonomous cars have to adapt to the current system context defined by the physical environment instead of providing a static system that covers any possible driving situation (e.g., traffic jam in urban

\(^1\)These challenges also exist for MCS in other transportation domains, smart factories or the internet-of-things, etc.

![Figure 12.1: Platoon of autonomous cars on a freeway: Adjustment of distance control.](image-url)
area, driving a freeway at night). Instead, the system monitors itself and the environmental context to adapt itself by tuning parameters of algorithms, or by switching to a dedicated system mode.

The interaction and collaboration with other systems has a similar impact and leads to an open-world assumption that also has to be considered for the development process. A typical example is a group of autonomous cars that is driving along a freeway. These cars can form a platoon to optimize their operation in a system-of-systems (see Figure 12.1) where, for instance, the speed and distance control algorithms may be adjusted to decrease the inter-car distance, relying on the availability of sensor data and control commands provided by cars that run ahead.

### 12.1 Research Challenges

In this section, we will characterize challenges for the development process of future MCS.

**C.1 MDE for adaptive and collaborative mixed-critical systems.** The development process presented in DREAMS yields system configurations that do not take into account adaptations to unforeseen changes in the system’s environment, including the structure and composition of the system itself. To lift this restriction, we proposed to apply MDE for adaptive and collaborative mixed-critical systems such as the autonomous car example introduced above.

Since it is impossible under an open-world assumption to consider all possible scenarios at design-time, capabilities of the run-time infrastructure (e.g., plug-and-play middleware architectures) as well as interface and service models of the constituent systems must be explicitly described and taken into account. This raises the following challenges:

First, the uncertainty about the environment and the run-time adaptation capabilities of the system may result into a huge design-space regarding the system’s parametrization, or the combination of operating modes. This additional complexity will complicate the certification of adaptive MCS, for which additionally the fault-hypothesis and the corresponding measures to protect critical functions have to be considered.

Second, collaborative systems form a system-of-systems (SoS) that needs to be described such that assumptions about the run-time behavior can be made at design-time and guarantees can be given (e.g., an input to a safety-critical software component may stem from a component running in another system and therefore has to be certified according to the same safety integrity level). Suitable descriptions may include metamodels that enable to reason about the properties of the SoS at design-time, but that would also be used by the run-time software to verify the assumptions that have to be met in order to establish a link with another constituent systems.

In addition to SoS models and the verification methods discussed so far, further parts of the system development process can be linked with corresponding run-time counter-parts. Most importantly, adaptivity and system collaboration shift parts of the design-space exploration phase to run-time (e.g., software component-to-platform deployment and component-to-component binding). This approach allows to shift functionality between the constituent systems of an SoS, select different fidelity levels of the systems functionality, or to alter its configuration. E.g., in the autonomous car scenario, sensing functionality could be shifted to the foremost car that provides the corresponding signals to all cars in the platoon.

**State-of-the-art** Salehie and Tahvildari survey self-adaptive software with a focus on system properties and the required run-time mechanisms, but the authors also compare engineering approaches for adaptive systems [ST09]. Lemos *et al.* present a roadmap [dLGM+13] and overview
for MDE in adaptive systems [BHRV13, RGSZ14] that discusses various modeling aspects and categorizes the corresponding design-spaces. Further, Lemos et al. point out that typically an engineering process for adaptive systems is situated between the static processes for traditional systems, and pure online approaches [dLGM+13], balancing the required dependability guarantees and the flexibility [IT09] (however, without explicitly considering criticality and certification aspects which are crucial for MCS). As a consequence, the usual order of the design activities (requirements analysis, design, implementation, etc.) and the traditional time-line of the system life-cycle phases (development time, deployment time, run-time...) are broken up, which requires the availability of system models also at run-time [MBJ+09]. Happe et al. discuss the role of models in self-adaptive and self-healing systems that dynamically react on changes in the environment and distinguish between design-time models (used to optimize or analyze the system prior to its execution), and run-time models used during the execution of the system (e.g., to provide adaptive behavior) [HKB+09].

Cheng et al. categorize modeling techniques for adaptive systems [CdLG+09] and define the corresponding modeling viewpoints [ALMW09], e.g., to describe the goals of adaptive systems, (environmental) change as the cause for adaptation, or the mechanisms used to react on changes. Sama et al. investigate requirements engineering for adaptive systems which must cope with their inherent uncertainty, and which must be considered hand in hand with the system’s goals to provide context-awareness (based on self-reflection and validation techniques) [SRWE08].

Another approach to adaptive MDE expresses adaptiveness using so-called changeable (logical) components and also considers a mapping of such systems to a middleware platform [RMMG08], but misses an overall concept to handle adaptiveness across different design steps. Other relevant aspects of MDE for adaptive systems include the consideration of adaptiveness as variability [BGF+08], the augmentation of run-time artifacts with model informations [MBJ+09], and the consideration of cloud services [FRC+13].

Collaboration of distributed embedded systems is one of the key aspects of the internet-of-things (IoT) (c.f. for instance the INTER-IoT project [INT] that develops a framework to foster the interoperability of different IoT platforms). A number of different MDE approaches have already been applied to this area [CS17], but which do not consider certification and other aspects relevant for MCS. In this context, Ciccozzi et al. discuss an approach to tackle criticality issues for IoT [CCR+17], whereas projects TAPPS [TAP] and PASS [PAS] propose an eco-system including a platform, and app-store and a tool-chain ensuring the safe and secure integration of apps developed by third parties.

C.2 Collaborative iterative engineering of MCS starting from underspecified models. To make system development more efficient, (e.g., to shorten the time-to-market and to reduce certification cost), we discuss research challenges in the area of collaborative iterative engineering of MCS. Our proposal promotes to use possibly underspecified models that are collaboratively edited by engineers from different system domains who simultaneously work on artifacts from different design phases (e.g., requirements specification, design models, etc.). The approach entails to continuously verify design constraints, in order to parallelize the development process and to front-load feedback onto the design into early phases.

Current MDE processes for (mixed-)critical systems are typically based on the V-model and employ metamodels to describe the artifacts of the different phases. Based on metamodels for requirements, architecture design, functional and component design, these approaches allow for the step-wise refinement of a requirements specification into a design or an implementation model
(from which deployable artifacts could be generated automatically). Based on the underlying metamodels, tools can be used to automate the transformation steps between the different phases, and also the corresponding validation steps (e.g., automated testing or formal verification at the component or design level). However, this method suffers from the problem that some errors in the design can only be detected in late phases of the design, which requires managing costly change requests to correct the original problem. Furthermore, the process can only be parallelized within the currently active phase (e.g., simultaneous design of hardware platform and design of application software), since the artifacts from the preceding phases have to be available (e.g., complete requirements specification).

In order to speed up the development, future MDE processes for MCS should allow to use underspecified artifacts as a preliminary basis for later phases of the development process. E.g., this would allow to start working on the system design while the requirements model has not been finalized yet. Since also an incomplete requirements model defines constraints, validation can be performed immediately while the design model is being created. This approach allows to efficiently explore “spike solutions”, and exploits all information about the system that has been modeled so far. A major prerequisite is the availability of tools that not only automatically derive and update refined artifacts (e.g., based on design rules), but also perform continuous validation and verification of the still underspecified system. This front-loading of validation and verification activities provides immediate feedback to the system engineers and helps to decrease the round-trip time during the design phase.

In case a violation of a constraint or requirement is detected, possible modifications to remedy the problem should be proposed automatically. On the one hand, the immediate feedback enables to revert erroneous modifications. On the other hand, design-space exploration should for instance propose modifications to a software architecture when the corresponding platform model is changed (e.g., use of a different safety architecture in case a processor is added or removed).

Under an open-world assumption (c.f. above discussion on MDE for adaptive and collaborative mixed-critical systems), this approach could be taken to the extreme and parts of the design-space exploration steps such as deployment and binding could be shifted to the run-time phase, together with the corresponding verification steps. However, as Zeller and Prehofer point out, this approach might put certification at risk, in case highly complex solvers are used in the online exploration process [ZP13].

**State-of-the-art** The iterative MDE discussed above has commonalities with agile development methodologies for which MDE approaches have been discussed [Mat11, WHR14]. Di Ruscio et al. describe a co-evolutionary approach to handle the refinement of models [DRIP11], with a focus on the generation of artifacts in subsequent phases of the design process. Another relevant approach is to consider refinements as model transformations [PG08], especially for the deduction of constraints for refined elements.

Model verification and constraint modeling techniques developed for sequential development processes constitute an important starting point for the proposed iterative MDE approach. OCL is part of the UML standard and can be used to describe design constraints, e.g., in terms of invariants or pre- and post-conditions [OMG12]. This also applies for contracts, a technique that is used to support the distributed collaborative design of complex large-scale embedded systems in a modular fashion [BCN+15a, BCN+15b]. Based on an earlier version of the two aforementioned works, Sangiovanni-Vincentelli et al. describe a methodology that aims at merging contract-
based design with the platform-based design paradigm in order to yield a meet-in-the-middle development approach [SVDP12]. In addition to the above generic contract frameworks that can be instantiated for different properties, there are also specialized approaches, e.g., the work of Tørngren et al. [TTDL12] or the OCRA framework [CDT13] that both focus on temporal properties.

There exist a number of approaches for collaborative editing of models, but which do not provide support to define iterative development processes supported by background verification. On the one hand, this includes data-base backends for the Eclipse Modeling Framework [Eclb], such as CDO [Ecla], Teneo [Ecld] or NeoEMF [Neo]. On the other hand, the model repository EMFStore [Eclc] enables collaborative editing and supports change management based on model merging.

12.1.1 Problems Not Solved in DREAMS

D.1 Adaptivity and System Collaboration (with open-world assumption). The development process that has been employed in DREAMS is based on a sequential transition of the V-model, which focuses on the design and implementation steps defined in the left wing. The process is intended to deploy a set of applications to an instance of the DREAMS platform, both known and fixed at design-time (closed-world assumption). Based on a selected fault-model, the DREAMS development process can be used to derive failure mitigation strategies (e.g., system reconfiguration based on component-to-platform mappings and resource schedules pre-computed at design-time).

In DREAMS, the considered set of applications under development is regarded in isolation, i.e., uncertainty and emerging behavior based on environmental inputs (e.g., sensor data) or runtime binding with other DREAMS systems is not foreseen. Likewise, also the structure and configuration of the DREAMS platform relies solely on considerations taken at design-time.

Although MDE plays an essential role to mitigate the complexity of the DREAMS platform, e.g., to derive correct and consistent platform configuration artifacts, further concepts are needed to consider run-time changes of the system or its environment (adaptivity), and to include the possibility to collaborate with other systems into the development process. Here, the main challenge is to ensure the absence of undesired behavior at both the level of the constituent systems, as well as the SoS, and to provide concepts to maintain certifiability.

D.2 Iterative exploration process supported by continuous verification. The DREAMS MDE process follows the V-model in order to satisfy the requirements posed by safety standards. Based on a requirements specification, and a functional description, the architecture of the system is defined, i.e. the logical application sub-systems and their inter-connections, and a coarse-grained model of the target platform (including the hardware and the middleware). In the module design step, the sub-systems at the application level are refined into atomic components, whereas the platform model is refined until the most-fine grained level considered in the MDE process is reached (e.g., hypervisor partitions, processor cores). Only after the refinement has been finalized, verification is performed in a bottom-up manner, i.e. at the module level, the system design level, for the software architecture, and finally for the system requirements. As a consequence, to verify for instance timing requirements, the design must be completed, such that the refinement chain including deployment, resource allocation and possibly also configuration generation can be traversed. Only then, the requirements specified by the system designer (e.g., end-to-end constraints) and derived constraints (e.g., load of specific resources) can be checked.
Although in the DREAMS MDE process the individual refinement and verification steps are automated, and also although models are used to estimate the quality of designs in early phases of the process (e.g., for design-space exploration), each of the steps has to be triggered manually by the system engineer at well-defined synchronization points in the development process. In contrast to that, the idea of the continuous model-based verification approach sketched in Section 12.1 is to apply all possible refinement and verification steps as early as possible (i.e., also on underspecified system models) in an automated manner, in order to provide feedback as soon as possible.

12.2 Innovation for Road-map

1.1 Understand requirements for MDE process for mixed-critical adaptive systems. In order to be able to define an MDE process for adaptive systems, first the additional requirements onto the development that stem from the open-world assumption and the adaptive behavior of the MCS under development have to be analyzed.

On the one hand, this concerns additional requirements onto the underlying metamodels that need to be extended with means to describe the behavior of the environment (that would trigger the adaptive behavior), as well as the assumptions that need to be met to ensure the correct operation of the system under development. On the other hand, this also concerns the question how based on the aforementioned models of assumptions onto systems inputs, and models of the guarantees provided by the system, parts of the system development process can be shifted to run-time, while meeting the certification requirements for MCS.

1.2 Identify and define models for collaborative behavior. Considering the interactions between the constituent adaptive MCS in an SoS requires appropriate models to describe the involved interfaces, including the assumptions made by the systems’ services, and the guarantees that they can be provide.

For instance, in the autonomous car scenario, a platoon can only be established in case the car running ahead provides a distance control signal with sufficient quality of service guarantees (e.g., real-time properties, or the assurance that the signal is gathered by a (sub-)system that is certified to the corresponding safety integrity level). The example illustrates that on the one hand, the description of service assumptions and guarantees must cover properties in different dimensions that are relevant for MCS (e.g., real-time behavior, safety, and security). On the other hand, models for collaborative behavior have to be applicable at both design-time (to allow predicting the behavior of an SoS based on the properties of its constituent systems, i.e. compositionality [GS05]) and at run-time (as a basis for online verification of the assumptions of the SoS).

1.3 Understand underspecified artifacts, their inherent constraints and feasible assumptions. A prerequisite to define a process for iterative model-driven engineering of MCS is to understand for which aspects of the system underspecified artifacts could be used. Possible candidates are artifacts from all viewpoints introduced in the DREAMS MDE approach [BDM+17a], including logical components (where black-box components or incomplete interface specifications might evolve during the development process), nodes of the platform model (that might be dimensioned by adding resources or parametrized when refining the system specification), or even platform-specific artifacts such as time slots in a time-triggered schedule (for which initially only bounds on the start and end time could be determined that are subsequently refined).
In a first step, it must be analyzed how underspecified artifacts can be described, and what is their semantics. A second step is to derive which inherent constraints are imposed on underspecified artifacts, in particular, when used in a certain context of the system model. Further it must be investigated what are suitable mechanisms to describe the dependencies between (possibly underspecified) artifacts, and how these can be used to support automatic model refinement. Lastly, another important question is how the intend of the system engineer can be intuitively taken into account in such highly automated process.

### 1.4 Develop synthesis methods to evolve underspecified models in accordance with constraints and assumptions.

Collaborative, iterative MDE relies on tool support that provides immediate feedback to system engineers in case the design is changed. In this context, methods for the automatic refinement of underspecified models need to be developed that can be used to generate different design alternatives considering the results from automated model quality estimation and constraint verification methods.

For instance, in case the logical model of an application is refined (e.g., by adding a new component, or providing a more detailed model of a coarse-grained component), feasible deployments to the platform model should be determined automatically. After the system designer has selected an appropriate component-to-platform mapping, further dependent artifacts such as resource schedules should be derived.

Lastly, the tools implementing the synthesis methods used to refine underspecified system descriptions should also be compatible with techniques that enable to collaboratively work on the underlying model (c.f. discussion of existing frameworks at the end of Section 12.1).
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