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as in the proposed algorithms, yields a rate very similar to the ideal case assuming non-causal 
knowledge of the macro-users activity.     
 
Complementarily to activity 5A1 (see [Freedom-D51]), the metrics measuring system performances 
have also been tested to different combinations of variable band allocations which could be of interest 
for a Mobile Network Operator (MNO). Moreover, a temporal variation of the environment and of the 
users’ positions has been included in the system simulator. 

The algorithms developed allow controlling events of transmission, related to the assignment of time 
slots in the LTE subframe, taking into account also data packets generated by applications running on 
mobile terminals and their encoding in the PRBs structure by the RRM scheduler. 

The packet flow module, complemented with the transmission system dynamics, allows to evaluate 
the information data passing through the cell and the impact on all transmitters. A measurement of the 
QoS and traffic load has been put in relation to the energy needed to run a set of applications on UEs 
mobile terminals. 
 
The overall simulator has been tested in several cases of interest which can be summarized as:  

- Impact of clustering on possibility to extend optimization methods at system level in a reliable 
way, in order to manage also high number of users;  

- Inclusion of a set of real environments, providing metrics also for the mapped scenarios, produced 
by SIR, with geographic deployments of buildings and users;  

- Mobility of users and temporal changes in the environment around transmitters have been 
included and evaluated;  

- Evaluation of the system performances for different cases of varying band usage: equipartition of 
band between MBS and femto network, considering a fixed spectrum allocation for the MBS and 
varying that of second tier, or fixing the band usage of the femto network and increasing that of 
the macro network;  

- Evaluation of system performances when including a GO for power assignment of FUEs/FAPs to 
mitigate indoor interference;  

- Quantification of the MBS offload when routing traffic of a set of Ues indoor through FAPs 
instead of through the macro network. 
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The analysis are based either on a set of scenarios designed in 2A1 for common FAPs deployments, 
either on some scenarios designed ad hoc for the current tasks. In both cases, the methodologies will 
be tested highlighting the requirements for the FAP deployment in terms of 
 

- Network hardware (e.g., FAP gateway, IP backhaul)  
- FAPs software (e.g., local processing load, sensing capabilities and dedicated channel for 

signaling). 
 

This task will be based on the analysis and implementation of approaches such as (but not limited to) 
time/power/subcarriers allocation strategies with low reuse patterns of the radio resources.  
 
System-level simulations are completed with an analysis of the femto-based interference impact, in the 
perspective of dense femto deployments. This is realized with a LTE coverage simulator that makes 
simple assumptions on the interference modeling and does not consider, in particular, inter-cell 
interference coordination. Simulations make profit of the path-loss models defined in [Freedom-D21] 
and enhanced in [Freedom-D31] to provide realistic SINR and throughput maps, then allowing the 
analysis of the femto interference versus a large number of parameters: FAP deployment scenario, 
FAP location inside the building, transmit power, traffic load, etc. The simulation methodology is 
detailed in section 3, supporting both the open- and closed-access modes. The results, given in section 
8.1, may be viewed in two different ways: as a characterization of the useful and interference signal 
levels; but also as a pessimistic reference giving the network performance that would be obtained in 
absence of any specific interference mitigation technique. Six main scenarios have been investigated: 

- Urban corporate FAP deployment within one floor, in presence of co-channel macro coverage; 

- Urban corporate FAP deployment within one building, in presence of co-channel macro 
coverage; 

- Urban corporate FAP deployment within a whole co-channel urban macro-cell; 

- Suburban residential FAP deployment within a whole co-channel suburban macro-cell; 

- Urban corporate FAP deployment within one floor, in absence of any co-channel macro 
coverage; 

- Urban corporate FAP deployment within one building, in absence of any co-channel macro 
coverage. 

 
Finally, the coverage simulations provide outcomes towards the engineering rules elaborated in 
activity 6A2 and towards the 2A3 business model analysis. For this later application, network capacity 
has been evaluated considering different traffic evolution scenarios (section 8.1). 
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Several aspects of interference relations among transmitters can be inferred by direct measurements at 
PHY level. A complementary approach will be devoted to identify possible range of values of 
characteristic parameters, such as for example pathlosses, which will be useful for the purposes of the 
activity, devised in 5A2 and related to deployment peculiarities (e.g., FAP installed in several 
buildings, geographic location, etc.). 
 
In the first case, transmitters can perform either standard evaluations, such as SNR measurement, or by 
implementing targeted procedures (e.g. enable listening and identification phases for each FAP) to 
obtain a list of other transmitters and pathloss evaluation. Possible methods to address this task will be 
developed in another section of this document (see 4.1.2). 
 

2.2.1 Buildings deployment 

The basic parameters about the buildings deployment for residential suburban and corporate urban 
scenarios, are described in details in Section 5.2 of 2D1 [Freedom-D21]. Appropriate issues regarding 
the activity 5A2 have been included in that document.  
 
The realistic building deployments are 
 

- Residential suburban scenario (from [Freedom-D21]);   
Femtocell areas are dropped with a random uniform distribution subject to a minimum 
separation. The density of femtocells is a variable in the simulations. Each femtocell area has 
one FAP that is assumed active, i.e. there is at least one active call/service. Each femtocell 
area is modeled as a 2-D rectangular house plus a surrounding lot. FAPs are randomly 
dropped within each house. FUEs are randomly dropped within each house or outdoor in the 
surrounding lot. MUEs are dropped uniformly and randomly within the macrocell.  It is 
possible that some MUEs are dropped within a FAP area. MUEs are assumed to be indoor or 
outdoor.  
 

- Corporate urban scenario (from [Freedom-D21];   
Femtocells are deployed in urban building blocks, which are randomly dropped within the 
macrocell. Each femtocell block is represented by  two stripes of offices separated by a street.  
Each femtocell block has L floors, where L is uniformly randomly distributed between 1 and 
10.  

 
- Inhomogeneous deployment: urban (used in clustering evaluation, i.e. devoted to investigate 

properties of several kinds of transmitters grouping in different ways);  
Femtocells are deployed in a strongly inhomogeneous scenario with four nearby building (4 to 
8 floors) at the vertices of a square. Size of buildings and dimensions of the square and streets 
in between can be varied in the simulator. Deployment of femtocells is homogeneous within 
each building along floors and households. Part of MUEs is deployed indoor on different 
floors of the buildings and part is deployed homogeneously outdoor in the cell. FUEs are 
attached to FAPs indoor only. Number of FAPs, number of FUEs, number of MUEs (indoor 
and outdoor) are among simulation parameters. 

 

2.2.2 Distribution of users/femto 

Rules for random users and femtocells distribution are described in [Freedom-D21]. A program is 
implemented in MatLab to automatically generate random building blocks, FAPs and UEs 
deployments. Figure 1 gives an example of residential deployment using the house model (i.e. 
24m24m FAP areas) and distribution rules defined in Table 17 of [Freedom-D21].  
 
Figure 2 illustrates a corporate deployment using the two-buildings-stripe model and reference 
distribution values defined in Table 18 of [Freedom-D21]. For clarity, the figure shows only the 
elements at street-level or ground-floor level; however FAPs and UEs are distributed within all 
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The mean path-loss and shadowing component are provided either by the analytical models (for 
theoretical deployment scenarios) or site-specific models (for realistic deployment scenarios) defined 
in [Freedom-D21] and [Freedom-D31]. 
 

3.3 Simulation workflow and Performance analysis 

The simulation workflow is divided in the three successive steps illustrated in Figure 9. The first step 
defines the network topology. The macro layout is fixed, organized as two rings around a central 
three-sector site, as shown in Figure 10. The FAPs are randomly deployed into buildings within the 
three central cells. 
 
In studies based on a synthetic environment (i.e. buildings are represented by rectangular blocks 
separated by a 20m wide street), the buildings are randomly dropped in the study area. In study based 
on a real environment, a 3D geographical map data is used. Corporate buildings where FAPs are 
installed are randomly selected among the buildings located in the study area, using an average 
corporate building ratio. In both cases, buildings are divided in 100m² small areas, where at most one 
FAP is authorized to be installed. Then small areas with a FAP are randomly selected depending on a 
FAP density, i.e. percentage of small areas owning a FAP. Finally, the location of the FAP within the 
small area is generated from a random distribution law. A FAP is not necessarily active, meaning that 
there may be no user in communication with this FAP, except the user for which the coverage is 
simulated. The activation of a FAP is random, based on an average activation ratio in range from 0 to 
100%. 
 
Coverage is simulated in the second step from respectively the macro-only and random two-tier 
networks. Outputs are 3D maps providing the service coverage area, the best-server and the available 
spectral efficiency at any possible UE location in the streets or in building floors. Two different FAP 
access modes are simulated: open or closed. In case of the closed access mode, two different types of 
user are simulated: FAP subscriber or non-subscriber. 
 
This simulation step includes a part of randomness, as a spatially-correlated lognormal shadowing 
term is added to the predicted mean path-loss. This lognormal term actually represents the unpredicted 
or mis-predicted part of the shadowing. This is an alternative to the error margin that is usually 
accounted in the radio planning simulation methodology. It permits a more realistic evaluation of the 
network performance evolution from the macro-only to the two-tier network topology, however at the 
expense of a time costly Monte-Carlo computation (composed of N random realizations as shown in 
Figure 9). 
 
The third step provides statistics on the coverage simulation outputs, and in particular compares the 
coverage performance in the macro-only and two-tier networks. 
 
Remark the second step (coverage simulation) is implemented in the VolcanoLAB platform, while the 
generation of the network topology and the LTE output processing are run in MatLab. This workflow 
has been facilitated by the development of VolcanoLAB-Matlab interface features that allows the 
simulation chain to be mostly automatic. 
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mode, FAP location into the building (random, close to window, regular deployment, etc.), FAP 
distance to MBS, MUE distance to FAP (inside same FAP area, inside same floor, …) and network 
traffic load. Several inter-site distances are simulated to address both noise-limited and interference-
limited macro networks. 
 
Co-channel macro and femtocell layers are considered. Highest priority is given to the investigation of 
the DL femto-to-macro interference in urban area. This is expected to be the most critical issue, where 
a dense femto deployment can significantly degrade the macro-layer coverage. 
 
Six distinct simulation scenarios have been designed so far, based on DL network coverage, and 
covering all 3 FREEDOM business scenarios: 
 
- Scenario IA-1: Evaluating the local impact of a single-floor corporate FAP deployment in an 

urban macro-cell (addressing BM1). 
- Scenario IA-2: Evaluating the local impact of a multi-floor corporate FAP deployment in an urban 

macro-cell (addressing BM1). 
- Scenario IA-3: Evaluating the impact of a dense corporate FAP deployment on the coverage 

quality of an urban network (addressing BM1). 
- Scenario IA-4: Evaluating the impact of a dense residential FAP deployment on the coverage 

quality of a suburban network (addressing BM3). 
- Scenario IA-5: Evaluating the local impact of a single-floor corporate FAP deployment in absence 

of macro-cell signal (addressing BM2). 
- Scenario IA-6: Evaluating the local impact of a dense corporate FAP deployment in absence of of 

macro-cell signal (addressing BM2). 
 
Results are given in section 8.1. 
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Case 2 outlooks the whole cell, thus, due to its complexity, further details will be provided in the 
second part of current Section. 
 
Case 1 
The analysis of the pathloss matrix, providing the pathloss relation among all transmitters in the 
network, provide a method to group users on the basis of their capability to interfere each other and for 
transmitting with their intended counterpart (i.e., FAP-FUE or FUE-FAP).  
 
Since it is natural that a physical deployment of transmitters provides a scenario in which not all 
transmitters have appreciable interference from all others, several realistic cases are considered in 
relation to explicit scenarios, which allow inferring a clustered structure.  
 
We will address several methods to provide an estimate or a measurement of the pathloss matrix, i.e. a 
matrix with a number of rows (columns) corresponding to the index of MUEs (FAPs) whose elements 
are the relative pathlosses (e.g. in dB). Elements on the diagonal represent the pathloss of the signal 
from the transmitter to the intended receiver, off-diagonal elements represent the loss of power for the 
interfering components. For example, a computation ab initio shows that, for a regular type of building 
with several floors (the approach has been tested from 2 to 5 floors), the pathloss matrix shows a 
peculiar pattern with squares reflecting the floors distribution, as is visible in Figure 11.  
 

 
Figure 11. Examples of pathloss distribution, in dB, for a single building with different 
number of floors: left, 27 FAPs, 3 floors; center, 64 FAPs, 3 floors ; right, 125 FAPs, 5 

floors. 

 

 
Figure 12. Example of pathloss distribution, in dB, for 3 nearby buildings, assuming a 

homogeneous FAPs distribution within each one. 
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we can for example distinguish among voice, web browsing, video streaming and so on. Priority for an 
operator would focus on guaranteeing QoS first on basic services, than on delay tolerant applications.  
 
Similarly, resources allocation can rely on the type of service requested by a terminal, such that an 
optimization strategy can assign priority of a service (e.g., voice) with respect to others. An overall 
fairness criterion can depend on the quantity of services running on each terminal and on the 
requirements that such services have to run.  

4.1.3.1 Type of service 

Simulations will consider VoIP, web browsing, streaming as the main types of service to simulate. 
Different types of data flux can be represented as FTP or video/audio streaming by tuning parameters 
of generation (e.g., average packets dimensions depending on coding, interarrival time) which are 
proper of the specific application and can be considered more or less relevant applications with respect 
to others, in view of the different requirements on latency. 

4.1.3.2 Traffic load/QoS 

Different services can be grouped on the basis of traffic load and/or QoS to run. A fairness policy 
could consider this characteristic as a reference, thus leading to a different fairness criterion. 

4.1.3.3 Latency 

Some services are not delay-tolerant and pose the most stringent requirements on packet queues. 
Evaluation of backhaul quality will be considered for its impact on packets delay and jitter affecting IP 
traffic from the FAPs, providing input to the business model treated in WP2. This aspect can be dealt 
at radio level (considering link quality improvement) or at scheduler level, assigning more  time slots 
for transmission to impaired  users with longer queues to digest. 
 

4.1.4 Interference based on users activity  

Different activity profiles can be defined from a selection of characteristics above mentioned: for 
example, a type of activity can be a high latency tolerant application with high traffic load (e.g., ftp). 
 

4.2 Clustering at system level 

The mentioned distances and the related metrics can be treated at a local or at centralized level, as well 
as with different levels of hierarchy. In fact, a distributed algorithm can be locally run to identify a set 
of transmitters interfering each other in view of feeding back to the RRM a slowly varying metric 
describing an aggregate measure of the transmission properties characterizing such local cluster. This 
is provided by:  
 

- Overall capacity/throughput of the local cluster 
- Distribution of throughput among transmitters belonging to such cluster 
- Distribution of SINRs among such transmitters 
- Fairness of the resources allocation 
- Number of disconnections. 

 
The possible metrics will allow the comparison among different solutions, thus considering the 
benefits of the clustering strategy on the overall network.  

4.2.1 FAPs clustering 

Given a deployment of N  FAPs, the system can be represented as p clusters 1 , …, n. Each cluster 

a, a=1,…,p, is a set of FAPs including a  FAPs each, so that 
1

p

a
a

N


 , since it can also be verified 

that a b   , i.e. a single transmitter can be included in two separate clusters.  Labeling the 

FAPs by j, j=1,…,N, the overlap between any two clusters composed as 
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Figure 15. Scheme of clustering with different hierarchy levels. Different colors 

represent difference clustering criteria adopted (abstract distances) whose knowledge 
can be available to the network through dedicated tables. 

 

4.2.2 Centralized clustering 

The RRM can collect all users’ information and transmission parameters, although for a huge 
deployment of FAPs this would lead to shortcomings related to the amount of data and to requirements 
on processing. A more realistic approach for the network to have control on possible clusters of users 
supporting adaptation of heterogeneous users requirements arises from the possibility to deal with  
aggregated slowly varying metrics got from local subclusters or measured with a timing of order of 
minutes, or tens of minutes, to have an overall scheme of the traffic levels and services.  

4.2.3 Local clustering 

Users are aware of others transmitters in range and implement one (or more) of the clustering 
strategies among mentioned.  

4.2.4 Hierarchical clustering: subclusters 

Once a cluster is identified, the value of a metric (as mentioned above) considered over the current 
cluster is available. A cluster can be isolated if only transmitters belonging to it are in range. If some 
transmitter belonging to that cluster receives the interference of transmitters external to that cluster, 
one can identify the presence of other clusters. Using the information running through the femto 
gateways, it is possible to identify and classify clusters of clusters. This way, aggregated information 
can be fed back to the RRM with limited load on the network in a semi-centralized way. 
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Considering the GA case, the constrained search for (sub)-optimal parameters starts from random 
(satisfying the system constraints) initial values and outputs the (sub)-optimum value for the 
transmission power to adopt for transmission between each FUE and the corresponding FAP. Given 
the power levels pscl1 and pscl2 coming out from two GAs running on the sub-cluster scl1 and scl2, 
before next iteration the system can implement the two mentioned options to select which value will 
serve as initial condition for the next run. The average or the switch are expressed as  

 1 2 1 2
1 2, ,

2 2
out outscl scl scl scl

scl scl

p p p p
p p

 
   (1) 

 1 2 2 1,out out
scl scl scl sclp p p p 

, (2) 

respectively. At next step of optimization, 1
out

sclp and 2
out

sclp  will be adopted as initial values, and so 
on, until the constraint is fulfilled. The choices both for setting the output power value and for the 
constraint type (threshold value or maximum number of iterations), provide similar results and do not 
affect the computing time. Simulations show that both criteria bring to convergence of the 
optimization algorithm. 

 

5.3.2 Clusters of clusters 

5.3.2.1 Parallelization topologies 

The analysis of the cluster structures leads to identify several topologies of interest to investigate the 
scalability of the system optimization methods.  

We will describe a ring topology and a blocks topology. The first is an abstraction to tackle a system of 
FAPs which interfere with the closest ones only, whose number can be indeed high (several tens) and 
the optimization is split among NFAPs/2 very fast sub-processes. The second topology proposed 
represents several sets of FAPs. The interference to be considered can occur within FUEs belonging to 
the same set, and for some of them at the borders it can occur also with transmitters in an adjacent set.  

5.3.2.2 Ring Topologies 

Dealing with interference among nearby FAPs can be successfully approached on the basis of the 
topology underlying the propagation distances characterizing the environment. This case has been 
tested for the GA optimization in a scenario in which the frequency bands have already been assigned 
by other resources, such for example by a former GA-based algorithm parameters search, thus 
corresponding to the case of different transmitters competing within one frequency chunk.  

The idea is to propose a method to identify some sub-clusters (typically including 3 FAPs each) over 
which running fast GA algorithms. A precise strategy has been implemented to deal with FAPs 
belonging to two adjacent mini-clusters and is detailed by Eq. (1) or Eq. (2). 

5.3.2.2.1 Ring-next, Ring-twist and Ring-generic 

The whole set of FAPs can be considered as belonging to a cluster schematized as a ring where every 
FAP interferes only with few nearby ones. There are several levels of complexity in the interaction 
between FAPs increasing from a pathloss matrix with the diagonal form as for example the one shown 
in Figure 23, to less regular ones.  
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the estimate interference to the associated FAP so that   2 FapsN  OFDM symbol intervals are 

spent for each iteration of the algorithm. 
 

We are now in the position to evaluate the loss on the data transmission rate due to the time spent for 
the algorithm to converge. To this end, we assume that all the slots in the 200 frames can be 
potentially used for data transmission. Under this assumption the rate loss depends on how often the 
resource allocation algorithm is run. More specifically if we assume that the maximum-rate game is 
run Tn  times on 200 frames the overall time slots available for data transmission  are given by 

4000 T cn n   where  Tn  can be also expressed as 4000 / ( )T d cnn n     denoting with dn  the 

number of time slots over which the FAPs allocate every time that the algorithm is run.  
 
Therefore, the algorithm works as follows: 
 

1. Each FAP observes for a single time slot the macro-user activity; 
2. cn  time slots  are spent for  running the maximum rate game, assuming that for this time 

interval the macro-user activity does not change. The game predicts the time-frequency power 
allocation over the next  dn  time slots. 

3. After dn  time slots return to step 1. 

 
As a consequence, there exists a trade-off between the overall rate and Tn : for a fixed cn  by 

increasing Tn  the available data transmission time slots dn  decrease. In order to quantify this 

behaviour we introduce the parameter c

c d

n

n n
 


, representing the loss in terms of data time slots 

due to the running time ( / 2cn  ms) of the game. Observe that 0  when cdn n , i.e. if the 

convergence time can be neglected with respect to the data transmission time, while 1   if the loss 
in the transmission time due to the convergence time is non-negligible. 
 
Therefore we report in Figure 30  the sum of the rate per-FAP over 200 frames and  25 frequency 
resource blocks versus the parameter   . We can observe that as the rate loss is low, i.e. for small    
values the achievable rate is higher and it decreases as we increase the frequency with which the 
resource allocation game  is run over 200 frames. Furthermore it can be noted that as the number of 
active FAPs is increased (lower subplot) a lower rate can be achieved due to the higher interference 
levels among the FAPs. 
 
Finally, from Figure 31 we can assess a fundamental feature of the proposed algorithms. As 
extensively discussed in section 7 of [Freedom-D3.2] the predictive behaviour of the resource 
allocation strategy assuming that the macro-users activity can be modelled by a first order Markov 
chain is more effective when the number of time slots dn  composing the block over which the 

algorithm is performed is low. As we increase dn  the mismatching between what is predicted and the 

real interference increases. 
 

According to these observations, in Figure 31 we report versus dn  the relative gap nck sk

nck

R R

R


 

between the rate with non-causal knowledge of the interference activity, denotes as nckR , and the rate 

obtained with statistical knowledge of the macro-user activity skR . We can note that, as expected, 

such performance measure is an increasing function of dn . What is interesting to notice from Figure 

31 is that the knowledge of interference statistical parameters, if properly exploited as in the method 
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6 METHODOLOGY FOR SYSTEM LEVEL SIMULATION 
In this section the methodologies introduced in the previous part will be considered in view of a 
comparison of the network properties (SNRs of users, traffic load, fairness, etc.). The dynamic 
simulator has been designed to evaluate system performances to address problems for both activities 
5A1 (reported in [Freedom-D51]) and 5A2.  
 
The objective of this part of activity is to complete and merge the evaluations at system level 
regarding the impact of a femto network in a cell with focus on traffic and applications running on 
mobile terminals. Several system level evaluations are a follow up of 5A1: the output measurements 
and QoS indicator for the activities in 5A1 could be summarized by SINR levels over time and their 
impact on transmission events, while the “event-unit” is the transmission by a MS of FAP. On the 
other hand, in the present activity the SINR (and its time variation) can be considered as the input 
parameter at the basis of the system processing whose basic “event” is the single packet exchanged by 
a certain application running on the mobile terminal. 
 

6.1 System simulator 

The dynamic simulator manages the evolving aspects of the network. The dynamics is given mainly 
by two factors:  

- different applications running on a smartphone generate a variation over time of packet flux 
to/from that unit. Such data flow is encoded and transmitted following a scheduling function 
which manages queues and simulates retransmission of NACK packets, thus request of 
resources varies from subframe to subframe; 

- the environment changes over time due to motion of transmitters or motion of object around 
transmitters (e.g., a car passing by, a door opens or closes) on the timescale of human 
movements, providing significant changes in the pathloss (and consequently on the SINR) on 
the timescale of few frames (i.e., some tens of ms). 

The system simulator addresses both cases, focusing attention depending on the problem under 
analysis. The output is expressed, for example, in terms of advantage or disadvantage of the MBS 
offload measured in terms of resources otherwise made available or energy consumption. Different 
evaluations about possible choices are left as business case issues under the MNO decision 
At this level, system simulator is developed in parallel for 5A1 and 5A2. We refer to [Freedom-D51] 
for the dynamic simulator structure. 
 

6.2 Simulator principles  

Simulator developed for this activity is based on the dynamic simulator elaborated in WP5 (see also 
[Freedom-D51]), which is an event-driven system level simulator. Overall simulator scheme is 
represented in Figure 32. One aspect is given by the evaluation of the clustering strategies and their 
impact on network performances. The simulator has a modular structure in which every block 
corresponds to a functional aspect of system: structure, geometry, propagation, interferences, 
management, applications etc. The system evaluation is based on a set of system-level metrics 
allowing the assessment of network performances from a system-level perspective. 
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- Propagation models; 
- Interference power models; 
- Spectrum usage; 

- Traffic models; 

- Synchronization error models; 

- PHY-layer abstraction and backhaul abstraction (link quality); 

- Mobility and handover; 
 
The simulation parameters are directly related to the aspects listed above. The details about these 
simulation parameters are given in paragraph 5 of [Freedom-D21]. 
 

6.4 Performance metrics   

A detailed description of selected metrics is given in section 5.2 of [Freedom-D21]. The focus is 
towards system oriented metrics, describing the efficiency of the overall network. The performance 
evaluation of a system-level network based on LTE-A standard will allow also to comment on the 
targets of LTE-A. 

6.4.1 System-level metrics 

Metrics used for performance evaluation at system level (according to the definitions given in 
paragraph 5.2 of [Freedom-D21]) are: 

- Overall cell throughput 

- Clusters cell throughput 

- Overall spectral efficiency 

- Clusters distribution of spectral efficiency 

- Overall QoS 

- Cluster distribution of QoS 

- Fairness 

- Call drop rate 

- Latency 

- Backhaul overhead 

- Average power per user. 
 

6.4.2 User-level metrics 

As a reference, system can evaluate also user level metrics, in order to assess a comparison with a 
network without implementation of optimization strategies for interference management. For the 
performance evaluation at user-level the following metrics are selected:  

- Distribution of users throughput 

- Distribution of users spectral efficiency 

- Distribution of users QoS 

- Call drop rate per user 

- Distribution of latency 

- Power per user. 
 

Such metrics can be measured for both MUEs and FUEs. The objective for this type of metrics is to 
give the performance evaluation of the network as seen by a single user (UE). 
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7.1.3 Low level abstraction models 

The PHY-MAC layer abstraction model and the backhaul abstraction model are represented by block 
E. The system simulator is based on PDU-ER vs SNR curves for different MCS, allowing the 
assignment to each transmitter of the appropriate modulation for the propagation conditions. 
The MCS is assigned or changed to each user after measurement of the current PDU-ER which varies 
with interference levels around each transmitter. To avoid excessive changes of MCS, such 
measurement is performed over a number of transmission opportunities which for the simulator has 
been fixed to 50 as a compromise for data fluxes with scarce transmission requests and necessity to 
ensure reliable QoS. 
 

7.1.4 Resource management 

The radio resource management (RRM) includes the core of the packet scheduler (PS) allocation. It 
has been implemented both for the MBS where several MUEs compete for radio resources, and for the 
FAPs where much less users (1 to 4) have to share the corresponding radio resources.  
 
The user scheduler is a function, implemented at BS level (MBS or FAP) which manages the data 
packets allocations within one single time slot, i.e. one column of the sequence reported in Figure 35. 
The scheduler has been implemented taking into account 

- Frequency selective channels. The band is divided in PRBs and the central unit knows which 
are the most favorable channels for each users’ transmission. 

- Traffic level. A priority engine takes into account the number of packets queued for each user 
and the priority of the traffic type. A score is assigned following such criteria and a 
classification is fed to the scheduler. Priority is given to users with longer queues, and VoIP, 
delay sensitive applications. 

- Optimization strategies. If an optimization strategy has been implemented (for the femto 
network) simulator takes into account possible clustering strategies and slowly-varying metrics 
describing parts of the network. 

 
In particular, the core unit is functional for transmitting aggregate slowly-varying metrics across the 
network to implement hierarchical clustering, including the scheduler engine for the single FAPs 
which is also affected by the presence of clustering. On the basis of information about the links (if 
requested by the optimization algorithms implemented) and the UEs requirements (services requested 
by UEs), the RRM assigns the radio resources in terms of system efficiency criteria (time-frequency 
elements) and power to every single transmission. In case of distributed algorithms, the action of RRM 
can be reduced to scheduling traffic on the basis of competitive resources assignment run in a 
decentralized way. 
 
Figure 39 represents one of the two temporal slots which constitute the basic unit of the LTE PRBs 
resources scheme. The scheduler has to fill the PRB texture by assigning the most favorable frequency 
interval to all users.  
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7.1.4.1 Adaptive MCS  

The architecture allocation of data packets is summarized in the block scheme of Figure 41: the traffic 
requests are synthesized at the millisecond scale coherently with the LTE standard. Packets are 
transmitted in the order set by the scheduler and correctness receipt is evaluated. Packets received with 
errors are postponed and added to the transmitter’s queue.  
 
At the beginning of the simulation, a MCS is assigned on the basis of the initial SINR. As the flux of 
packets proceeds with time, PDU-ER changes when SINR varies due to the environment evolution 
and activity (e.g., dynamics of the surrounding transmitters) and each unit measures the current PDU-
ER by evaluating the number of packets with negative ACK from the companion receiver (PDU-ER is 
indeed evaluated at level of the radio link, and not at application level). The current PDU-ER is 
computed averaging the last 50 transmission events, whose effective time lapse depends on the 
application type. Such value is chosen in order to prevent excessive changes of MCS, although 
maintaining a sufficient QoS.  
 
The MCS module takes into account both improved or worsened link conditions by setting an upper 
and a lower threshold. At each simulation time epoch, PDU-ER is updated on the basis of the last 
transmission opportunities (of order of 50) and eventually the MCS is adapted if the measured PDU-
ER is above (or below) an upper (lower) threshold. 
 
When the measured PDU-ER decreases under the lower value, and lasts for at least 50 transmission 
events, the scheduler changes MCS to a more favorable level. The opposite happens when the PDU-
ER is higher than the upper value. The considered PDU-ER is an averaged quantity, which in normal 
conditions is assumed to vary in the range [0.05-0.6], as adopted for the simulations. 
 

 
Figure 41: Scheme of the realization of traffic flow for the system simulator. 

Simulator time START 

Read initial SINR 

Compute initial PDU-ER 
(based on PHY simulations) 

TRAFFIC SCHEDULE 

Measure PDU-ER 

Read next TRAFFIC 

TRAFFIC end  

Measure SINR 
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N FAPs parameters Iterations Population Generations clusters 
Convergence time

T=JxPxG 

30 

N FAPs per 
block 

N blocks 
overlap 

10 
3 
3 

8 25 10 3 2000 

1 100 230 1 23000 

75 

N FAPs per 
block 

N blocks 
overlap 

25 
3 
7 

10 25 10 3 2500 

1 100 250 1 25000 

105 

N FAPs per 
block 

N blocks 
overlap 

35 
3 

10 

15 25 10 3 6250 

1 100 >400 1 >40000 

Table 4: Comparison of optimization performances for clustered vs. not clusterd 
implementation. Blocks topology. 
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System 

Technology LTE FDD 

Frequency band 2.0GHz 

Channel bandwidth 210MHz 

Macro layout (optional) 

Sectorisation Three sectors (or cells) per site 

Macro network design 
- Hexagonal site deployment 

- Two rings around the central site, i.e. 19 sites 
corresponding to 57 cells 

Environment 
- Urban 

- Suburban 

Inter-site distance (ISD) 
- Urban: 500m 

- Suburban: 1732m 

Average MBS  (macro base station) 
density 

- ISD=500m: 4.62 sites/km², 13.86 MBS/km² 

- ISD=1732m: 0.38 sites/km², 1.15 MBS/km² 

MBS antenna height 32m 

MBS total transmit power 46dBm 

MBS antenna Directional, 14dBi gain 

MBS antenna elect. down-tilt 
- ISD=500m: 6° 

- ISD=1732m: 2° 

MBS nb antennas 4 

Femto layout 

Deployment zone Within the study area shown in Figure 57 

Deployment type 
- Urban: in corporate buildings 

- Suburban: in houses 

Spectrum usage Co-channel 

Access mode 
- Closed 

- Open 

FAP (femto access point) antenna height 1m above floor 

FAP max transmit power 
- 10dBm 

- 20dBm 

FAP antenna Omnidirectional, 5dBi gain 

FAP nb antennas 2 

User 

Indoor / Outdoor distribution 
- Indoor: 80% 

- Outdoor: 20% 

UE antenna height 1.5m 

UE antenna Omnidirectional, 0dBi 

UE noise figure 9dB 

Table 5: Network parameters. 

 
 



ICT-2488
Document
Title of D

 

Freedom

 

Random FA

Path-loss (i

LTE cover

 
 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

AP deployment 

incl. shadowing)

age 

.2.2 
terference chan

Nb.docx 

Figure 

U

S

F

F

) 
S

R

L

P

C

nnel model at s

57. Macro n

Urban 

uburban 

AP density 

AP activation rat

ynthetic environm

Real environment

Link 

HY/MAC layers 

Coverage predictio

Table 6: Si

system level  

network layo

tio 

ment 

 abstraction 

on 

imulation m

out and Stu

- Rando
building

- Uni
-Reg
- Non
- Non

- At mo

- Rando
- At mo

Variabl

Variabl

Analyti

Site-spe

DL only

- Rando
- No int
- No sp
gain 
- Avera
each M
RB’s al
- TL for
- TL for

- Avera
- SINR–
- 3D (m

methodology.

   
dy area. 

om distribution of
gs: 
iformly 

gularly in staggere
n uniformly – dis
n uniformly – dis

ost 1 FAP per 10m

om uniform distri
ost one FAP per h

le 

le 

cal models define

ecific models defi

y 

om RB allocation
terference manag
atial multiplexing

age downlink traff
BS or FAP (TL =
llocated by the ce
r MBS: 50% by d
r FAP: variable 

age inter-cell inter
–MCS mapping 

multi-floor) covera

 

 

f FAPs in corpora

ed rows (see Figu
stance to exterior 
stance to exterior 
m10m small-are

ibution of FAPs i
house 

ed in [D21] and [

fined in [D21] and

n 
gement 
g, only average d

ffic load (TL) assi
= average percent
ell) 
default 

rference calculati

age matrices 

70

ate 

ure 58) 
wall < 1m 
wall > 5m 

ea 

n houses 

[D31] 

d [D31] 

diversity 

igned to 
tage of 

ion 

MBS 
 
Study area
 

a 



71 

 

8.1.2 S

Scenario
area (com
 
Scenario
in scena
20m40
 
Several 
Table 7.
otherwis
 
Three di

 F
 C

w
 N

 

Figure 5

Scenarios IA

os IA-1 and 
mposed of a 

o IA-1 evalua
ario IA-2, FA
m to 20m8

sub-scenario
. The param
se mentioned

ifferent types
FAP subscrib
Corporate F
whole buildi
Non-subscrib

Macro network

Size of a corpo

(considering th
the surface of a
single corporat

FAP deployme

FAP distance t

FAP density 

Traffic in femt

FAP Access mo

FAP max trans

58. Examp

A-1 and IA-

IA-2 evaluat
few building

ates FAP dep
APs are depl
0m). 

os are investi
meters of the
d.  

s of user are 
ber, who is l
AP subscrib
ings) as the F
ber, who is n

k design 

orate unit 

hat all FAPs dep
a corporate unit
te unit) 

ent 

to the MBS 

to layout 

ode 

smit power 

Table 7: P

le of a regu

2 – Impact o

te the impac
gs only) in pr

ployments a
loyed at all 

igated from 
e reference s

evaluated:
ocated in the

ber, who is l
FAPs. 
not part of an

loyed within 
own to this 

Parameters 

ular FAP d

on local urb

ct of a FAP 
resence of ex

at the ground
floors of tw

changing the
scenario hig

 
e same 10m
located in th

ny FAP close
 

- ISD = 500m

- ISD = 1732m

- 10m10m sm

- One floor 

- One building

- Random distri
- Uniformly
- Regularly i
- Non uniform

- Non unifor

- Greater than

- Inferior to ISD

20% and 50% o

20% density = 0

50% density = 0

- FAP activation
active FAP’s 

- Closed 

- Open 

- 20dBm 

- 10dBm 

for IA-1 an

eployment 

ban corpora

deployment 
xisting macro

d-floor of a 2
wo neighbor 

e FAP prope
ghlighted in 

10m small a
he same cor

ed subscriber

mall area 

ibution of FAPs i

n staggered rows
mly – distance to

mly – distance to

 ISD/3 

D/3  

of 10m10m sma

0.002 FAP / m² w

0.005 FAP / m² w

n ratios 50% and

nd IA-2 sub-

in staggere

te coverage 

in one restri
o coverage. 

20m60m wi
buildings of

erties and FA
bold are alw

area as a FAP
rporate unit 

r group. 

n corporate build

 (see Figure 58) 
 exterior wall < 1

o exterior wall > 5

all areas 

within the floor 

within the floor 

d 100% with TL=

scenarios. 

 
ed rows. 

icted urban c

ide building,
f random siz

AP locations
ways applie

P. 
area (whole

dings: 

1m 

5m 

=10% for 

corporate 

, whereas 
ze  (from 

s given in 
d, unless 

e floor or 



ICT-2488
Document
Title of D

 

Freedom

8.1.2.1 

The loca
example
FAP and
calculate
responsib
this one 
 
The indo
SINR sig
FAP; up
FAPs. U
FAPs, S
assumed
FAP. Fin
FAPs; th
 
 

 
Figure 6
the same
increase 
SINR m
38dB in 
 
Thus, FA
subscrib
observed
 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

Scenario IA

al impact of 
e in Figure 59
d one active
ed for a new
ble of the in
is the best se

oor SINR for
gnificantly i

p to 5dB at 3
Users inside 
INR levels i

d to be non-s
nally, Figure
he SINR leve

Figure 59

60 shows the 
e range as a
by up to 36

map for non-s
areas located

APs have a 
ers, at the sa
d from the w

.2.2 
terference chan

Nb.docx 

IA-1 – Impac

FAPs on SI
9 shows SIN
e FAP depl

w connecting
nitial FAP ac
erver. 

r the macro-o
ncrease in o
0m indoors. 
the FAP sm

increase by u
subscribers: 
e 59 (d) show
els decrease u

. Scenario I

SINR maps 
at ground flo
6dB in the a
subscribers in
d above the a

significant im
ame floor bu

whole random

nnel model at s

ct of a single

INR maps m
NR maps sim
loyed at the
g user who m
ctivity, i.e. th

only network
open-access m

Figure 59 (c
mall areas ar
up to 65dB. 
the SINR le

ws the SINR 
up to 54dB i

IA-1 – SINR

at the first f
oor. The SIN
areas located
n presence o
active FAP.

mpact on the
ut also at nei

m simulation 

system level  

e-floor FAP 

may be obser
mulated at the
e ground-floo
may be loca
his new user

k ranges from
mode: up to 
c) illustrates 
re assumed 
On the other

evels decreas
map for non

in the active 

R maps at th

floor. The SI
NR levels in
d just above
f closed-acc

e SINR leve
ighbor floors
in terms of s

deployment 

rved from ea
e ground-floo
or of one o

ated at any p
r can be conn

m –2dB to 9
65dB in the
the SINR le
to be FAP 
r hand, users
se up to 38d

n-subscribers
FAP small-a

e deploymen

INR levels fr
n the two-tie
 the FAPs. 
ess FAPs. Th

els experienc
s. The next s
spectral effic

on network 

ach random F
or of two bu

of these buil
pixel in the m
nected to the

dB, whereas
e same 10m
evels in prese
subscribers: 
s outside the
dB within 20
s still in prese
area. 

nt floor (gro

rom the macr
er network i
Finally, Figu
he SINR lev

ced by FAP 
subsections d
iency distrib

coverage 

FAP realiza
uildings from
ldings. The 
map, and w
e initially idl

s the two-tier
10m small 
ence of close
as with ope

e FAP small-
0m around t
ence of close

 
ound floor). 

ro-only netw
in open-acce
ure 60 (c) sh

vels decrease

subscribers 
deals with th

butions. 

72

tion. The 
m one idle 

SINR is 
ho is not 
le FAP is 

r network 
area as a 
ed-access 
en-access 
-areas are 
the active 
ed-access 

work have 
ess mode 
hows the 

e by up to 

and non-
he impact 



73 

 
Firstly, w
FAP.  
 
Figure 6
network 
FAPs en
maximum
open-acc
to neigh
network 
than 2bp
network 
(<ISD/3)
 

Figur

 
 

we focus on

61 compares
(MBS + FA

nable a trem
m spectral e
cess mode. T

hbor FAPs if
cannot prov

ps/Hz and 1
configuratio

) in the refer

re 61. Scenar

Figure 60.

n the impact 

s the spectra
AP) for FAP

mendous impr
efficiency of
The differenc
f one of thos
vide such spe
00% above 

ons: a macro 
rence macro n

rio IA-1 - Sp

. Scenario IA

for FAP su

al efficiency
P subscribers
rovement in 
f the system
ce comes from
se FAPs bec
ectral efficien

3.6bps/Hz. 
network wit

network. 

pectral effic
experience

A-1 – SINR

ubscribers loc

y CDFs in t
s. The three
the coverag

m (5.2bps/Hz
m the fact th

comes its bes
ncy: 88% ou
Figure 62 p

th an ISD of

 
ciency CDFs
d by a FAP 

R maps at the

cated in the 

the macro-on
e cases provi
ge quality sin
z) is 10% in
hat, in open-a
st-server. On

utage probabi
provides the
f 1732m and 

s of macro o
subscriber.

e first floor. 

same 10m

nly network
ide full serv
nce the outa

n closed-acce
access mode,
n the other h
ility for spec

comparison
a FAP deplo

 

nly and two

 
 

10m small 

k and in the
vice coverag
age probabili
ess mode an
, the user can
hand, the ma
ctral efficienc
ns for two a
oyment at sh

o-tier networ

area as a 

e two-tier 
e but the 
ity of the 
nd 5% in 
n connect 
acro only 
cy higher 
additional 
hort range 

rks, as 



ICT-2488
Document
Title of D

 

Freedom

Figure

 
Figure 6
subscrib
density=
maximum
 

Figure 

 
Secondly
FAPs. T
FAPs are
who belo
 
Figure 6
floor. In
probabil
of 1732m
lower. O
macro on
 
 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

e 62. Scenari

63 illustrates 
ers. The ben

=50% or FA
m spectral ef

63. Scenari

y, we focus o
These results 
e in open-ac
ongs to the C

64 illustrates 
n the referenc
ity of the ma
m, the spect

On the oppos
nly spectral e

.2.2 
terference chan

Nb.docx 

io IA-1 – Im

the impact 
nefit is sligh

AP activatio
fficiency of t

io IA-1 - Imp

on the impac
illustrate th

cess mode; o
Closed Subsc

the impact o
ce scenario, 
aximum spec
tral efficienc
site, at short 
efficiency is 

nnel model at s

mpact of netw
by a 

of some FAP
htly lower w
n ratio=100
the system (5

pact of FAP
FA

ct for corpora
e performan
or (2) FAPs 
criber Group 

of FAPs on th
the average 

ctral efficien
cy increase 
range, the sp
better and th

system level  

 
work proper
FAP subscr

P properties
when the FA
0%) or whe
5.2bps/Hz) is

 
P properties 
AP subscrib

ate FAP subs
nce that shou
are in closed
(CSG) of al

he spectral e
 spectral eff

ncy (5.2bps/H
is higher sin
pectral effici
he MBS-to-F

rties on spec
riber. 

on the spec
AP-to-FAP in
n the FAP 
s reached wi

on spectral 
ber. 

scriber, who 
uld be experi
d-access and 
l FAPs. 

fficiency CD
ficiency incre
Hz) is 75%. F
nce the MB
iency increas
FAP interfere

 

ctral efficien

ctral efficienc
nterference l
transmit po

th 5% to 26%

 

efficiency, a

is located in
ienced in tw
the predicte

DFs at the wh
eases by 1bp
For a macro 
S-to-FAP in
se is signific
ence levels a

ncy, as expe

cy predicted
level increas
ower decrea
% outage pro

as experienc

n the same flo
wo different c
ed user is a s

hole FAP dep
ps/Hz and th
network wit

nterference l
cantly lower 
are higher. 

74

rienced 

d for FAP 
ses (FAP 
ases. The 
obability. 

ced by a 

oor as the 
cases: (1) 
ubscriber 

ployment 
he outage 
th an ISD 
evels are 
since the 



75 

Figur

 
Figure 6

 I
0

 R
0

 I
s

 

 
Figure 

 
Finally, 
zones (n
impact o
scenario

re 64. Scena
experienced

65 shows the 
Increasing th
0.9bps/Hz on
Reducing th
0.7bps/Hz on
Increasing th
spectral effic

65. Scenario
cor

we focus on
no service co
of FAPs on t
, a dead zon

ario IA-1 - Sp
d by a corpo

impact of so
he FAP depl
n average.  

he FAP trans
n average. 
he FAP activ
ciency.   

 

o IA-1 – Imp
rporate FAP

n the impact 
overage) in th
the spectral e
ne of 20% of

pectral effic
orate FAP su

ome FAP pro
oyment dens

mit power fr

vation ratio f

pact of FAP
P subscriber

of a FAP d
heir whole s
efficiency CD
f the deploym

 
ciency CDFs
ubscriber lo

operties on th
sity from 20%

from 20dBm 

from 50% to

P properties 
r located at t

deployment f
small areas (
DFs at the w
ment floor is

s of macro o
ocated at the

he spectral ef
% to 50% in

to 10dBm r

o 100% does

on spectral
the FAP dep

for non-subs
10mx10m). 

whole FAP d
s observed an

 

only and two
e FAP deploy

fficiency:  
ncreases the s

reduces the s

 not have a 

 

efficiency, a
ployment flo

cribers. Acti
Furthermore

deployment f
nd the averag

o-tier netwo
yment floor

spectral effic

spectral effic

significant im

as experienc
oor. 

ive FAPs cre
e, Figure 66 
floor. In the 
ge spectral e

rks as 
r. 

ciency by 

ciency by 

mpact on 

ced by a 

eate dead 
gives the 
reference 

efficiency 



ICT-2488
Document
Title of D

 

Freedom

slightly 
MBS sig
 

Figur

 
Figure 6
floor: 
 Incre

42%
 Redu
 Incre

 

 
Figure 

 

8.1.2.2 

Firstly, w
in the m
network 
the FAP

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

decreases. T
gnal levels ar

re 66. Scenar
experi

67 shows the

easing the F
%. 

ucing the FA
easing the FA

67. Scenario

 Scenario I

we focus on 
macro-only n

and for a m
s enable a tre

.2.2 
terference chan

Nb.docx 

The dead zon
re respective

rio IA-1 - Sp
ienced by a 

e impact of 

FAP deploym

AP transmit p
AP activation

o IA-1 – Imp
non-subs

IA-2 – Impa

the impact f
etwork and 

macro network
emendous im

nnel model at s

ne surface is
ly lower and

pectral effic
non-subscri

some FAP p

ment density 

power from 2
n ratio from 

pact of FAP
scriber locat

act of a build

for FAP subs
in the two-ti
k with an ISD
mprovement 

system level  

s 30% for IS
d greater than

 
ciency CDFs
iber located

properties fo

from 20% t

20dBm to 10
50% to 100%

P properties 
ted at the FA

ding FAP dep

scribers. Figu
ier network 
D of 1732m
in the cover

SD=1732m a
n in the refer

s of macro o
 at the FAP 

or non-subsc

to 50% incre

0dBm reduce
% increases t

on spectral
AP deploym

ployment on

ure 68 comp
for FAP sub
. Both cases 
age quality s

and 10% at 
ence scenari

 

nly and two
deployment

cribers locate

eases the dea

s the dead zo
the dead zon

 

efficiency, a
ment floor. 

n network cov

ares the spec
bscribers for
provide full 

since the outa

short range 
io. 

o-tier networ
t floor. 

ed at the dep

ad zone from

one to 13%. 
ne to 35%.   

as experienc

verage 
ctral efficien
r the referen
l service cov
age probabil

76

since the 

rks, as 

ployment 

m 20% to 

ced by a 

ncy CDFs 
ce macro 
erage but 
lity of the 



77 

maximum
access m
neighbor
network 
than 2bp
 

Figur

 
Figure 6
subscrib
density=
maximum
 

Figure 

 
Figure 7
same in
efficienc
system (
 

m spectral ef
mode. The di
r FAPs if on
cannot prov

ps/Hz and 10

re 68. Scenar

69 illustrates 
ers. The ben

=50% or FA
m spectral ef

69. Scenari

70 illustrates 
nside FAP a
cy since the 
(5.2bps/Hz) i

fficiency of 
ifference com
ne of those 

vide such spe
00% above 3.

rio IA-2 - Sp

the impact 
nefit is bare

AP activatio
fficiency of t

io IA-2 - Imp

the impact 
areas. FAP 

FAP-to-FA
is reached wi

the system (
mes from the
FAPs becom

ectral efficien
.6bps/Hz in t

pectral effic
experience

of some FAP
ely lower w
on ratio=100
the system (5

pact of FAP
FA

of FAP loca
deployment 

AP interferen
ith 3% outag

(5.2bps/Hz) i
e fact that, i
mes its best
ncy: 92% ou
the reference

 
ciency CDFs
d by a FAP 

P properties
when the FA
0%) or whe
5.2bps/Hz) is

 
P properties 
AP subscrib

ations. The s
in staggere

nce is lower
ge probability

is 7% in clos
in open-acce
t-server. On 
utage probabi
e scenario. 

s of macro o
subscriber.

on the spec
AP-to-FAP in
en the FAP 
s reached wi

on spectral 
ber. 

spectral effic
ed rows pro
ed: the max
y against 7%

sed-access m
ss mode, the
the other h

ility for spec

 

nly and two

ctral efficienc
nterference l

transmit p
th 7% to 16%

 

efficiency, a

iency distrib
ovides a sli
ximum spect

% for other FA

mode and 4%
e user can co

hand, the ma
ctral efficienc

o-tier networ

cy predicted
level increas

power decrea
% outage pro

as experienc

butions are b
ightly better
tral efficienc
AP locations

% in open-
onnect to 
acro only 
cy higher 

rks, as 

d for FAP 
ses (FAP 
ases: the 
obability.  

ced by a 

barely the 
r spectral 
cy of the 
. 



ICT-2488
Document
Title of D

 

Freedom

Figure

Secondly
as the F
experien
access an
FAPs. 
 
Figure 7
reference
outage p
an ISD o
are lowe
 

Figur
ex

 
Figure 7

 I
t

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

e 70. Scenar

y, we focus 
FAPs or in t
nced in two 
nd the predic

71 illustrates 
e scenario, t

probability of
of 1732m, th
er. 

re 71. Scenar
xperienced b

2 shows the 
Increasing th
the maximum

.2.2 
terference chan

Nb.docx 

rio IA-2 - Im

on the impac
the surround
different cas
cted user is a

the impact o
the average s
f the maximu
he spectral ef

rio IA-2 - Sp
by a corpora

impact of so
he FAP depl
m spectral ef

nnel model at s

mpact of FA
FA

ct for corpor
ding streets.
ses: (1) FAP
a subscriber w

of FAPs on t
spectral effic
um spectral 
fficiency inc

pectral effic
ate FAP subs

ome FAP pro
oyment dens

fficiency (5.2

system level  

 
AP locations
AP subscrib

rate FAP sub
These resul

Ps are in op
who belongs

the spectral e
ciency increa
efficiency (5

crease is high

 
ciency CDFs
scriber loca

operties on th
sity from 20%
2bps/Hz) from

on spectral 
ber. 

bscriber, who
lts illustrate 

pen-access m
s to the Close

efficiency CD
ases by 3bps
5.2bps/Hz) is
her since the

s of macro o
ated in the F

he spectral ef
% to 50% de
m 60% to 43

 

efficiency, a

o is located i
the perform

mode; or (2) 
ed Subscribe

DFs in the w
s/Hz, reachin
s 61%. For a
 MBS-to-FA

 

nly and two
AP deploym

fficiency:  
ecreases the 
3%. 

as experienc

in the same 
mance that s

FAPs are in
er Group (CS

whole buildin
ng 4.1bps/Hz
a macro netw
AP interferen

o-tier networ
ment buildin

outage prob

78

ced by a 

buildings 
hould be 
n closed-
SG) of all 

ng. In the 
z and the 

work with 
nce levels 

rks, as 
ngs. 

ability of 



79 

 R
t
e

 I
m
e
 

Figure 

 
Figure 7
building

 R
p
r

 F
s

 F
s
e

 
Figure 7
the FAP 

 R
i

 F
e

 F
d
a

 

Reducing th
the maximu
efficiency by
Increasing th
maximum s
efficiency by

72. Scenario
corpo

73 shows th
s, as experie
Regular FAP
probability 
reference sce
FAP deploym
spectral effic
FAP deploym
spectral effic
efficiency). 

74 shows the
deployment

Regular FAP
in the referen
FAP deploy
efficiency th
FAP deploy
decreased sp
average. 

e FAP transm
um spectral e
y 1.7bps/Hz 
he FAP activ
spectral effi
y 2.2bps/Hz 

o IA-2 – Imp
orate FAP s

he impact of
enced by a co
P deploymen
for the max
enario (unifo
ment with a 
ciency (66% 
ment with a 
ciency as in 

e impact of F
t buildings, a
P deploymen
nce scenario
ment with a

han in the ref
yment with 
pectral effici

mit power fr
efficiency (5
on average.

vation ratio f
ciency (5.2b
on average.

pact of FAP
ubscriber lo

f FAP locati
orporate FAP
nt in stagger
ximum spec
orm distributi
distance to t
outage prob
distance to 

reference sce

FAP location
as experience
nt in staggere
: 1.4bps/Hz a

a distance to 
ference scena
a distance 
ency than in

rom 20dBm 
5.2bps/Hz) f

from 50% to
bps/Hz) from

 
P properties 
ocated in the

ions on the 
P subscriber: 
red rows off
ctral efficien
ion). 
the exterior w
bability for th

the exterior
enario (58%

ns on the spe
ed by a corpo
ed rows offer
against 1.8bp
 the exterior
ario: 2.3bps/H
to the exter

n the referen

to 10dBm in
from 60% t

100% incre
m 60% to 

on spectral
e FAP deplo

spectral eff
 

fers the best
ncy (5.2bps/

wall lower th
he maximum

wall greater
% outage prob

ectral efficie
orate FAP su
rs a slightly d
ps/Hz on ave
r wall lower
Hz against 1
rior wall gr

nce scenario:

ncreases the 
o 76% and 

ases the outa
95% and r

  

efficiency, a
oyment build

ficiency in t

t spectral eff
/Hz) compar

han 1m offers
spectral effi

r than 5m of
bability for th

ency in the s
ubscriber: 
decreased sp
erage. 
r than 1m of
.8bps/Hz on 
reater than 5
 1.5bps/Hz a

outage prob
reduces the

age probabil
reduces the 

as experienc
dings. 

the FAP dep

ficiency: 53%
ared to 60%

rs a slightly d
iciency). 
ffers barely 
he maximum

surrounding 

pectral efficie

ffers a better
average. 

5m offers a
against 1.8b

ability of 
e spectral 

ity of the 
spectral 

ced by a 

ployment 

% outage 
% for the 

decreased 

the same 
m spectral 

streets of 

ency than 

r spectral 

a slightly 
ps/Hz on 



ICT-2488
Document
Title of D

 

Freedom

Figure

 
 

Figure 
corpor

 
Finally, 
the servi
on the sp
of the FA
efficienc
(see Figu
66) since
 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

e 73. Scenar
corpo

74. Scenari
rate FAP sub

let us focus 
ice coverage
pectral effici
AP deploym

cy increases b
ure 71). The
e FAPs are d

.2.2 
terference chan

Nb.docx 

rio IA-2 – Im
orate FAP s

io IA-2 – Im
bscriber loc

on the impa
 is fully dete
iency CDFs 

ment building
by 3bps/Hz 

e impact of th
deployed at a

nnel model at s

mpact of FA
ubscriber lo

mpact of FAP
ated in the s

act of a FAP
eriorated insi
in the whole

gs is not cov
and the outa
he FAP depl

all floors. 

system level  

 
AP locations
ocated in the

 
P properties
surrounding

P deploymen
ide active FA
e FAP deplo
vered, where
age probabilit
loyment is m

on spectral 
e FAP deplo

s on spectral
g streets of t

nt on non-sub
AP areas. Fig
oyment build
eas in open-a
ty of the max

much larger t

 

efficiency, a
oyment build

 

l efficiency, 
the FAP dep

bscribers. In 
gure 75 give

ding. In close
access mode
ximum spect
than in scena

as experienc
dings. 

as experien
ployment bu

n closed-acce
es the impact
ed-access mo
e the average
tral efficienc
ario IA-1 (se

80

ced by a 

nced by a 
uildings. 

ess mode, 
t of FAPs 
ode, 46% 
e spectral 
cy is 61% 
ee Figure 



81 

Figur

Figure 7
deploym

 I
t

 R
 I

 

Figure 

 
Figure 8
non-subs
locations
 

re 75. Scenar
experien

76 shows th
ment building

Increasing th
to 76%. 
Reducing the
Increasing th

76. Scenario

81 shows the
scriber, for d
s: a dead zon

rio IA-2 - Sp
nced by a no

he impact o
g: 
he FAP depl

e FAP transm
he FAP activ

o IA-2 – Imp
non-subscr

e spectral eff
different FA
ne of 45%-50

pectral effic
on-subscribe

of some FA

oyment dens

mit power fro
vation ratio fr

pact of FAP
riber located

ficiency CDF
AP locations.
0% for non-s

 
ciency CDFs
er located in

 

AP propertie

sity from 20

om 20dBm t
rom 50% to 

 
P properties 
d in the FAP

Fs in the FA
. The impact
subscriber. 

s of macro o
n the FAP de

es for non-s

% to 50% in

o 10dBm red
100% increa

on spectral
P deploymen

AP deployme
t of FAPs is

 

nly and two
eployment b

subscribers 

ncreases the 

duces the dea
ases the dead 

 

efficiency, a
nt buildings.

nt buildings,
s barely the 

o-tier networ
buildings. 

located in 

dead zone fr

ad zone to 24
d zone to 72%

as experienc
. 

, as experien
same for co

rks, as 

the FAP 

from 46% 

4%. 
%.   

ced by a 

nced by a 
onsidered 



ICT-2488
Document
Title of D

 

Freedom

Figure

Figure 7
the FAP 

 I
 R
 F

2
 F

5
 

Figure
n

 

8.1.3 S

Scenario
scale ana

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

e 77. Scenar

78 shows the
deployment

In the referen
Regular FAP
FAP deploym
27%. 
FAP deploym
5%. 

e 78. Scenar
non-subscrib

Scenario IA

o IA-3 evalua
alyses are pe

.2.2 
terference chan

Nb.docx 

rio IA-2 – Im
non-subscr

e impact of F
t buildings, a
nce scenario
P deploymen
ment with a 

ment with a 

rio IA-2 – Im
ber located i

A-3 – Impact

ates the impa
erformed in b

nnel model at s

mpact of FA
riber located

FAP location
as experience
, a 10% dead

nt in staggere
distance to t

distance to t

mpact of FA
n the surrou

t on urban n

act of a dens
both syntheti

system level  

 
AP locations
d in the FAP

 

ns on the spe
ed by a non-s
d zone is obs
ed rows redu
the exterior w

the exterior w

 
AP locations
unding stree

network cov

se corporate F
ic and real en

on spectral 
P deploymen

ectral efficie
subscriber: 
served. 
ces the dead 
wall lower th

wall greater t

on spectral 
ets of the FA

verage  

FAP deploym
nvironments.

 

efficiency, a
nt buildings.

ency in the s

zone to 4%.
han 1m incre

than 5m redu

 

efficiency, a
AP deployme

ment in an u
 

as experienc
. 

surrounding 

. 
eases the dea

uces the dea

as experienc
ent building

urban networ

82

ced by a 

streets of 

d zone to 

d zone to 

ced by a 
gs. 

rk. Large-



83 

8.1.3.1 

The sam
2). Simu
data that
 

Table 8

 
Figure 7
real env
two-tier 
observed
two-tier 
 
Main ex
provides
result of
networks
pattern a
Such adj
It is deci
realistic 
 

Figur

 

Initial simu

me scenario d
ulations in re
t represents t

Macro netwo

FAP density 

FAP propert

Traffic in fem

FAP access m

8: Scenario 

79 and Figure
ironments fo
network, CD

d in the macr
network as w

xplanation is
s much high
f a long expe
s. In particu

and the angul
justment is n
ided to conti
results. 

re 79. Scenar
experience

ulations from

described abo
eal environm
the downtow

ork design 

ties 

mto layout 

mode 

IA-3 – Simu

e 80 show th
or respective
DFs are give
ro only netw
well. 

s that the SI
her inter-cell 
erience in m
ular, the mo
lar signal dis

not present in
inue IA-3 stu

rio IA-3 - Sp
ed by an ind

m both real a

ove is simul
ments use site
wn area of a E

- ISD = 500m

- Corporate ra
buildings and 

- FAP density

- Transmit pow

- FAP activati

- TL for active

- Open 

- Closed 

ulation para

he spectral ef
ely an indoo
en in both op

work, especia

IRADEL site
interference

model tuning 
odel tuning t
spersion at th
n the analytic
udy with rea

pectral effic
door non-sub

and syntheti

ated in both
e-specific m

European larg

m 

atio within the stu
all buildings): 20

y within corporate

wer: 20dBm. 

ion ratio: 50% 

e FAP’s = 10% 

ameters used

fficiency CD
or non-subscr
pen and clos

ally for an ou

e-specific pr
e in the vici
based on se

takes into a
he base-statio
cal path-loss 
al environme

 
ciency CDFs
bscriber – in

ic environme

synthetic an
models [FREE

ge city. 

udy area (i.e. ratio
0% 

e buildings: 20%.

d in both rea

DFs obtained
riber and an
sed access m
utdoor user. I

ropagation m
inity of the 
everal bench
account the 
on. 
model used 

ent only, as t

s of macro o
n real and sy

ents 

nd real envir
EDOM-D21]

o between corpora

 

al and synth

from simula
n outdoor no
modes. Signif
It leads to lar

models used 
macro base

hmarks in op
interaction b

in synthetic 
this is the on

 

nly and two
ynthetic env

ronments (se
] and 3D ve

rate 

hetic environ

ation in synt
on-subscriber
ficant differe

arge differenc

in real env
-stations. Th

perational 2G
between the

environment
ne providing 

o-tier networ
vironments. 

ee section 
ector map 

nments. 

thetic and 
r. For the 
ences are 
ces in the 

vironment 
his is the 
G and 3G 
e antenna 

ts. 
the most 

rks, as 



ICT-2488
Document
Title of D

 

Freedom

Figur

 
Remark 
areas (es
analytica
 

8.1.3.2 

Figure 8
for an i
(describe
outage p
zone of 
dead zon
not really
same res
 

Figur

Scenario
outcome
 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

re 80. Scenar
experienced

the differenc
specially bec
al models in 

Impact of F

81 shows the
indoor non-s
ed in Table 
probability co
14% is obse

ne to 3% in 
y impacted. 
sults as the se

e 81.  Scena

o IA-3 is fur
es have main

.2.2 
terference chan

Nb.docx 

rio IA-3 - Sp
d by an outd

ce between a
cause the ang
IA-4 suburb

FAP propert

e spectral eff
subscriber. I
8) on spectr
ompared to 
erved. Besid
closed acce
A third sub-
econd sub-sc

ario IA-3 - Sp

rther exploite
ly been gene

nnel model at s

pectral effic
door non-su

analytical and
gular dispers

ban scenarios

ties on spect

ficiency CDF
It illustrates
ral efficiency
1.8bps/Hz in

des, reducing
ss-mode. In 
scenario with
cenario. 

pectral effic
experienc

ed for throug
erated for bus

system level  

 
ciency CDFs
ubscriber – i

d site-specifi
sion at the b
s, as presente

tral efficienc

Fs of the mac
s the strong 
y: In open a
n the macro 
g the FAP ac

open access
h 10% FAP 

 
ciency CDFs
ced by an in

 
ghput and m
siness model

s of macro o
in real and s

ic path-loss m
ase-station is

ed in section 

cy distributio

cro only netw
impact of 

access-mode,
only networ
ctivation rati
s-mode, the 
activation ra

s of macro o
door user. 

macro-offload
l study, they 

 

nly and two
synthetic env

models is not
s significantl
0, is thus per

on 

work and of 
FAPs in th
, 5.2bps/Hz 
rk. In closed 
io from 50%
spectral effic

atio and 50%

 

only and two

d assessment
are summar

o-tier networ
vironments.

ot as large in 
ly lower). Th
rfectly relev

f the two-tier
he reference 

is reached w
access-mod

% to 10% red
ciency distri

% traffic load 

o-tier netwo

t. As these a
rized in sectio

84

rks, as 
. 

suburban 
he use of 
ant. 

r network 
scenario 

with 85% 
de, a dead 
duces the 
ibution is 
gives the 

rks, as 

additional 
on 9.2.3. 



85 

8.1.4 S

Scenario
macro co
 
Several s
of the re
 

 
A first re
load. 
 
Figure 8
network 
access m
 
Note the
2% outa
non-subs
the hous
and 30%
 

Figur

 
Figure 8
can take
probabil
when tra

Scenario IA

o IA-4 evalu
overage. Sim

sub-scenario
ference scen

Macro ne

FAP dens

FAP prop

Traffic in

FAP acce

esult is the e

82 compares
for an indoo

mode. 

e large increa
age) or for an
scribers in cl
se surface. In

% of the hous

re 82. Scenar

83 gives simi
e advantage 
ity for spect

affic load is 1

A-4 – Impact

uates the imp
mulations are

os are investi
nario highligh

etwork design 

sity 

perties 

n femto layout 

ess mode 

Table 9

evolution of o

 the spectra
or user locate

ase in spectr
ny user in op
losed-access
ncreasing tra
e surface res

rio IA-4 - Sp
expe

ilar result bu
of open-acc

tral efficienc
10%. It decre

t on suburba

pact of a FAP
 conducted i

gated from c
hted in bold a

- ISD = 17

- Density o

- FAP depl

- Transmit

- FAP activ

- TL for ac

- Open 

- Closed 

9: Scenario 

outage proba

l efficiency 
ed in a house

ral efficiency
pen-access m
 mode (i.e. m

affic load fro
spectively. 

pectral effic
erienced by 

ut for an indo
ess FAP cov

cy 3.0bps/Hz
eases only to

an network 

P deploymen
in synthetic e

changing the
are always a

732m 

of houses with ne

loyment probabil

t power: 20dBm

vation ratio: 10%

ctive FAP’s = 10%

IA-4 – Simu

ability agains

CDFs in bo
e with a FAP

y for a subsc
mode. Note a
macro deadz

om 10% to 30

 
ciency CDFs

an indoor u

oor user loca
verage from 
z decreases f
o 72% when 

coverage 

nt in residen
environment

e parameters 
applied, unles

etwork subscriber

lity in a house: 50

%, 25% and 50%

% , 30% and 50%

ulation para

st spectral ef

oth the macr
P, considering

criber in clos
also the large
zone). Servic
0% and 50%

s of macro o
user in FAP 

ated in a hou
FAPs deplo

from 89% in
the traffic lo

ntial areas in
. 

given in Tab
ss otherwise 

rs: 123 house/km2

0% 

%  

ameters. 

fficiency acc

ro-only netw
g deploymen

sed-access m
e reduction o
e is availabl

% reduces the

 

nly and two
area 

use without a
oyed in neig
n the macro-o
oad is 50% (b

n presence of

ble 9. The pa
mentioned. 

2 

cording to FA

work and the
nts in closed-

mode (5.2bps
of the service
le in less than
e service are

o-tier networ

any FAP. Th
ghbor houses
only network
(because of a

f existing 

arameters 

AP traffic 

e two-tier 
- or open-

s/Hz with 
e area for 
n 38% of 

ea to 32% 

rks, as 

hese users 
s. Outage 
k to 61% 
additional 



ICT-2488
Document
Title of D

 

Freedom

interfere
percenta

Figur

 

Tab
accor

 
Figure 8
the two-
probabil
network 
strongly 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

ence. Beside
age decrease 

re 83. Scenar

ble 10: Scen
rding to FA

84 shows the
-tier networ
ity increase
to 76%. In 
depend on th

.2.2 
terference chan

Nb.docx 

es, the impa
from 100% t

rio IA-4 - Sp
experienc

narios IA-4
AP traffic lo

e outdoor (i.e
rk. In closed
s; i.e. the 3
open-access 
he FAP traff

nnel model at s

act of close
to respective

pectral effic
ced by an ind

4 – Macro o
oad for an i

e. in-street) 
d access mo
3bps/Hz spe
mode, the o

fic load. Tabl

system level  

ed-access m
ely 79% and 

 
ciency CDFs
door user in

only and tw
indoor user

spectral effi
ode FAPs b
ectral efficie
outage proba
le 11 gives a

mode FAPs 
63% (see Ta

s of macro o
n houses wit

wo-tier netw
r located in

ciency CDF
behave only
ency increas
ability decrea
additional res

makes the 
able 10). 

 

nly and two
hout FAP. 

work outag
n a house w

s of the mac
as interfere

e from 71%
ase significan
sults for a tra

indoor serv

o-tier networ

 
ge probabil
without any

cro only netw
rers, thus th
% in the ma
ntly, but the 
affic load of 

86

vice area 

rks, as 

lities 
y FAP. 

work and 
he outage 
acro-only 
decrease 

30%. 



87 

Figur

 

 Tab

 
Figure 8
FAP sub
macro-o
advantag
for traffi
 
Second r
Figure 8
for activ
 

re 84. Scenar

ble 11: Scen
acco

85 shows the
bscribers in c
nly network
ge of FAP co
ic loads of 30

result is the 
86. The macr
vation ratios 5

rio IA-4 - Sp
expe

narios IA-4
ording to F

e spectral eff
closed-access
k to 68% at 
overage from
0% and 50%

evolution of
ro indoor de
50%, 25% an

pectral effic
erienced by 

4 – Macro o
FAP traffic 

ficiency CDF
s mode, the o

3bps/Hz sp
m FAPs deplo
%. 

f outage prob
ad-zone surf
nd 10%. 

 
ciency CDFs

an outdoor

only and tw
load for an

Fs outside in
outage proba
pectral effici
oyed in neigh

bability as a
face percenta

s of macro o
r (in-street) u

wo-tier netw
n outdoor (

n the house l
ability signifi
iency. In op
hbor houses.

a function of
age reaches 

 

nly and two
user. 

work outag
(in-street) u

lot where a 
icantly decre
pen-access m
. Table 12 gi

f the activatio
respectively

o-tier networ

 
ge probabil
user. 

FAP is insta
eases from 94
mode, users 
ives addition

on ratio, as 
y 62%, 34% 

rks, as 

lities 

alled. For 
4% in the 
can take 

nal results 

shown in 
and 15% 



ICT-2488
Document
Title of D

 

Freedom

Figur

Tab
ac

 

Figur

 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

re 85. Scenar
ex

ble 12: Scen
ccording to

re 86. Scenar
experience

.2.2 
terference chan

Nb.docx 

rio IA-4 - Sp
perienced b

narios IA-4
o FAP traff

rio IA-4 - Sp
ed by an ind

nnel model at s

pectral effic
by an outdoo

4 – Macro o
fic load for

pectral effic
door user in 

system level  

 
ciency CDFs
or user locat

only and tw
r an outdoor

ciency CDFs
FAP area fo

s of macro o
ted outside i

wo-tier netw
r user locate

s of macro o
for different 

 

nly and two
in its house l

work outag
ed outside in

 
nly and two
FAP activa

o-tier networ
lot. 

 
ge probabil
n its house lo

o-tier networ
ation ratios. 

88

rks, as 

lities 
ot. 

rks, as 



89 

The imp
constant 
the inter
closed-a
 

Tab

 
Third re
consider
(50%). 
 
For outd

 F
t

 F
t
 

For outd
 F

s
 F

 

8.1.5 S
c

Scenario
area (co
scenario
scenario
 
Two diff

 F
 C

w
 

pact of FAP
t traffic load 
rference leve
access mode. 

ble 13: Scen
accordin

esult is the 
ring similar 

door users wi
FAP traffic l
to 7% with 3
FAP traffic l
to 19% with 

door users wi
FAP traffic 
subscriber ho
FAP traffic l

Scenarios I
coverage) 

os IA-5 and 
mposed of a
s IA-1 and I
s details. 

ferent types o
FAP subscrib
Corporate F
whole buildi

 activation r
(10%) are su

els, thus lead

narios IA-4
ng to activa

evolution o
FAP density

ith FAP close
load = 10%:
360 subscribe
load = 50%:
360 subscrib

ith FAP open
load = 10%

ouse/km² and
load = 50%: 

A-5 and IA

IA-6 evaluat
a few buildi
IA-2, except 

of user are ev
ber, who is l
AP subscrib
ings) as the F

ratio in both
ummarized i

ds to coverag

4 – Macro o
tion ratio f

of the spec
y (50%), FA

ed-access mo
dead-zone s

er house/km²
dead-zone s

ber house/km

n-mode deplo
%: the avera
d 0.4bps/Hz 
no visible ga

A-6 – FAP 

te the impac
ngs only) in
that MBS a

valuated: 
ocated in the

ber, who is l
FAPs. 

h closed and
in Table 13. 
ge performan

only and tw
for an outd

ctral efficien
AP traffic lo

ode deploym
surface incre
². 
surface incre
m². 

oyment: 
age gain on
with 360 sub
ain whatever

coverage in

ct of a FAP 
n absence of
are not taken

e same 10m
located in th

d open-acces
As expected

nce degradati

wo-tier netw
door non-su

ncy accordin
oad (10% or

ment: 
eases from 2%

eases from 7%

n spectral ef
bscriber hou
r the subscrib

n urban cor

deployment 
f any macro 
n into accoun

10m small a
he same cor

ss modes for
d, higher activ
ion. This deg

work outag
ubscriber (i

ng to subsc
r 50%) and 

% with 123 

% with 123 

fficiency is 
se/km². 
ber house den

rporate are

in one restri
coverage. T

nt. Thus, refe

area as a FAP
rporate unit 

or outdoor u
ivation ratios
gradation is 

 
ge probabil
in-street). 

criber house 
FAP activat

subscriber h

subscriber h

0.2bps/Hz w

nsity is. 

ea (no initia

icted urban c
They are the
er to section 

P. 
area (whole

sers with 
s increase 
higher in 

lities 

density, 
tion ratio 

ouse/km² 

ouse/km² 

with 123 

al macro 

corporate 
e same as 

8.1.2 for 

e floor or 



ICT-2488
Document
Title of D

 

Freedom

8.1.5.1 

Firstly, w
FAP. Fig
of the m
in open-
connect 

 

Figu

 
Figure 8
subscrib
density=
transmit 
 

Figure 

 
Secondly
FAPs. T
FAPs are
who belo
 
Figure 8
scenario
existing 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

Scenario IA

we focus on
gure 87 com

maximum spe
-access mod
to neighbor F

ure 87. Scen

88 illustrates 
ers. The ben

=50% or FA
power is alm

88. Scenari

y, we focus o
These results 
e in open-ac
ongs to the C

89 gives the 
, the averag
macro cover

.2.2 
terference chan

Nb.docx 

IA-5 – Spectr

n the impact 
mpares the sp
ectral efficien
e. The diffe
FAPs if one 

nario IA-5 - S

the impact 
nefit is sligh

AP activation
most the sam

io IA-5 - Imp

on the impac
illustrate th

cess mode; o
Closed Subsc

spectral eff
ge spectral e
rage (see Fig

nnel model at s

ral efficiency

for FAP su
ectral efficie
ncy of the sy

erence comes
of those FAP

Spectral effi

of some FAP
htly lower w
n ratio=100%

me as for 20dB

pact of FAP
FA

ct for corpora
e performan
or (2) FAPs 
criber Group 

ficiency CDF
fficiency is 

gure 64). It al

system level  

y of a single

ubscribers loc
ency CDFs in
ystem (5.2bp
s from the f
Ps becomes

 
ficiency CDF

P properties
when the FA
%). Howeve
Bm. 

 
P properties 
AP subscrib

ate FAP subs
nce that shou
are in closed
(CSG) of al

Fs at the wh
3.6bps/Hz a

lso shows th

e-floor FAP d

cated in the 
n the two-tie
ps/Hz) is 10%
fact that, in 
its best-serve

Fs, as experi

on the spec
AP-to-FAP in
er, the spec

on spectral 
ber. 

scriber, who 
uld be experi
d-access and 
l FAPs. 

hole FAP de
against 2.2bp
e impact of s

deployment 
same 10m

er network: th
% in closed-
open-access

er. 

 

ienced by a F

ctral efficienc
nterference l
tral efficien

 

efficiency, a

is located in
ienced in tw
the predicte

eployment fl
ps/Hz in the
some FAP pr

10m small 
the outage pr
-access mode
s mode, the 

FAP subscr

cy predicted
level increas

ncy for 10dB

as experienc

n the same flo
wo different c
ed user is a s

loor. In the 
e same scen
roperties:  

90

area as a 
robability 
e and 3% 
user can 

riber. 

d for FAP 
ses (FAP 
Bm FAP 

ced by a 

oor as the 
cases: (1) 
ubscriber 

reference 
ario with 



91 

 I
0

 R

 I

Figure 

8.1.5.2 

Figure 9
maximum
access m
 

Figu

 
Figure 9
subscrib
density=
transmit 
 

Increasing th
0.6bps/Hz on
Reducing the
1.8bps/Hz on
Increasing th
1.2bps/Hz on

89. Scenario
corpo

Scenario IA

90 compares 
m spectral ef

mode. 

ure 90. Scen

91 illustrates 
ers. The ben

=50% or FA
power is the

he FAP deplo
n average.  
e FAP transm
n average. 
he FAP acti
n average. 

o IA-5 – Imp
orate FAP s

IA-6 – Spectr

the spectral 
fficiency of 

nario IA-6 - S

the impact 
nefit is sligh

AP activation
e same as wit

oyment dens

mit power fro

ivation ratio

pact of FAP
ubscriber lo

ral efficiency

efficiency C
the system (

Spectral effi

of some FAP
htly lower w
n ratio=100%
th 20dBm. 

sity from 20%

om 20dBm t

o from 50% 

 

 
P properties 
ocated in the

 

y of a buildi

CDFs in the tw
(5.2bps/Hz) i

 
ficiency CDF

P properties
when the FA
%). Howeve

% to 50% inc

o 10dBm red

to 100% re

on spectral
e FAP deplo

ng FAP dep

wo-tier netw
is 7% in clos

Fs, as experi

on the spec
AP-to-FAP in
er, the spectr

creases the sp

duces the spe

educes the sp

 

efficiency, a
oyment build

loyment 
work: the outa
sed-access m

 

ienced by a F

ctral efficienc
nterference l
ral efficienc

pectral effici

ectral efficien

pectral effic

as experienc
dings. 

age probabil
mode and 4%

FAP subscr

cy predicted
level increas

cy with 10dB

iency by 

ncy by 

ciency by 

ced by a 

lity of the 
% in open-

riber. 

d for FAP 
ses (FAP 
Bm FAP 



ICT-2488
Document
Title of D

 

Freedom

Figure 

 
Figure 9
subscrib
deploym
interfere
1% outa
 
 

Figure

 
Secondly
FAPs. T
FAPs are
who belo
 
Figure 9
scenario
existing 
against 6

 2
 R

e

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

91. Scenario

92 illustrate
ers. The sp

ment in stagg
ence is lower
ge probabilit

e 92. Scenar

y, we focus o
These results 
e in open-ac
ongs to the C

93 gives the 
, the averag
macro cove

61% (see Fig
20% FAP de
Reducing th
efficiency. 

.2.2 
terference chan

Nb.docx 

o IA-6 – Imp

s the impac
pectral effic
gered rows p
red: the max
ty against 5%

rio IA-6 - Im

on the impac
illustrate th

cess mode; o
Closed Subsc

spectral eff
ge spectral e
erage; and t
gure 71). It al
ensity is enou
he FAP tran

nnel model at s

pact of FAP
FA

ct of FAP l
iency distrib
provides a s
ximum spect
%-7% for oth

mpact of FAP
FA

ct for corpora
e performan
or (2) FAPs 
criber Group 

ficiency CDF
fficiency is 
the outage p
lso shows the
ugh since 50
nsmit power 

system level  

 
P properties 
AP subscrib

locations on
butions are 
slightly bette
tral efficienc
her FAP loca

 
P locations
AP subscrib

ate FAP subs
nce that shou
are in closed
(CSG) of al

Fs at the wh
4.8bps/Hz a

probability o
e impact of F
% FAP dens

r from 20dB

on spectral
ber. 

n the spectra
barely the 

er spectral e
cy of the sys
ations. 

on spectral 
ber. 

scriber, who 
uld be experi
d-access and 
l FAPs. 

hole FAP de
against 2.5bp
of the maxim
FAP properti
sity does not 
Bm to 10dB

 

efficiency, a

al efficiency
same insid

efficiency sin
stem (5.2bps

 

efficiency, a

is located in
ienced in tw
the predicte

eployment fl
ps/Hz in the
mum spectra
ies:  
increase the 
m does not

as experienc

y predicted 
de FAP are
nce the FAP
s/Hz) is reac

as experienc

n the same flo
wo different c
ed user is a s

loor. In the 
e same scen
al efficiency

e spectral effi
t reduce the

92

ced by a 

for FAP 
eas. FAP 
P-to-FAP 
ched with 

ced by a 

oor as the 
cases: (1) 
ubscriber 

reference 
ario with 
y is 37% 

iciency. 
e spectral 



93 

 I

Figure 

Figure 9
building

 R
s

 F
p

 F
e

Figure

 
Figure 9
surround
efficienc
shows th

 R
(

Increasing th
1.8bps/Hz on

93. Scenario
corpo

94 shows th
s, as experie
Regular FAP
spectral effic
FAP deploy
probability o
FAP deploym
efficiency th

e 94. Scenar
corpo

95 gives the s
ding streets o
cy is 3.7bps/
he impact of 
Regular FA
(3.7bps/Hz o

he FAP acti
n average. 

o IA-6 – Imp
orate FAP s

he impact of
enced by a co
P deploymen
ciency (5.2bp
yment with a
of the maxim
ment with a 

han a uniform

rio IA-6 – Im
orate FAP s

spectral effic
of the FAP d
Hz and the o
FAP location

AP deployme
on average). 

ivation ratio

pact of FAP
ubscriber lo

f FAP locati
orporate FAP
nt in stagger
ps/Hz) from 
a distance to

mum spectral 
distance to t

m distribution

mpact of FA
ubscriber lo

ciency CDFs 
deployment 
outage proba
ns:  
ent in stagg

o from 50% 

 

 
P properties 
ocated in the

 

ions on the 
P subscriber: 
red rows red
37% to 27%
o the exterio
efficiency (5
the exterior 
n. 

 

 
AP locations
ocated in the

 experienced
buildings. In

ability of the

gered rows 

to 100% re

on spectral
e FAP deplo

spectral eff
 

duces the out
%.  

or wall lowe
5.2bps/Hz) to
wall greater 

on spectral 
e FAP deplo

d by a corpor
n the referen
e maximum s

offers barel

educes the sp

 

efficiency, a
oyment build

ficiency in t

tage probabi

er than 1m 
o 43%. 
than 5m off

 

efficiency, a
oyment build

rate FAP sub
nce scenario,
spectral effic

ly the same

pectral effic

as experienc
dings. 

the FAP dep

ility of the m

increases th

fers the same

as experienc
dings. 

bscriber locat
, the average
ciency is 76%

e spectral e

ciency by 

ced by a 

ployment 

maximum 

he outage 

e spectral 

ced by a 

ted in the 
e spectral 
%. It also 

efficiency 



ICT-2488
Document
Title of D

 

Freedom

 F
e
7

 F
s
e

 

Figure
corpor

 

8.2 C

8.2.1 E

This Sec
7.1, and
evaluatio
frame str
 
The algo
penetrati
and the 
propagat
the evalu
 
The aver
panel co
partition
consider
users un
(includin
 
For a ne
by a cap
case of b
provides
(complet
20% (i.e
other han

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

FAP deploy
efficiency to
73%. 
FAP deploym
spectral effic
efficiency to

e 95. Scenar
rate FAP sub

Cell perform

Equipartitio

ction summa
d complemen
on of interfer
ructure, at th

orithms hav
ion (10 to 6
femto netw

tion losses am
uations made

rage nomina
orresponds to
ned band.  In
r also the resu
nable to cor
ng the MBS)

etwork imple
pacity increas
band partitio
s the worst 
tely unable t

e. better netw
nd outage in

.2.2 
terference chan

Nb.docx 

yment with a
o 4.2bps/Hz a

ment with a d
ciency to 3.1
o 86%. 

rio IA-6 – Im
bscriber loc

mances for 

on of freque

arizes the resu
nting analysi
rence variati

he ms scale.  

e been run 
0 indoor FA

work. The co
mong all tran
e in [Freedom

al capacity p
o the case of
n order to as
ults in Figure
rrectly perfo
). 

emented with
se of about 1
oning. On th
transmission

to communic
work conditio

creases of ab

nnel model at s

a distance to
and reduces 

distance to th
bps/Hz and i

mpact of FA
ated in the s

deploymen

ency band 

ults obtained
is performed
ion with time

for a homo
APs) addressi
omparison is
nsmitters. M
m-D51]. 

per user, me
f full band o
ssess some c
e 97, represe
orm a comm

h a full band
15%, while i
he other hand
n conditions
cate in the ca
ons at system
bout 12% wit

system level  

o the exterio
the outage p

he exterior w
increases the

 
AP locations
surrounding

nts with sh

d by means o
d in [Freedo
e for a series

ogeneous dep
ing a coarse

s made over
Moreover, this

asured in K
overlap, whi
consideration
enting the ou
munication, 

d overlap, an
in the same c
d, in the case
s: indoor M
ase of full ov

m level) when
th the numbe

or wall lowe
probability o

wall greater th
e outage prob

on spectral 
g streets of t

hared band

of the dynam
om-D51]) de
s of transmis

ployment of
e band partit
r two sets of
s activity can

Kbit/s/PRB, is
ile on the rig
ns about the 

utage percent
as a result 

n increase of 
conditions it 
e of full ove
UEs strongl

verlap). The 
n increasing t
er of FAPs in

r than 1m i
f maximum 

han 5m decre
bability of m

 

efficiency, a
the FAP dep

d allocation

mic system sim
eveloped by 
ssion events,

f 150 UEs, w
ion (half/hal
f identical c

n be consider

s reported in
ght is report
final capaci

age per cell, 
of the surr

FAP penetra
is decreased

erlap, the int
ly suffer fro
overall outag
the number o
n the case of 

increases the
spectral effi

reases the ave
maximum spe

as experienc
ployment bu

n 

mulator (des
DUN, base

, compliant w

with increas
lf) between 
cell deploym
red complem

n Figure 96.
ted the outpu
ity, it is nec
i.e. the perc

rounding tra

ation is char
d of about 50
terference co
om FAP int
ge decreases
of FAPs, wh
f band partitio

94

e spectral 
ciency to 

erage 
ectral 

ced by a 
uildings. 

scribed in 
ed on the 
with LTE 

sing FAP 
the MBS 

ments and 
mentary to 

 The left 
ut for the 
cessary to 
entage of 

ansmitters 

racterized 
0% in the 
omponent 
erference 

s of about 
ile on the 
oned.  



95 

Figu

Figu

From th
between 
massive 
Of cours
techniqu
room to 
The resu
 

ure 96. Ave

ure 97. Out

he above con
 macro netw
FAP deploy

se, the test is
ues which, a
implementat

ults are summ

erage capac

tage percen

nsiderations,
work and fem
yment the ov
s based on a
nyway, have
tion issues, w

marized in Ta

city per use
equa

ntage per c
p

 one can co
mto network c
verall system
a very simple
e to tackle a
which are not
able 14. 

 

 

er per PRB
ally partitio

 

cell. Left: fu
partitioned

onclude that
can significan

m gains majo
e partition m
a strongly in
t within the s

B. Left: full 
oned. 

ull overlap 
d. 

t although at
ntly damp in

or benefits w
method and le
ncreasing nu
scope of the 

overlap ba

band; righ

t a first sigh
nterference, in
hen the band
eaves room t
mber of inte
analysis of t

and; right b

ht band equ

ht the band 
n the perspe
d is fully ov
to more soph
erferers, thu
this activity. 

 

band 

ually 

partition 
ctive of a 
erlapped. 
histicated 
s leaving 
 



ICT-2488
Document
Title of D

 

Freedom

T
Com

 

8.2.2 V

In this S
Section 
be desig
applicati
of 5-10%
 
The syst
characte

- 

- 

- 

The outc
section. 

We pres
occupan
over the
comparis

 

8.2.2.1 

The sim
femto tie
MUEs) o

The aver
and Figu

 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

Effect of i
NW FAP p

Overall 

Out

Table 14. Sy
mparison b

Variable ba

Section we p
6 of docume

gned as a rig
ions running
%.  

tem simulato
ristics:  

Scenario 1: H

Scenario 2: I

Scenario 3: I

comes in term

sent results 
ncy increases
e whole ban
son of result

MBS incre

mulation resu
er with poten
occupy an in

rage through
ure 100, resp

.2.2 
terference chan

Nb.docx 

increasing 
penetration 

Capacity 

tage 

ystem perf
between ful

and partition

present the r
ent [Freedom
gid sharing 

g on a mobile

or has been 

Homogeneou

Inhomogeneo

Inhomogeneo

ms of averag

in the case 
 from 10% t
nd and the 
ts. 

easing band 

ults presented
ntial occupan
ncreasing num

hput per user
ectively. 

nnel model at s

 
MUE

MUE ind
MUE out

FUE
UE=MUE+

MUE
MUE ind
MUE out

FUE
UE=MUE+

formances v
ll band ove
changes w

n 

results of sy
m-D51]. The 

or as a dyn
e terminal, th

run for a se

us dense, (78

ous sparse, 4

ous dense, 20

ge throughpu

the femto 
to 100% ove
femto tier 

occupancy

d in this Sec
ncy of the wh
mber of band

r per PRB fo

system level  

F

E 
door 
tdoor 

E 
+FUE 

E 
door 
tdoor 

E 
+FUE 

variation w
erlap and b
with FAP pe

ystem simula
band partitio

namic sharin
he used PRB

et of scenari

85 UEs, 254 

4 buildings, 1

0 buildings, 

ut per PRB a

network tra
erlap and in t

occupies an

ction summa
whole band an
ds, from 10 t

or the three 

Full overlap 

+50% 
0 
0 

-60% 
+19% 
-16% 

0 
0 

30% 
-20% 

when increa
band equipa
enetration.

ations, comp
on between t
ng. Indeed, t

Bs by a FUE 

os considere

FAPs); 

150 UEs, 60 

300 UEs, 12

and outage a

ansmits over
the opposite 
n increasing 

arize the sys
nd while the 
o 100% of ov

scenarios is 

Band equ

-

-6
-3

+3
+1

asing FAP p
artition. No

plementary t
the MBS and
traffic analy
have an occu

ed of interes

FUEs; 

20 FAPs. 

are reported 

r the whole 
case in whic
number of

stem perform
transmission
verlap.  

reported in 

uipartition 

8% 
0 
0 

66% 
35% 
0 
0 
0 

31% 
13% 

penetration
ote that out

to those pre
d the femto 

ysis shows th
upancy level

st for the dep

in the follow

band and t
ch the MBS 
f PRBs, pro

mances cons
n of the MB

Figure 98, F

96

n. 
tage 

sented in 
layer can 
hat for 3 
l of order 

ployment 

wing sub-

the MBS 
transmits 

oviding a 

idering a 
S (and of 

Figure 99 



97 

Figur
FAPs)

 

Fig
buil

 

Figu
buil

 
The plot
usage by
of outag
the femt

 

re 98. Varia
. Increasin

gure 99. Va
ldings. Incr

ure 100. Va
ldings. Incr

ts show how
y the MBS im
e for indoor 
o network, w

ation of per
ng band occ

ariation of p
reasing ban

ariation of p
reasing ban

w the same c
mplies an inc
users which

whose band i

rformance m
cupancy by

performan
nd occupan

performan
nd occupan

conclusions 
crease of thr

h are those m
s fixed, is po

metrics for
y MBS tier.

nce metrics 
ncy by MBS

outage.

nce metrics 
ncy by MBS

outage.

can be drive
roughput per

most suffering
oorly affected

r homogene
 Left: capa

for inhomo
S tier. Left:

for inhomo
S tier. Left:

en for all ca
user for the

g for interfer
d by a band o

eous scenar
acity per PR

ogeneous sc
: capacity p

ogeneous sc
: capacity p

ases consider
macro netw

rence from th
overlap incre

rio (785 UE
RB; right, o

cenario wit
per PRB; r

cenario wit
per PRB; r

red. Increase
work, with a r
he FAPs. Be
ease. 

Es, 254 
outage. 

th 4 
ight, 

 
th 20 
ight, 

e of band 
reduction 
havior of 



ICT-2488
Document
Title of D

 

Freedom

8.2.2.2 

For the c
of overla
deployed
throughp
by a grow
 

Figu
build

 
 

8.3 Sy

The dyn
of a sc
environm
variation
purpose,
used as i

8.3.1 M

Very rea
vector m
compose
the grou
the build
simulatio
FUEs an
applies o
 
Channel 
been use
1. Con
2. Con

path
 
 
 
 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

FEMTO ti

case in which
apping band
d in the cell
put of indoor
wth also of o

ure 101. Va
dings. Incr

ystem perf

amic system
enario whos
ment, or bec
ns of the re
, SIR has pro
input for the 

Mapped sce

alistic deploy
map and site
ed of one ba

und). The FA
ding blocks 
on parameter
nd MUEs, ho
on scenarios 

 traces are o
ed to generat
sidering the 
sidering the 

h obstructions

.2.2 
terference chan

Nb.docx 

ier increasin

h the MBS u
, Figure 101
l. The throu
r MUEs dec
outage of ind

ariation of p
reasing ban

formances 

m simulator h
se character
ause persons
elative pathl
oduced some
system simu

enario 

yment scena
e-specific pr
ase-station w

APs are rando
(20% actual
rs for each r
owever they
N3 and N4. 

obtained from
e channel (an
user is movi
user is stati

s 

nnel model at s

ng band occu

uses the whol
 reports the 
ghput of the
reases steadi

door MUEs. 

performan
nd occupan

for deploy

as been impl
ristics vary 
s and object
losses, thus 
e deploymen
ulator and pro

arios are sim
ropagation m

with an omni-
omly distribu
ly) have bee
ealized scen

y result from
As well on s

m the proces
nd path-loss)
ng with velo
c, but rando

system level  

upancy 

le band and t
relevant sce

e FAPs incr
ily, as effect

nce metrics 
cy by femt

outage.

yments with

lemented to 
with time, 

ts in the surr
implying v

nts of users i
ocessed to g

mulated in Pa
models (ray-
-directional 

uted in the di
en randomly 
nario. Scenari
m two differe
scenarios N5

ss described 
) variations o

ocity 3km/h i
om surroundi

the femto ne
enario of 5 F
reases linearl
t of increasin

for inhomo
o tier. Left

h mobility 

evaluate syst
either beca

rounding mo
variations on
in a real urb
et system me

aris dense ur
-tracing in p
antenna loca
ifferent corpo
determined 

ios N1 and N
ent random d
5 and N6. 

in section 7.
over the 1-se
in a random d
ing human a

twork occup
FAP areas, in
ly with the 
ng indoor int

ogeneous sc
: capacity p

tem perform
ause transmi
ove around, l
n interferenc
an environm
etrics. 

rban, using 
particular). T
ated above a
orate buildin
as corporate

N2 have sim
deployment r

.1.2. Two di
cond simula
direction; 

activity can p

pies an increa
ncluding 20 b
band increa
terference, c

cenario wit
per PRB; r

mances also in
itters move 
leading to sh
ce relations.

ment which h

a high-resol
The macro 
a rooftop (42
ng floors, aft
e. Table 15 

milar number 
runs. Same 

ifferent meth
ation duration

produce time

98

asing part 
buildings 
se, while 
onfirmed 

th 20 
right, 

n the case 
in their 

hort term 
 To this 

have been 

lution 3D 
layout is 

2m above 
er part of 
gives the 
of FAPs, 
comment 

hods have 
n: 

e-varying 



99 

Scenari

# FAPs 

#FUEs 

# outdo

# indoo

FUE mo

MBS tx

MBS an

FAP tx 

FAP an

Central

Signal b

 

Fig

 
Only sce
 Half
 Half
 Con

user
not u
 

Figure 1
thus cha
for mov
static use
 

io Id 

oor MUEs 

r MUEs 

obility 

x power 

ntenna gain 

power 

ntenna gain 

l frequency 

bandwidth 

T

gure 102: F

enario “N1_a
f the indoor u
f the static us
sequently, 50
s undergo ch
undergo any 

03 gives the
aracterizes ch
ving users (1
er to another

N1 
98 

98 

8 

47 

moving 

Table 15: Si

FAP and us

a” is making 
users are con
sers have no 
0% indoor u
hannel variat
channel vari

e statistical d
hannel variat
1.4dB agains
r; a standard 

N1_a 
98 

98 

8 

47 

50% 
moving / 

50% 
static 

m

imulation p

er distribu
s

use of this s
nsidered stati
surrounding

users undergo
tions resultin
iation. 

distribution o
tions for bot
st 0.1dB), ho
deviation gre

N2 
98 

98 

7 

46 

moving m

4

1

2

2

10

parameters

ution in the 
scenario N3

second appro
ic; 
g human activ
o channel va
ng from surro

of the channe
th static and 
owever the 
reater than 6d

N3 N
154 1

154 1

7 1

50 5

moving mo

6dBm 

10dBi 

0dBm 

5dBi 

2GHz 

0MHz 

s for mappe

street and 
3. 

oach, where 

vity; 
riations simi
ounding hum

el gain stand
moving use

channel beh
dB is observe

N4 N5
51 19

51 19

10 13

52 40

oving mov

ed scenario

building gr

ilar to scenar
man activity; 

dard deviatio
ers. Median v
havior is very
ed for 5% sta

5 N6 
99 201

99 201

3 13 

0 42 

ving movin

os. 

 
round-floo

rio “N1”; 25
25% indoor

on over 1 sec
value is muc

ry different f
atic users. 

 

 

ng 

or in 

% indoor 
r users do 

cond, and 
ch higher 
from one 



ICT-2488
Document
Title of D

 

Freedom

Figure 1
the user 
on a dom
 
 

Figu

Figure
movin

8.3.2 S

The sum
scenario 

 

891 STP 
t number: M5
eliverable: Int

m_5D2_DUN

04 gives ano
considered a

minant path. 

ure 103: St
duratio

(a
e 104: Time
ng in scenar

System beha

mmary of re
 is reported i

.2.2 
terference chan

Nb.docx 

other illustrat
as moving an

andard dev
n, for diffe

a) Moving us
e-varying p
rio “N1” an

avior 

esults produc
in Table 16, 

nnel model at s

tion of the h
nd (b) the sam

viation of t
rent user c

ser. 
path-loss for
nd (b) cons

in sc

ced by runn
including ch

system level  

human activit
me user cons

the average
categories s

 
 
 

 

r a FAP-FU
idered as s

cenario “N1

ning the syst
haracteristics

ty impact, tim
sidered as sta

e channel ga
simulated in

(b) Static us

UE link wh
static with s
1_a”. 

tem simulato
 of the differ

me variations
atic with an o

ain over th
n scenario 

er with surrou

here FUE is
surroundin

or with a re
rent deploym

ns are observe
obstruction o

 
he 1s simula

“N1_a”. 

unding human

s (a) consid
ng human a

ealistic, time
ments.  

100

ed for (a) 
occurring 

ation 

 
n activity. 

dered as 
activity 

e-varying 



101 

deployment 'SIR_N1' 'SIR_N1_a' 'SIR_N2' 'SIR_N3' 'SIR_N4'
FUEs 98 98 98 154 151 
UEs 153 153 151 211 213 

FAP_on_balcony 0 0 0 0 0 
MUE_indoor 47 47 46 50 52 

MUE_outdoor 8 8 7 7 10 
capaMUEs_overall 95.3 97.0 69.8 65.7 77.5 

capaMUEs_out 192.5 187.7 182.6 98.7 185.6 
capaMUEs_in 78.7 81.6 52.7 61.0 56.6 
outageMUE 0.42 0.42 0.42 0.39 0.48 

outageMUEin 0.49 0.49 0.46 0.42 0.58 
outageMUEout 0 0 0.1429 0.1429 0 

capaFUEs 254.2 233.3 255.7 219.7 187.3 
outageFUE 0.18 0.17 0.13 0.16 0.19 
capaFAPs 61.3 57.5 62.9 54.4 45.1 
outageFAP 0.18 0.17 0.13 0.1558 0.19 
outageUE 0.27 0.26 0.23 0.2180 0.28 

capa_overallUE 167.2 158.4 168.4 153.1 128.9 
UE 153 153 151 211 213 

FAP 98 98 98 154 151 

Table 16. System performances for different realizations of a mapped scenario, based on 
SIR realizations. The meaning of the adopted variables is explained in the following 

Table 17. 
 
 

FUEs Number of FUEs  

UEs Number of overall UEs 
FAP_on_balcony Number of FAPs on balcony 

MUE_indoor Number of MUEs indoor 
MUE_outdoor Number of MUEs outdoor 

capaMUEs_overall Capacity of all MUEs,  in Kbit/s/PRB 
capaMUEs_out Capacity of MUEs outdoor only, in Kbit/s/PRB 
capaMUEs_in Capacity of MUEs indoor only, in Kbit/s/PRB 
outageMUE Outage of all MUEs (ratio, percentage/100) 

outageMUEin Outage of MUEs indoor only (ratio, percentage/100) 
outageMUEout Outage of MUEs outdoor only (ratio, percentage/100) 

capaFUEs Capacity of FUEs, in Kbit/s/PRB 
outageFUE Outage of FUEs (ratio, percentage/100) 
capaFAPs Capacity of FAPs, in Kbit/s/PRB 
outageFAP Outage of FAPs (ratio, percentage/100) 
outageUE Outage of overall UEs (ratio, percentage/100) 

capa_overallUE Capacity of overall MUEs,  in Kbit/s/PRB 
UE Number of UEs (MUEs and FUEs) 

FAP Number of FAPs 

Table 17. Meaning of system variables. 
 
 
The plots in Figure 105, Figure 106 and Figure 107 report the temporal variation of MUEs, FAPs and 
FUEs SINR and capacity for SIR scenario N1, with a summary of average throughput per user in 
Figure 108. The same can be said for Figure 109, Figure 110 and Figure 111 for the SIR scenario N1a. 
The change in the environment and thus on all pathloss relations among transmitters reflects in the 
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A difference between the tested scenarios is that the design of synthetic ones (i.e., homogeneous and 
inhomogeneous) is characterized by a deep penetration of indoor MUEs which are much closer to 
FAPs, while in the mapped developed by SIR indoor MUEs are more sparse. 
 
Analyzing the right panels of the Figure 114, Figure 115, emerges that in the synthetic in more dense 
deployments scenarios outage is reduced of up to 80%, while from Figure 117 referring to SIR 
scenario outage is improved of about 10%, as it is sparser.  
 

8.5 MBS offload and QoS 

In this Section we report the system performances evaluation in a scenario deployment where traffic is 
produced by UEs running specific applications. For this test, the inhomogeneous scenario (150 UEs, 
60 FUEs, 4 buildings) has been chosen as a reference case.  
The system simulator takes into account:  

- Deployment 

- SINR of UEs 

- Packet data flow. 

In order to quantify the impact on QoS of each unit (both MUEs and FUEs) when deploying FAPs, 
this activity has been designed by comparing the system performances of a macro network when 
offloading traffic by attaching some (indoor) MUEs to (indoor) FAPs. The simulations take into 
account different traffic flows:   

- in a macro network with 120 MUEs 

- in the same macro network with 90 MUEs 

- data transmitted when the 30 MUEs are FUEs attached to nearby FAPs. 

The comparison is carried out by considering the different levels of SINR for indoor UEs when 
attached to the MBS or to a FAP, its impact on PDU-ER and thus on QoS. Finally, we provide an 
estimate on the extra energy consumption as a consequence of NACK packets that need 
retransmissions, evaluated in both cases of UE attached to the MBS or to a FAP. 
  
 

8.5.1 MBS traffic flow for 120 MUEs 

In this Section is reported the dynamic simulator output of traffic flow through the MBS. 120 MUEs 
are equally divided in three types, depending on the number and type of applications running on 
mobile devices:  

- VoIP 
- VoIP and homogeneous stream (FTP-like) 
- VoIP, FTP, and bursty (HTTP-like). 

 
Figure 118 shows a snapshot at certain instant of time users’ queues, while the right panel reports the 
instantaneous PDU-ER of the first four MUEs. 
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8.5.3 MBS offload by 30 FUEs on Femto network 

The effect of attaching 30 indoor MUEs to a FAP has several outcomes, which are summarized in 
Table 18.  
 
In this simulation, the FUEs have transmission power set to 15 dBm, while when they are MUEs it is 
20 dBm, thus the overall power per user is reduced. The average power increase per user, due to the 
necessity to transmit NACK packets is significantly less than in other cases; the same is valid for the 
average power increase per user. Thus simulations confirm that FAPs allow MBS offload and ensure 
comparable or better transmission conditions to indoor users attached to them. 
 
 
 MBS with 

120 MUEs 
MBS with 90 

MUEs 
FEMTO layer 

30 FUEs 

Traffic increase due to rescheduled packets  124  % 
[total] 

97  % 58% 

Overall Power expenditure [tot]/user    99.85  mW 99.85  mW 5.42 mW 
Tx Power dBm 20 20 15 
Average power increase – percentage/user   163.5  % 88.9  % 37% 
Average power increase - mW/user           0.23  mW 0.13  mW 0.029 mW 
Overall power increase  27.99  mW 11.42  mW 0.88 mW 
    
30 usrs – overall power expenditure [tot]    mW                 748.9  329.2 
Overall power expenditure/user mW 24.96  10.9 
30 usrs – power increase – percentage/user        25.5  %  37.9 % 
30 usrs - power increase  - mW/user 0.036  0.036 
30 usrs - Traffic increase due to rescheduled packets    89  %  53% 
30 usrs - Traffic increase/user due to rescheduled packets  
(avg.) 

2.9 %  1.95 % 

     
90 usrs - overall power [tot]                   26.9  mW   
90 usrs - power increase – percentage/user        210  %   
90 usrs - power increase  - mW/user       0.299  mW   
90 usrs - Traffic increase due to rescheduled packets   140  %   
     
Flux tot - th        MBps 6.1 4.3 1.0 
Flux tot - out      MBps 23.3 14.1 5.3 
Flux tot - gross   MBps 26.3 15.9 6.2 

Table 18. Comparison of system performances when offloading the traffic of 30 MUEs 
and attaching them to FAPs.  
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The dynamic system simulator has been complemented including packet flow module to evaluate the 
information data passing through the cell and the impact of all transmitters on the QoS and energy 
needed to run a set of applications on UE mobile terminals. 
 
The overall simulator has been tested in several cases of interest that can be summarized as:  

- Impact of clustering on possibility to extend optimization methods at system level in a reliable 
way, in order to manage also high number of users;  

- A set of real environments have been included, providing metrics also for a mapped scenario with 
geographic deployments of buildings and users;  

- Mobility of users and temporal changes in the environment where transmitters are positioned have 
been included and evaluated;  

- Evaluation on the system performances for different cases of varying band usage: equipartition of 
band between MBS and femto network, considering  a fixed spectrum allocation for the MBS and 
varying that of second tier, or fixing the band usage of the femto network and increasing that of 
the macro network;  

- Evaluation of system performances when including a GO for power assignment of FUEs/FAPs to 
mitigate indoor interference;  

- Quantification of the MBS offload when routing traffic of a set of UEs indoor through FAPs 
instead of through the macro network. 
 

9.2 Impact on the business case 

This section summarizes the outcomes used in 2A3 activity for business model analysis. All inputs and 
key methodology aspects of the LTE coverage simulations presented in sections  9.2.1 to  9.2.4 are 
given section 3. These results are extension of those provided in section 8.1. 
 
The development of some activities (clustering and optimization methods) developed in 3A2, 
evaluated at system level in 5A1 and 5A2 and their impact on the business case are reported in section 
9.2.5. The overall conclusions that can be drawn from a list of simulations are also presented for their 
impact on possible choices for a MNO.  
 

9.2.1 Scenarios IA-1 and IA-2 – Impact on local urban corporate coverage 

Scenarios IA-1 and IA-2 evaluate the impact of a FAP deployment in one restricted urban corporate 
area (composed of a few buildings only) in presence of existing macro coverage. 
 
Figure 130 gives spectral efficiency statistics for a FAP subscriber located into the same small 
10m10m area as the FAP. These statistics are compared to the spectral efficiency provided by the 
macro-only network. These figures will help a LTE network operator to assess the gain in quality of 
coverage it can offer to its corporate customers, in case a closed-access FAP is installed for 
subscribers located in a restricted area. 
 
Remark that the simulation outputs are highly sensitive to the realized FAP deployments (generated 
from a random process); therefore only statistics given in one same table may be directly compared in 
order to assess gains or degradations in spectral efficiency. 
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