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1 Introduction 

WP4, Best Practice, aims to form a bridge between WP3, Exemplary Problems and WP5, Shared 
Implementation.  Following the identification of the exemplary problems, the objective of WP4 is to 
identify and, by the means of exploration and discussion, to support and formalise the development 
process of the shared implementation toolkit for MSV that will take place in WP5.  It will help assist 
the final implementation by providing best practice methods and suggest the use of applicable state-
of-the-art technologies for adoption during WP5. 

The term “multiscale visualisation” is generally understood to mean that an image or scene contains 
detail over a range of scales that exceeds the resolution of the display or the human eye.  The term 
encompasses a wide variety of types of data and the techniques required to visualise it; for example, 
the multiscale may be spatial or temporal; data may be a single image, a multi-object scene, or 
perhaps a high-resolution graph; and techniques may be required to deal with occlusions, ill-
conditioning, levels-of-detail and scene navigation.   

This deliverable will survey the different forms that multiscale data may take, the common problems 
that need to be addressed and the techniques that may be applied to deal with them.  It will propose 
a classification of multiscale data and visualisation styles by which the challenges posed by a 
particular problem can be matched to corresponding techniques.  Techniques appropriate for pre-
analysing the multiscale structure of a scene will be surveyed and applied to example data.  Finally, 
for the purposes of the MSV project, recommendations will be made concerning the kinds of 
technique that might be included in a multiscale visualisation library. 

2 Literature survey - overview  

Domains such as medical visualisation, architecture and urban design, geospatial scanning, 
astrophysics, biochemistry and abstract data analysis are regularly producing massive datasets 
containing features that are many orders of magnitude apart in scale.  The challenges posed by such 
datasets can be divided into two categories: those of interactively navigating the content and those 
of structuring and serialising data which is too large for the typical 1GB graphics pipeline.  This work 
is largely concerned with the former; we will include a brief discussion of the size issue later, though 
a comprehensive review of this field would be beyond the scope of this report. 

This survey will add to the preliminary reviews of multiscale applications and techniques that have 
already been reported in the MSV White Paper (D2.1) and Problem Assessment Exercise (D3.1).  This 
overview section gives a review of activity in multiscale visualisation from the point of view of four 
research fields: cartography, astrophysics, biomedicine and information visualisation (InfoVis).  The 
techniques arising from this overview will be discussed in detail in later sections. 

2.1 Cartography and GIS 

The most well-known example of a multiscale visualisation is Google Earth (Garfinkel, 2007; Google 
Earth, 2011), in which the dataset consists of the whole planet, from the entire globe down to street 
level.  The main visualisation in Google Earth is a 2D cartographic view based on a zooming and Level 
of Detail (LoD) approach: the more the user zooms at a higher resolution the more detail is rendered.  
The user interaction has been proven to be very effective and user-friendly and it might be taken into 
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consideration in the navigation of biomedical datasets.  Google Earth also includes a 3D visualisation 
at street level, with a click-and-fly interaction, in which the mouse is used to move through the 
scene.  The transition from 2D map to street level is discrete, requiring a dialog interaction to insert 
the user in the desired location. 

Another example from the geosciences is the software package CoViz4D (CoViz 4D, 2011) which is 
designed for visualising changes in oil reservoirs with time and includes topographic and seismic 
visualisations with a temporal dimension.  Navigation at different spatial scales is based on a zoom-
in/zoom-out interaction. 

The challenges of navigation in a multiscale cartographic environment have been addressed in detail 
in McCrae et al. (2009).  A navigation tool called “cubemap” projects a range map of the nearest 
objects onto the orthogonal faces of a cube and uses this to automatically sense the scale of the 
immediate surroundings for the purposes of visualisation and flying speed.  The automatic sensing of 
scale allows the user to make a seamless transition from a 2D cartographic view to 3D street level 
and to move in and out of buildings.  Ill-conditioning of the coordinates of small features was found 
to be a serious problem when the origin was fixed at the centre of the Earth; this was avoided by 
rendering all objects relative to a mobile origin.  All interactions, such as flying and hovering were 
controlled via the mouse.  Figure 1 shows a cubemap navigation from the global scale to the inside of 
a jug.  The figure 1 sequence also shows how the vertical changes smoothly from the North Pole to 
the true vertical as the view approaches ground level. 

 

Figure 1.  Navigation between scales in 3D scenes.  Here, the user navigates from thousands of kilometres 
above the Earth’s surface to come to rest inside a jug on a table only centimetres in diameter.  Note the smooth 

change in the vertical direction as the view approaches ground level. (McCrae et al., 2009) 

Further analysis of navigation in multiscale environments was reported by McCrae et al. (2010).  It is 
difficult for users to orient themselves (i.e. understand their pose and location) in cluttered 
multiscale scenes.  A large variety of navigation widgets such as radars and maps were proposed to 
assist with user orientation.  Navigation can be entirely freeform, or guided to specific targets, which 
might be pre-defined by the creators of the scene, or computed by some form of space partitioning 
algorithm such as a Voronoi tessellation. 

All multiscale visualisations must consider what to do about the Level of Detail (LoD) which is to be 
rendered at a particular scale.  Does the data need to be resampled, redrawn or relabelled at 
different scales?  Should data which is too small to see be marked by a placeholder, redrawn to suit 
the scale, or simply allowed to vanish?  In its simplest form, LoD might simply consist of modifying 
the resolution of an image to avoid processing voxels which are too small to be seen.  In cartography, 
it is of paramount importance, since properties such as connectivity must be conserved when the 
scale changes, and a large body of algorithms exists describing how features should be added, 
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deleted and redrawn at different scales.  The principles of LoD in cartography are comprehensively 
described in Li (2007). 

A further issue in multiscale cartography is the display of Geographical Information Systems (GIS) 
data, where the visualisation may consist of many different layers, which can originate from different 
sources and even be copyrighted to different owners (Sayar et al., 2009).  The layering paradigm is 
significant because the composite data contains different semantic components, each of which might 
have a characteristic scale, so a change in one can cause an implicit change in the other.  Medical 
data is not yet as far down this road as GIS, but the integration of levels with different scales and 
semantics, from genetics to cells and organs, is currently being driven by programmes such as VPH 
(2011), IUPS Physiome (2011) and NSR Physiome (2011) and this coupling of scale with semantics is 
something which should be borne in mind. 

2.2 Astrophysics 

Applications such as astrophysics, where a single scene could in principle contain visible objects from 
the subatomic scale to the intergalactic scale, provide a good proving ground for multiscale 
problems.  From the scale of galactic super-clusters down to the quarks in atomic nuclei, we have 
approximate sizes ranging from 1025 meters down to 10-15 m.  Figure 2 shows a poster of the 
structure of the known universe.  The illustration uses a call-out technique to magnify sub-volumes 
and link them to their position in the whole. 

 

Figure 2 Artist’s rendering of the known universe from our solar system to the most distant super clusters 
(McCrae et al., 2010, National Geographic) 

It is important to find a way to allow many orders of magnitude to be represented without arithmetic 
precision errors.  Hanson et al. (2000) were able to visualise 40 orders of magnitude with log scale 
homogeneous coordinates, in which the fourth homogeneous coordinate was interpreted as an 
order-of-magnitude exponent.  All foreground objects were rendered at or close to unit scale and 
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background objects too distant to present any motion parallax were rendered as environment 
textures. 

Various multiscale visualisation platforms have now been developed and are being used in 
astrophysics.  Li et al. (2006) developed an astrophysical navigation system called a scalable WIM 
(world in miniature) using power-scaled coordinates and log scales to manage the distances and 
magnifying call-outs and various in-view widgets for navigation.  The SCISS Uniview architecture 
(Uniview, 2011) is a real-time capable visualisation platform, aimed at planetarium displays, based on 
nested scene graphs containing data of arbitrary scale into a joint ScaleGraph representation.  The 
AMUSE project (Amuse Project, 2011) is a Python based framework for the multiscale simulations of 
dense stellar systems.  This includes some parallel computing codes to manage large simulations.  
AMUSE is free to download and aims to attract an active community of developers.  FESTIVAL 
(Auchere et al., 2008) is a visualisation tool developed for viewing satellite images of the solar corona 
and tracking coronal mass ejections as they grow by orders of magnitude in the heliosphere.  The 
system integrates images from several different instruments into a composite image and includes 
stereo visualisation. 

2.3 Biology and biomedicine 

In biology and biomedicine there has been an exponential increase in the size and complexity of 
datasets, creating challenges in usability, visual analytics and standardisation (O’Donoghue et al., 
2010a).  Biological data visualisation often deals with a broad range of scales, from whole organisms 
to macromolecules, where even genes and proteins are themselves multiscale structures.  Akkiraju et 
al. (1996) used an immersive virtual environment called a CAVE to explore protein structure in 
multiscale.  Some organs such as the lungs have an intricate multiscale structure and are the subject 
of much modelling research, e.g. Wiechert et al. (2011).  To be useful, the graphical representations 
need to be adjustable, so as to display the level of detail appropriate to a particular scale.  For 
example, the standard visualisations of protein structure vary from ball-and-stick representations of 
individual atoms, to ribbons and sheets representing particular structures, to space-filling models of 
the whole protein (O’Donoghue et al., 2010b; Petsko & Ringe, 2009).  In genomics it is a considerable 
challenge to move seamlessly between scales, from nucleotide to chromosome (Nielsen et al., 2010).  
A novel multiscale interface has been implemented in the VISTA Synteny Viewer, a tool for 
comparing genomes. 

A web-based interface for navigating human anatomy, called the Body Browser, was created by 
Google in 2010, and is currently awaiting relaunch under new ownership as Zygote Body (Zygote 
Body, 2011).  The tool allowed organs to be explored using a navigation widget and different levels of 
transparency.  A similar 3D anatomy browser can be found at the Biodigital Human (2011). 

Systems and pathologies in the human body are often hierarchical, with cumulative events on the 
molecular and cellular scales propagating upwards to the tissue and organ levels.  The ability to use a 
single integrated tool for the visualisation of multiscale simulation data is important for 
understanding the effects that events at one scale have on events in the other.  Figure 3 shows a 
montage of various multiscale systems in the human body, taken from O’Donoghue et al. (2010a). 
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Figure 3.  Possible integrated visualisation environment, in which biologists may be able to seamlessly move 
between data from tissue, cellular and molecular scale (O’Donoghue et al., 2010a). 

An example of a multiscale system is the blood flow in the brain.  Insley et al. (2011) developed an 
integrated visualisation for simulations of brain aneurysms.  Two main scales were important: the 
macro level of the blood flow through the vessels; and the micro level of the arterial wall, where 
platelet deposition occurs.  The visualisation included simultaneous views at different scales, but did 
not include any in-view navigation between scales.  The two-scale model of blood flow, consisting of 
the local fluid dynamics or cellular processes as one component and the macro circulation as the 
other, is commonly used. 

 

Figure 4.  Blood flow in the brain is a multiscale problem.  Shown on the left is the macro domain where the 
spectral element equations are solved; different colours correspond to different computational patches.  Shown 

in the inset (right), located next to the arterial wall of the aneurysm, is the micro domain where dissipative 
particle dynamics is applied (Insley et al., 2011). 

An important imaging method for the brain is diffusion tensor MRI (DTMRI) which measures the 
diffusion of water, revealing the structure of the nerve fibres in the brain.  Associated with this is the 
visualisation technique of tractography, which tracks the fibres, showing how the brain is connected.  
A platform called Saturn (Cardenes et al., 2010), developed for analysis of DTMRI images, includes 
many multiresolution features for clustering the fibres – an important LoD technique known as 
bundling, which is encountered when groups of fibres or connections are viewed at different scales. 
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A review of medical imaging methods (Walter et al., 2010) indicated various challenges that may be 
encountered when visualising spatial scales from cells to organisms.  The integration of data that 
originates from multiple simulation tools requires the solution of the recurring problem of their 
having different file formats and different reference systems.  Even the DICOM format is not entirely 
standardised and it is often not used because of its complexity.  Non-rigid registration of images from 
different devices was also identified as a problem.  The need for methods for organising, sharing and 
searching biological images with associated metadata was also identified in Auer et al. (2007). 

A multiscale view for medical data was developed by McFarlane et al. (2008) and Viceconti et al. 
(2011).  This was a click-and-zoom view showing nested images of a femur from 400mm to 500 
microns.  Issues of ill-conditioning were evident at the smallest scale.  Viceconti et al. (2011) included 
examples of both spatial and temporal multiscale, showing the electrical activity of a muscle at 
different timescales. 

Despite numerous calls for multiscale visualisation in the biomedical field (Brook & Waters, 2007) 
there has so far been little demand from clinical applications for the kind of interactive multiscale 
views that are now common in cartography and astrophysics.  Auer et al. (2007) questioned whether 
it was worthwhile to collect multiscale data without having the means to visualise it adequately.  
Why is there no equivalent of Google Earth for biomedical images, although the orders of magnitude 
involved would be similar?  It may be useful to consider for a moment some fundamental differences 
between cartography and biomedical imaging which may explain this disparity.  These are 
summarised in Table 1. 

The first major difference is the availability of datasets.  Whilst cartographic datasets are widely 
available, medical datasets are restricted by issues of ethics and privacy, and their publication takes 
significant effort in terms of anonymisation, description and quality control.  In addition to the effort 
involved, research groups regard their datasets as hard-won and valuable assets for their own 
research, and are understandably reluctant to part with them. 

Consider also the ease of capturing images.  In cartography and astrophysics, the effort and cost per 
image is very small and different scales can be captured by the same satellite or telescope by 
changing the magnification.  Composites of millions of images can easily be collected, registered and 
stitched together because the subjects are rigid and relatively static.  In contrast, each medical image 
requires time and expert attention.  Multiple images can be exhausting or harmful to a patient, so 
clinical imaging tends to be kept to a minimum.  Registration is very difficult because the subjects are 
non-rigid.  Thus, high resolution whole body datasets such as the Visible Human (Visible Human 
Project, 2011) are rare and cannot be created from living patients.   

The approach to scale in these fields is also different.  In cartography, it is natural to think of scale 
changing continuously, across many orders of magnitude, with little change in semantics.  In 
biomedical imaging, it is more common to think of scales as discrete.  Different scales have different 
semantic meaning - for example, organs, tissues and cells - and they tend to be modelled and imaged 
separately from each other, with intermediate scales ignored.  There might be wide gaps between 
the scales of interest in a given application. 

It should also be noted that there is only one Earth, but there are millions of medical patients, none 
of whose medical data is of clinical value to anyone else, so a Visible Human is not as universally 
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useful as a Google Earth.  The value of complex medical datasets tends to be in research, particularly 
in the modelling of complex systems such as the genome, the metabolome and the brain and it is in 
such areas that multiscale visualisation is most required. 

 Cartography and Astrophysics Biomedicine 

Availability Widely available. 

Restricted by issues of ethics and 
privacy.  Publishing requires 
anonymisation, metadata and 
quality control. Research groups 
reluctant to release valuable data.   

Effort per image Negligible. Large. 

Composite images 
Whole Earth or large swathes of 
the Universe easy to capture and 
stitch. 

Multiple images may be 
exhausting or harmful to patient.   

Whole body rare and not possible 
on living subjects. 

Instrumentation 
Different scales captured by the 
same instrument (satellite or 
telescope) 

Different scales captured by 
different instruments and 
technologies. 

Registration Rigid Non-rigid 

Number of subjects 
Only one Earth and one Universe 
to map. 

Millions of different patients. 

Gaps between scales 
Many orders of magnitude with 
no gaps. 

Images or models may be far apart 
in scale, depending on clinical 
need. 

Semantic continuity 
between scales 

Continuous scale.  Many orders 
of magnitude with no semantic 
change. 

Discrete scales.  Scales are 
strongly labelled and have distinct 
semantics. 

Table 1.  Contrasting the relative difficulty of producing multiscale datasets in cartography and astrophysics 
with that in biomedical imaging. 

2.4 Information visualisation and genomics 

Information visualisation, or InfoVis, is the art and science of visualising all types of data, mainly that 
which is not spatially located and not visualised by traditional 3D graphics.  It is a sister field to what 
is often called scientific visualisation, though there is some overlap between the two.  The variety of 
data visualised and the number of techniques devised to present it is enormous. 

As with 3D spatial data, InfoVis data can be very large and multiresolution.  For example, the human 
genome contains almost 3 billion base pairs - requiring a range of visualisation scales greater than 
Google Earth.  The VISTA multiscale viewer (Nielsen et al., 2010) has been mentioned in the previous 
section. 

Multiscale methods have been applied since the mid-nineties to database exploration.  The 
DataSplash system (Olston et al., 1998) supported panning, zooming and hyperlinking.  Users were 
able to design their own multiscale interface to their database, presenting queries as charts, adding 



   Best Practice for MSV Software Development 

 D4.1 

8 
 

hyperlinks and specifying the zoom behaviour of targets.  A system based on data cubes (Gray et al., 
1996) was developed in Stolte et al. (2003), which generalised the concept of scale to abstract 
concepts such as time, location and product in order to perform multiresolution searches of 
databases.  Each concept was associated with an ontological list of scale levels, such as {month, 
quarter, year} for time, {city, state, country} for location and {product, coffee, espresso} as the 
concept hierarchy for a particular product. 

Zomit, a click-and-zoom interface with a rich set of navigation tools, was presented in Pook et al. 
(2000) and applied to both InfoVis, as a library navigation tool, and genomics. 

3 Multiscale techniques 

This section presents a detailed review of current multiscale techniques. 

3.1 Out of core 

In this section, we shall focus on describing approaches for visualising datasets larger than the main 
memory available.  Communication between fast internal memory and slower external memory is a 
major bottleneck in many large-scale applications.  This work has had significant impact given that, in 
recent years, there has been a rapid increase in the raw size of datasets.  The field of out-of-core 
visualisation has a large body of work.  Engel et al. (2004) present techniques used to render large 
data on the GPU, while Silva et al. (2002) provide a survey of external memory techniques.  A review 
of massive data sets and their visualisation has also been produced by Joy (2009). 

3.1.1 Chunking 

While multidimensional arrays are usually stored in a file using linear storage, a common way of 
improving access to them is to reorganise the file using chunked storage.  That happens when data is 
split in chunks (cubes or bricks) of equal size and the same dimensionality as the original volume and 
each individual chunk is stored contiguously in the file using linear storage.  This increases the 
likelihood that data that are physically close in the n-dimensional volume will be stored at locations 
that are close together in the file. 

Sarawagi & Stonebraker (1994) reorganised the files using chunked storage and maintained several 
copies of the data that would match each access pattern.  While this method is very effective and 
widely used, it has the disadvantage that the data needs to be reorganised or copies of the data need 
to be made with different organisation.  More & Choudhary (2000) reorganised their data according 
to the expected query type and the likelihood that data values will be accessed together.  The Active 
Data Repository used chunking to reduce overall access costs and to achieve balanced parallel I/O 
(Chang et al., 2000). 

Dynamic chunking views a dataset stored using linear storage as if it were chunked into blocks of 
configurable size and shape.  As soon as an item in any block is accessed, the entire block is read.  
Dynamic chunking was described in the context of a slicer visualisation application (Lipsa et al., 2007) 
and it was shown that it provides some of the benefits of file chunking without having to reorganise 
or maintain multiple copies of the file.  This work was extended to apply to an arbitrary direction 
slicer and to ray casting (Lipsa et al., 2009).  They proposed an optimisation that could take 
advantage of knowledge about the iteration pattern and significantly improve performance.   
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Agrawal et al. (2010) proposed an efficient out-of-core method for the exploration of large volume 
data that is suitable for data-flow-oriented systems.  It improves the performance of out-of-core 
exploration of large volume data based on the following two key concepts: firstly, to use knowledge 
of the storage order of the data on disk and of the access pattern required by the visualisation 
algorithm to optimise disk access; secondly, to create discrete multiresolution representations of the 
data – they use a low-resolution version for representing the entire dataset and a higher-resolution 
version only for visualising smaller regions of interest.  This approach allows the user to roam 
through multi-gigabyte volume datasets in real time, with low memory requirements. 

3.1.2 Prefetching 

Prefetching has also been an active area of research.  Common ways to mediate the effect of slow 
I/O are to use prefetching when the user is thinking what to do as in Doshi et al. (2003) or to use a 
separate thread to overlap rendering with data I/O, as in Gao et al. (2005).  Brown et al. (2001) 
describe a hint based method that effectively accelerates paged virtual memory performance using 
an operating system that takes advantage of compiler generated hints and multiple disks.  Rhodes et 
al. (2005) use information about the access pattern provided by an iterator object to calculate a 
cache block shape that reduces the number of reads from the file.  The iteration-aware prefetching 
speeds up a point or block iteration along one of the principal axes.  Chisnall et al. (2006) use data 
inferred from previous accesses to an out-of-core octree, to improve out-of-core rendering of a point 
dataset using discrete ray tracing. 

The interactive out-of-core volume data exploration has requirements relating to importing, 
accessing, visualising and extracting a part of a very large volume dataset.  Problem-specific 
approaches are not enough; visualisation systems aim to be able to visualise volume datasets of 
many kinds using a variety of volume rendering techniques (Preim & Bartz, 2007a) and most systems 
also provide the user with volume smoothing, segmentation operations, colour mapping functions, 
etc. 

3.2 Click-and-zoom 

The click-and-zoom interaction is familiar to users of Google Earth (Google Earth, 2011).  Sub-scale 
data which is too small to be resolved on the display screen is marked by a placeholder token, and 
clicking the mouse on the token invokes a zoom to the target data.  In this report we will define a 
token as any glyph, landmark or label which acts as a placeholder for data in the scene at that point.  
There have not been many attempts to extend the click-and-zoom interaction into 3D.  One such 
example was described in Thurmond et al. (2005), where geological outcrops were visualised using 
VRML, the locations of sub-scale data were indicated by hyperlinked tokens and clicking on a token 
opened the hyperlinked target data.  The ability to place hyperlinks in 3D scenes makes VRML a 
convenient platform for this type of interaction, though the programming language is not rich 
enough to create the complex variety of visualisations required in a field such as medical imaging.  
Hyperlinks are useful for displaying metadata associated with a feature; they offer a quick solution 
for implementing a click-and-zoom view, but are an unsubtle and disorientating method of moving 
around a 3D scene. 

A 3D click-and-zoom view for medical data was described in McFarlane et al. (2008) and Viceconti et 
al. (2011) as part of the LHDL project (Living Human Digital Library, 2011).  The data consisted of 
nested images of bone at different scales: a 400mm whole femur, a 20mm microCT and a 500 micron 
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nanoCT.  Objects in the scene were represented in different ways depending on their size on the 
screen: as tokens in the form of small coloured cubes when too small, or invisible when too large.  
Threshold screen sizes were defined for the transition between scale representations, with hysteresis 
to prevent flickering from one form to another.  A large number of features were identified as 
essential to make this type of interaction work well.  For example, in 3D the tokens were perceived as 
being within the scene and therefore had be seen to change their size in response to a zoom, but 
without growing too large or too small.  This contrasts with 2D cartographic displays such as Google 
Earth, where the tokens are labels and pins on top of the map, but do not change their size with it.  
Zooms were deliberately performed slowly, beginning with a rotation towards the target, to show 
the user where they were going.  It was important to distinguish objects with current “attention” 
from those peripheral to the view, in order to set the camera and other features correctly.  The 
mouse interaction was assisted by a minimal set of GUI buttons, consisting of a camera reset (user 
got lost), a go-back (user clicked the wrong token) and a zoom-out (user got tired of dragging the 
mouse).   

The major problems identified in McFarlane et al. (2008) were occlusions and floating-point 
precision.   

• Occlusion is not a problem in an open, uncluttered visualisation such as a slice through a 
volume, where all the tokens can be clearly seen.  However, it is difficult to generalise the 
interface to different types of data and different visualisations, because the tokens are easily 
hidden inside larger objects.  Methods need to be developed to indicate the presence and 
location of such hidden sub-scale data.  Possible solutions might take the form of “sprites” 
shining through the occluding surface, protruding flags, or annotating call-outs pointing to 
the target from around the edge of the viewport. 

• Problems of floating-point precision were reported by McFarlane et al. (2008) in positioning 
a 500 micron image in a 400mm scene.  This was caused by the magnitude of the floating 
point values in the micron image being close to a preset precision limit in version 4 of the 
Visualization Toolkit (VTK) (Kitware, 2003; Schroeder et al., 2002a).  Ill-conditioning has been 
previously addressed by McCrae et al. (2009), in which a mobile origin was used and Hanson 
et al. (2000), in which log-scale coordinates were used, with all objects being rendered at or 
near unit scale.  In medical datasets, the fixed-origin problem might be avoided by registering 
the positions of small objects with respect to local parents.  Local groups could then be 
visualised in their own units at unit scale, with out-of-scale and ill-conditioned objects 
excluded from the rendering.  Medical data is often pre-arranged into such a hierarchy and at 
least one visualisation platform (Viceconti et al., 2007) already supports a tree structure in 
which objects are positioned relative to their parent node. 

Another example of click-and-zoom is that of Pook et al. (2000).  This describes a zoomable user 
interface, or ZUI, called Zomit, which is mainly designed for information visualisation and genomics.  
The Zomit interface contains a rich set of navigational aids.  The user selects the form of interaction 
from a pop-up pie menu.  A context layer is a transparent overlay which shows the user where they 
are.  A transparent copy of the view can be zoomed in and out, whilst holding the current view static.  
A history layer is another overlay which shows the user where they have been and allows them to 
retrace their path.  A hierarchy tree is permanently displayed. 
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3.3 Click-and-fly 

Click-and-fly is the interaction used in immersive scenes, in which a target is clicked and the user 
moves towards it.  A typical click-and-fly interaction is seen at the street view scale of Google Earth 
(Google Earth, 2011).  Fundamentally, the interaction is the same as the same as click-and-zoom, in 
that both involve camera motion initiated by a mouse click but the perception is different.  In click-
and-zoom the aim of the click is to magnify the target; in click-and-fly, the aim is cause the user to 
move through the scene.  Click-and-fly interactions need not involve a change of scale. 

3.4 Lensing 

A lens is a magnified region of an image or scene, located in the scene at the point being magnified.  
Lenses are normally used to inspect image data and are a useful tool for analysing small-scale 
phenomena within an enlarged visualisation.  Lenses provide magnification of detail which is in-place 
and therefore retains the position and context in the global view.   

A major advantage of lenses is that they can be employed to show different information in the lens 
regions, such as a parameter or scalar other than that currently being displayed in the background 
image and they are thus very useful in multiparameter visualisations (Preim & Bartz, 2007b).  The 
concept of the movable lens for exploring multiparameter data was introduced by Bier et al. (1993).  
The interaction style was termed “see through interfaces” and the lenses referred to as “magic 
lenses” to distinguish them from conventional magnifying lenses.  The magic lens might also be semi-
transparent, acting as a small moveable overlay. 

Viega et al. (1996) extended the concept of the magic lens to 3D including both flat, planar lenses 
and volumetric lenses.  Viewpoint-dependent distortion of 3D data, see Carpendale et al. (1997) for 
example, can highlight regions of interest by dedicating more space to them. 

Relatively little work has been done on lenses in the domain of volume visualisation.  LaMar et al. 
(2001) integrated a 3D magnification lens with a hardware-texture based volume renderer.  Zooming 
was accomplished by modifying texture coordinates and the 2D “perspective correct textures” 
technique was extended to 3D in order to obtain the correct texture coordinates for the lens border.  
Wei et al. (2001) applied fisheye views to magnify particle track volume data using nonlinear 
magnification functions.  Cohen & Brodlie (2004) magnified volume data by generating a new volume 
using inverse distortion functions; however, this method was slow and memory-intensive.  Further 
research is clearly needed to design better lenses and find efficient implementations for volume 
data.  Wang et al. (2005) proposed a focus + context framework that used various standard and 
advanced magnification lens rendering techniques to magnify the features of interest, while 
compressing the remaining volume regions without clipping them away completely.  Some of these 
lenses could be interactively configured by the user to specify the desired magnification patterns, 
while others were feature adaptive.  Taerum et al. (2006) demonstrated an illustration-inspired 
system for depicting contextual close-up views of selected regions of interest within volumes. 

An interesting combination of lenses and call-outs was reported by Brosz et al. (2011), in which the 
global context and connectivity was provided by magnifying lenses, whilst an undistorted 
magnification was provided by an accompanying call-out. 
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3.5 Power Scaled Coordinates 

Navigation through a virtual environment and the placement of objects in the environment utilise 
what are considered to be the standard six degrees of freedom: three orientation parameters, which 
are independent of scale and three position parameters, which must be adapted to our scaling 
requirements.  In order to support local scales near unity, one additional parameter is introduced in 
Hanson et al. (2000), the power scale, which is effectively an index into an array of local, mipmap-
like, unit-scale environments whose scales are related by exponentiation of the indices. 

Fu & Hanson (2006) developed large-scale visualisation techniques based on Power Scaled 
Coordinates (PSC).  These methods can transparently integrate visualisation of objects at vast scales 
that might otherwise be limited by depth buffer and matrix transformation precision.  Spatial scaling 
methods based on PSC permits representation and rapid transformation of positions and vectors at 
any arbitrary scale.   

Power scaled coordinates are composed of a four-tuple, (x, y, z, s) representing the 3D position (x, y, 
z) *ks, where k is any positive exponent base, usually chosen as 10.  Based on this construction, the 
PSC representation nicely decouples the directional term (x, y, z) and the exponential scale term s 
from a given 3D coordinate so that we can effectively represent positions of objects at different 
scales in a uniform fashion.  By using power scaled coordinates, we can represent spatial data in 
scale-independent form (x, y, z, s) = (λx, λy, λz, s - logkλ). 

The idea of PSC-based depth rescaling is as follows: given an object far beyond the far plane, if we 
shrink all its vertices along their lines of sight towards the eye point, its effective size will decrease 
and it will become viewable at the camera without explicitly extending the distance of the far plane.  
Since all vertices are distorted in the same manner along their lines of sight, we will not notice any 
difference at the camera location. 

Li et al. (2006) proposed that mapping a user control to the exponential power term of distance 
would provide smooth adaptive speed control, enabling fluid travel between regions of interest that 
are very far apart. 

3.6 Temporal zoom 

Data may be multiscale in time as well as space, in that the data contains features of interest on a 
range of timescales.  The human body, even if we exclude biochemistry, undergoes processes at 
timescales ranging from milliseconds to decades.  The electrical activity of the human body as 
measured by electromyography (EMG), electrocardiography (ECG) and electroencephalography (EEG) 
is a rich source of temporal multiscale data.  Viceconti et al. (2011) presented a temporal multiscale 
view of EMG data, showing features at timescales of 2s, 200ms and 20ms.  The graph of electrical 
data was also coupled with an animated spatial view of the electrical activity in the muscle.  The 
temporal zoom expands the time-axis of the graph to show the activity on that scale, while the 
corresponding spatial animation is slowed down in order to be visible to the user.   

Because time is one-dimensional, the basic operation of selecting the time of interest and the 
timescale is relatively simple compared with the spatial case.  However, unlike spatial data, the 
sampling frequency of time data can be very high, with the actual scales of interest somewhere in 
between the highest and lowest frequencies.  Techniques such as the wavelet analysis of Woodring & 
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Shen (2009) have been developed to assist the user in locating the times and timescales of interest in 
the data.  Another important difference is that time data is frequently periodic, in which case an 
option to select and track small periodic features over longer timescales would be a useful tool.  This 
is used to time the capture of cardiac images and signals and is called gating.  Further examples of 
time series visualisation are given in a later section. 

3.7 GUI navigation 

Jones et al. (2009) discussed three kinds of 3D geospatial GUI; these are also relevant to 3D 
biomedical visualisation:   

• Standard GUI.  The 3D model is rendered in a normal GUI window and the 3D visualisation exists 
entirely within a user interface based on windows, icons, menu bar, etc.  This type of GUI 
provides the user with a porthole through which to view the virtual 3D world and hence is 
generally considered as semi immersive.  Central to desktop-based GUIs is the depiction of the 
file system as a hierarchy of iconic folders and files.  To work with a given dataset, the user must 
navigate to the correct file by traversing the file-system hierarchy. 

• Immersive 3D visualisation.  The main visual cue for the user to locate a dataset is the position of 
the data in 3D space, rather than its location in the file system.  The model does not exist within 
a user interface, the model is the interface.  To locate a given dataset, one navigates in 3D space 
to the appropriate position in the virtual model.  The model also acts as the interface through 
which the user can access additional data that are not inherently spatial (e.g. metadata, photos, 
literature references, etc.), but which are tied to a given locality or object.   

• Hybrid GUI.  This combines a high degree of interactivity via the 3D model with interaction 
through standard desktop-based GUI widgets.  In this way, there is a positive redundancy so that 
the user always has alternative methods to access data in the model.   

Besides projecting the 3D data to the 2D screen, volumetric displays are a relatively new platform for 
displaying 3D imagery (Favalora, 2005; Grossman & Balakrishnan, 2006).  Volumetric displays are 
unique in that they provide imagery in true 3D space; as a result, they can improve depth perception 
and shape recognition. 

3.8 Call-outs 

In visualisation and illustration, a call-out is an annotation that is associated with a point in an image 
and connected to the point by means of a pointer.  This could be a text label connected to an image 
feature by a line or arrow, a flag, or even a speech balloon.  In multiscale illustration, a magnifying 
call-out is an enlarged sub-region, expanded out of the parent image and magnified into a new 
image.  The technique is most often seen in static illustrations, such as the poster shown in Figure 2.  
However, call-outs have also been used interactively; Tory & Swindells (2003) developed a system 
called ExoVis which used magnifying call-outs for interactive 3D visualisation.  ExoVis allows a 
subvolume of the image to be pulled out of the image and magnified into a new image, with pointers 
connecting it to the corresponding region in the original.  This is an excellent way of viewing sub-
scale detail and global position at the same time, since the whole path through the scales is visible 
and located at each step.  The ability to view two or more scales simultaneously is potentially 
powerful, especially if the data is time-varying.  The disadvantage of this technique would appear to 
be that it is extravagant with screen space, since each change in scale requires a new image, but this 
is not an insurmountable problem, since two images could easily be displayed on a split screen 



   Best Practice for MSV Software Development 

 D4.1 

14 
 

without much loss of size and more could be accommodated given some management of the screen 
space. 

An unusual and visually striking form of magnification was presented by Hsu et al. (2011), in which 
the multiscale detail was pulled seamlessly out of the target image with increasing magnification, in 
the manner of a continuous call-out, or a stretched-out lens.  This was achieved using a non-linear 
ray-tracing technique.  The results were remarkable in terms of illustrative rendering, occasionally 
resembling the non-linear projections of the artist M.C. Escher (Ernst & Brigham, 1986).  However, in 
terms of scientific visualisation, there were some disadvantages in comparison to a standard 
sequence of discrete call-outs: it was not possible to display the same detail simultaneously on 
different scales; it did not show how much magnification had taken place; and it could cause 
confusion regarding the relative size of features.  The non-linear rendering was also computationally 
very expensive, and required some user intervention to set up, so the technique in this form 
probably cannot be considered for real-time rendering. 

3.9 Level of detail 

As datasets used in interactive visualisation applications grow in size and complexity, techniques for 
adapting the detail of objects in the scene to ensure interactive frame rates gain increasing 
importance.  Level of detail, or LoD for short, is a general approach to managing the trade-off 
between quality/complexity and performance.  The fundamental concept behind LoD is simple: when 
rendering an object in the scene, use a less detailed representation for distant, small or unimportant 
objects.  The basic idea behind representing the same model at multiple levels of detail is to use a 
hierarchical structure to represent multiple versions of the model, with the detail of the model 
increasing with depth in the hierarchy. 

Building a multiresolution data hierarchy from a large amount of data allows us to visualise data at 
different scales and balance image quality and computation speed.  The most common scheme in 
hardware-based volume rendering is a hierarchical scheme (octree) with recursive subdivision and 
increasing resolution.  It was first introduced in volume rendering by LaMar et al. (2000) and 
extended by Weiler et al. (2000) to minimise discontinuities between blocks of different level of 
detail.  During the rendering process, the resolutions of different parts in volume would be adapted 
to the corresponding display parameters (Guthe et al., 2002).  Flat blocking is another commonly 
used representation; this originated from adaptive texture mapping technique (Kraus & Ertl, 2002) 
and uses bounding boxes with the same size to block and organise the original volume.  Zimmermann 
et al. (2000) proposed an adaptive approach to volume rendering via 3D textures at arbitrary levels 
of detail.  A texture map hierarchy is constructed in a way that minimises the amount of texture 
memory and guarantees consistent interpolation between different resolution levels.  In Cheng et al. 
(2011), based on the flat blocking schema, a novel LoD-selection algorithm based on error analysis is 
proposed and the flat blocking multi-resolution representation can be obtained.   

For mesh data, based on current simplification methods, Zhou (2005) classified LoD algorithms into 
vertex clustering, vertex decimation, quadric error metrics, reverse simplification, image-driven 
simplification and skip-strips. 

Quite often, the selection of data resolution are automatically determined by user-specified error 
tolerances and viewing parameters.  Many quality metrics, such as mean square error (MSE) and 
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signal-to-noise ratio (SNR), are data-centric.  Although these metrics have specific meanings and are 
simple to compute, they are not always effective in predicting the quality of rendered images due to 
the lack of correlation between data and image quality (Wang et al., 2004).  In fact, finding the best 
LoD is a NP-complete optimisation problem, so most algorithms take a greedy approximation 
strategy instead. 

3.9.1 Bundling 

Long thin objects in the form of collections of fibres are a special case in multiscale visualisation.  
They occur in medical images of brains and muscles, in vector field visualisations and in InfoVis 
applications such as diagrams of interconnected items and densely connected edge graphs.  The 
problem of visualising fibrous connections at multiresolution is so important that it has its own LoD 
technique, called bundling. 

Edge bundles render large graphs via edge clustering, by collecting together long edges analogous to 
the way electric wires are merged into bundles along a shared mutual path segment, fanning out at 
ends to connect distinct endpoints.  Hierarchical edge bundling (Holten, 2006) was introduced as a 
means to view a compound graph while reducing visual clutter.  Edges are modelled as B-splines, 
with those following a similar path to one another within the hierarchy being grouped together for 
relevant subsections of their paths.  Those bundles containing a greater number of edges are 
rendered as being brighter.  Cui et al. (2008) visualised large graphs via edge clustering through a 
geographical control structure for general graphs.  However, their method relies on the generation of 
a control mesh to guide the bundling, which frequently results in bundles that display considerable 
curvature-variation.  Balzer & Deussen (2007) used edge bundles to simplify edges in a clustered 
level-of-detail graph visualisation that filtered the layout of the original graph.  Flow map layouts 
(Phan et al., 2005) route edges through a binary cluster hierarchy in a flow graph and yield bundles 
that emphasise source-sink routes, though the biggest drawback is that all edge splits are binary.  In 
Holten & van Wijk (2009), a force-directed technique is proposed that uses a self-organising 
approach to bundling, in which edges are modelled as flexible springs that can attract each other.  
Here, no hierarchy is used, and no control mesh.  Telea & Ersoy (2010) presented an image-based 
simplified visualisation for edge bundles using shaded overlapping compact shapes.  They emphasise 
coarse-scale structure and make bundle overlap explicit.  Level-of-detail techniques help to select the 
visualisation granularity and further explore overlaps. 

In medical applications, visualisation of the internal white matter structure in vivo has become 
feasible thanks to the development of Diffusion Tensor Imaging (DTI).  One of the most popular 
techniques is to reconstruct the individual fibres from the tensor information, e.g. by tracing 
streamlines.  However, white matter is a complex structure and the image gets easily cluttered.  To 
reduce visual clutter and facilitate data understanding, a suitable solution is to selectively display 
streamlines that highlight important flow features.  Clustering neighbouring fibres traced from DTI 
data (Moberts et al., 2005) allows clear observation of the fibre structure and patterns.  The spatial 
proximity between two fibres indicates their similarity and thus can be used in fibre clustering (Zhang 
et al., 2008).  Different distance measures have been proposed, including the mean of closest point 
distances (Corouge et al., 2004), the thresholded average distance (Chen et al., 2008), the weighted 
normalised sum of minimum distance (Jianu et al., 2009) and the distance measured in a 
transformed feature space.  Yu et al. (2011) present a multiscale fashion to characterise and visualise 
the flow structure and patterns.  Exploring the hierarchy allows a complete visualisation of important 
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flow features.  This technique is scalable and is promising for viewing large and complex flow fields 
due to its selective streamline display and flexible LoD refinement. 

Note that edge bundling determines both edge grouping and the paths of the edges.  Streamline 
bundles, like fibre clustering, only determine grouping.  Meanwhile, streamline bundles are 
organised hierarchically and can capture flow features of varying scales at different levels of detail. 

4 Types of data and visualisation styles 

In this section, we look at basic algorithms for visualisation.  For 3D spatial data, visualisation style 
can be loosely characterised by the dimensionality of the primitives which represent the data: points 
or glyphs, lines, surfaces or planes, and volumes. 

4.1 Volume visualisation 

A volume, or 3D image, is a grid of points or voxels in which each point is associated with one or 
more scalar values.  These are the grey levels or colours of the image.  Image grids are typically 
regular, but can also be rectilinear with irregular spacing, or even curvilinear.  Rectilinear grids can be 
visualised by resampling onto a regular grid, or by modifying standard techniques to allow for the 
irregular spacing.   

Volumes are typically visualised in one of three ways: by slice planes, isosurfaces or direct volume 
rendering. 

4.1.1 Volume visualisation by slice planes 

A widely used technique in medical routine is the cine mode, in which the individual slices of a 
volumetric dataset are examined consecutively.  Slices are popular in medical imaging because they 
show detail without occlusion, and are convenient to work with in terms of accurately landmarking 
and measuring features.  The user might choose to view a single plane, or use a multi-planar 
reconstruction (MPR) in which the data is presented on two or three intersecting and orthogonal 
slices.  The additional planes can be helpful in imparting a sense of 3D structure to the view.  Slices 
are typically aligned with the coordinate axes, but oblique slices, arbitrarily oriented within the 
dataset, are also possible.  Oblique slices are more computationally expensive because they require 
interpolation from the image grid to calculate the image on the plane. 

A refinement of plane-based representation is curved planar reformation (CPR).  This technique 
addresses the problem that some medical structures are not well-represented by a single axis or 
plane.  For example, the orientation of blood vessels changes rapidly.  CPR computes a curve along a 
selected blood vessel and a respective curved slice, using the vessel curve as profile and the largest 
vessel diameter as spanning vector.  For longitudinal slices, the slice itself can be curved to match the 
shape of the vessel (Kanitsar et al., 2002; 2003). 

A major advantage of the slice view in multiscale visualisation is its openness; there are no occlusions 
(except the trivial case of being on the far side of the slice) to hide sub-scale data or placeholder 
tokens (Viceconti et al., 2011). 
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4.1.2 Volume visualisation by isosurfaces 

Structures of interest in volumetric data are typically differentiated from the surrounding image data 
by a boundary or a material interface.  The surface-based variation of indirect volume rendering aims 
at a visual representation of that boundary, which needs to be specified.  An isosurface is a surface 
representing a contour of constant value in the image. 

The specification of a contour value is equivalent to a binary transfer function and, hence, is 
equivalent to threshold-based segmentation.  Surface-based volume rendering can produce visually 
impressive results, but its success depends on achieving an accurate segmentation of the image, and 
may require segmentation methods that are more advanced, or that need some manual 
intervention, than simply calculating the basic isosurface. 

• 2D Contour tracing can also be used to extract a 3D contour or isosurface from a volume 
dataset by applying a standard 2D contour tracing algorithm to each image slice of the 
volume dataset individually.  The major issue here is the subsequent correspondence 
problem between the 2D contours, particularly when there are changes in topology. 

• Polygonal isosurface extraction is the direct extraction of the contour surface, with Marching 
Cubes (Lorensen & Cline, 1987) being the most widely used method for extracting 
isosurfaces.  Marching Cubes can suffer from surface artefacts caused by triangulation 
ambiguities; methods for reducing or avoiding these include asymptotic deciders (Natarajan, 
1994), various case table refinements (Cignoni et al., 2000) and marching tetrahedra (Shirley 
& Tuchman, 1990).  Marching Cubes is basically a thresholding algorithm, and as such might 
not always produce meaningful surfaces if the materials or tissues concerned are not well-
separated by a consistent contour value. 

A disadvantage of isosurfaces, compared to slice planes, is that the outer surfaces can conceal any 
structures which might be inside, or conceal the locations of sub-scale data, if the view is multiscale.  
Visualising internal surfaces requires transparency, or methods to remove parts of the occluding 
outer surfaces to allow a view of the interior. 

4.1.3 Volume visualisation by direct volume rendering 

Direct volume rendering (DVR), produces an image directly from the data without an intermediate 
geometrical representation.  The whole volume is shown as a semi-transparent cuboid, with the 
internal features viewed through the outer layers.  The challenge of this type of visualisation is to see 
clearly through the outer voxels to the desired detail inside.  Success depends largely on finding a 
good transfer function – a mapping between the voxel values (typically scalar value and image 
gradient) and the colour and transparency that they contribute to the rendering. 

DVR algorithms fall into two groups; image-space (or backward-mapping) approaches such as ray-
casting (Levoy, 1988; Westermann & Sevenich, 2001) or shear warp (Lacroute & Levoy, 1994; Schulze 
et al., 2003) and object-space (or forward-mapping) approaches such as splatting (Westover, 1990; 
Huang et al., 2000) or texture-mapping (Westermann & Ertl, 1998; Rezk-Salama et al., 2000). 

DVR methods are especially suitable for amorphous datasets, such as fluids, smoke and gases and 
provide a way to see through the data, revealing complex 3D relationships. 
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4.2 Surface data  

Because the appearance of an object depends largely on the exterior of the object, surface data is 
very common in computer graphics.  Surface data is most often represented as a polygonal mesh, 
usually composed of triangles or quads.  Graphics processors (GPU’s) use polygons as primitives, so 
rendering is simple and efficient. 

There are many different representations for special applications.  Streaming meshes (Isenburg & 
Lindstrom, 2005) store faces in an ordered, yet independent, way so that the mesh can be 
transmitted in pieces; progressive meshes (Hoppe, 1996; Garland & Heckbert, 1997) transmit the 
vertex and face data with increasing levels of detail; while normal meshes (Guskov et al., 2000) 
transmit progressive changes to a mesh as a set of normal displacements from a base mesh. 

Parametric surface patches can be used to create surfaces that are much smoother than those based 
on polygons.  The surface is normally formed by a tensor product of parametric curves; curve types 
include B-splines, β-splines and NURBS.  Associated with the patches are weighted control points, 
and the shape of the surface can be varied by adjusting their positions and weights.  Surfaces can be 
represented by many fewer patches than there would be polygons in an equivalent model.  However, 
they introduce substantial overheads into the rendering calculations, so in most cases, polygonal 
models are favoured. 

With the advent of 3D digitisers such as laser scanners, complex meshes are increasingly available.  A 
simple but important idea in efficient rendering is the observation that a long triangle strip can be 
rendered three times more efficiently than in a straightforward triangle-by-triangle-based rendering.  
This idea has been adopted in graphics APIs such as OpenGL and also in graphics processing 
hardware.  However, the problem of finding an optimal stripification for a given mesh is an NP-
complete problem (Estkowski et al., 2002); several heuristics-based fast algorithms have been 
constructed and are reported to work well in practice (Hoppe, 1999, Diaz-Gutierrez et al., 2005).   

Multiscale data does not often come in the form of surfaces.  However, high-resolution meshes 
which exceed the size of the GPU memory are problematic to render and would usually be 
decimated to the appropriate level of detail.  An interesting example of a multiscale surface is the 
work of Max et al. (2009), in which a fractal attractor is represented by a polygonal surface.  The 
mesh is rendered at different levels of detail by subdivision. 

4.3 Point data 

Point data is most often encountered in simulations of clouds of interacting point-like objects.  Its 
visualisation is frequently a multiscale problem because the number of points can be very large, and 
it is often desirable to see small details as well as the global shape of the cloud. 

Point data is often rendered using the technique of splatting (Schroeder et al., 2002b), in which the 
points are represented by extended point distribution functions (PDF’s).  The PDF’s are aggregated 
into a density function which can then be rendered as a volume image or an isosurface.  The 
disadvantage of this, in terms of multiscale visualisation, is that the rendering requires the point 
function values to be interpolated onto an image grid, resulting in loss of detail.  An alternative 
approach, which avoids the need for an image grid, is to represent the points as glyphs, usually 
spheres or ellipsoids (Gribble et al., 2008).   

http://en.wikipedia.org/wiki/Boundary_representation


   Best Practice for MSV Software Development 

 D4.1 

19 
 

The multiscale problem has been addressed by Hopf et al. (2004) in an astrophysics simulation of the 
positions of hundreds of millions of stars.  The point cloud density function was decomposed into a 
hierarchical LoD structure, using a splitting algorithm based on principal component analysis, 
allowing levels of detail to be loaded and rendered as required.  Some out-of-core memory was used, 
though only to store pending timeslices.  Achieving a stable structure from one time-slice to the next, 
without sudden visible changes, was an outstanding issue. 

4.4 Vector field visualisation 

Vector fields are commonly used to represent directional physical properties such as flow velocities 
or magnetic fields.  Visualisation of vector fields seeks to convey a qualitative understanding of 
patterns of flow to the user, and is important for in diverse areas such as astronomy, aeronautics, 
meteorology and medicine.  The need to convey both magnitude and direction makes vector fields 
one of the more interesting and varied areas of scientific visualisation; for example, methods for 
visualising direction include glyphs (arrows), streamlines, animated particles and Doppler colouring.  
The importance of vector field visualisation has motivated a large amount of research, and current 
methods can be grouped into four general classes (Post et al., 2003). 

4.4.1 Glyph-based visualisation 

Glyph-based visualisation (direct, hedgehog or icon-based visualisation) directly maps the vectors to 
oriented glyphs, such as arrows, cones or lines.  Usually, arrows are tied to grid points and indicate 
both the direction and the magnitude of the vector field at these points.  In 3D applications, because 
of occlusion and complexity, glyphs showing all vector information at the same time are hard to 
interpret visually.  In many methods, glyphs are based on selective seeding and reduce the amount of 
data being displayed.  The choice of seeds is usually based on simplification, clustering or some 
extracted features of the vector field (Telea & van Wijk, 1999). 

4.4.2 Texture-based visualisation 

The common texture-based techniques, such as Line Integral Convolution (LIC) (Cabral & Leedom, 
1993) were initially proposed for 2D applications.  By taking the vector field data and a texture (scalar 
field) as input, these methods then produce another texture to use for rendering, which provides a 
dense visualisation of the vector field.  Basically, this type of approach maps the vector field onto a 
scalar field, which is then rendered.   

For 3D LIC approaches, the texture-generation and rendering stages are both expensive.  For texture 
generation, some proposed improvements, such as the Fast LIC algorithm proposed by Stalling & 
Hege (1995), separate the computation of streamlines and convolution algorithmically to reduce 
computational costs by an order of magnitude compared to the original algorithm.  Others, such as 
Seed LIC proposed by Helgeland & Andreassen (2004), which takes advantage of the sparseness of 
the input texture in 3D LIC and achieves good computational time, are especially suitable for 3D.  For 
the rendering stage, considerable acceleration has been produced by using the texture-mapping 
features in modern graphics hardware and interactive frame rates can now be achieved. 

4.4.3 Geometry-based visualisation 

Geometry-based visualisations are based on integrating the vector field and use geometric objects in 
the resulting visualisation, such as streamlines, stream tubes, stream ribbons and stream surfaces.  
Among these, the streamline is the simplest and most commonly used.  A streamline is tangential to 
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the vector field at every point at a given instant and is produced from a local integration process, 
initiated at a set of positions called seed points.  Streamlines give a more quantitative representation 
of vector fields than do direct and texture-based visualisations.  As longer integral curves, streamlines 
have more spatial continuity and are more suitable for describing global information relating to the 
behaviour of the flow than are direct and texture-based visualisations.   

There are three commonly used streamline seeding strategies: density-based approaches (Mao et al., 
1998; Mattausch et al., 2003), topology-based or feature-based approaches (Verma et al., 2000; Ye et 
al., 2005; Carmo et al., 2004) and interactive seeding approaches (Laramee, 2002; Laramee et al., 
2005).  The addition of animated particles to streamlines is very effective at conveying the velocity of 
flow, though of course such visualisation cannot be transferred to printed media. 

4.4.4 Feature-based visualisation 

In this class of visualisation, discussed by Post et al. (1993), salient features of the vector flow, such 
as vortices and critical points, are extracted and displayed. 

4.5 Tensor field visualisation 

Visualisation of tensor fields is a very important topic.  The challenges are similar to vector 
visualisation, but with the increased difficulty of conveying three (or more) principal magnitudes and 
directions per point instead of one.  Tensor magnitudes appear frequently in many applications.  In 
medical imaging, the most common applications are the representation of diffusion in tissues, as 
obtained from the Diffusion Tensor Imaging modality (Pierpaoli et al., 1996) and also the stress and 
strain in tissues obtained from elastography modalities (Ophir et al., 2002).   

As in the vector field case, there are several styles of visualisation: direct visualisation using glyphs; 
indirect visualization using scalar magnitudes derived from the tensor field; or implicit visualization 
using streamlines.  Given the inherent complexity of this kind of data, tensor fields are sometimes 
reduced to vector fields, taking the largest eigenvalue of the tensor at each point of the domain, and 
then applying a vector visualisation, but this can only display part of the tensor, usually one principal 
component, at a time.   

The most interesting ways of representing this high-dimensional data in order to display the 
maximum information available from the tensor field are the use of glyphs and colours.  Several 
approaches have been proposed, including ellipsoids, super quadrics (Kindlmann, 2004), Box glyphs 
(Johnson et al., 2001), Reynolds glyphs (Moore et al., 1994), Hue-balls and Lit-tensors (Kindlmann & 
Weinstein, 1999). 

4.6 Finite element data 

Finite element modelling (FEM) is a long-established method for modelling the physics of materials 
and fluid flows.  In FEM, the differential equations describing the properties of a material are 
approximated by discrete cells.  Wherever models need to be accurately founded on physical 
principles, it is the method of choice.  In the biomedical field, FEM is used to model the complex 
geometries, anisotropic material properties and boundary conditions associated with living tissues.  
FEM has been shown to give an accurate model when simulating deformations of living tissues 
(Mollemans et al., 2007).  However, the approach is sometimes not applicable to real-time problems 
due to its high computational cost and large memory. 
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FEM data comes in the form of a 3D mesh, usually with tetrahedral or hexahedral cells.  FEM meshes 
are often visualised by showing the material as a wireframe and adding cross-sectional slices to show 
the scalar values.  Generating well-formed FEM meshes has long been regarded as difficult, requiring 
tedious manual intervention, and this has been a factor in discouraging its routine use amongst 
clinicians in creating patient-specific FEM models.  More effort has been given to automatic mesh 
generation in recent years (Luboz et al., 2005; Sigal et al., 2008) and the vast majority of automatic 
mesh generators for living tissues now produce tetrahedral meshes (Molino et al., 2003; Si, 2006).  
Fernandez et al. (2004) described methods for the initial creation of generic models of various 
anatomical systems, and their subsequent registration with patient-specific data. 

There is current research interest in multiscale finite element modelling and visualisation (Arnold et 
al., 2010).  Podshivalov et al. (2009) presented an unusual visualisation of the multiscale structure of 
bone in the form of a continuous strip image, with scale as the long axis. 

4.7 AMR data visualisation 

AMR (Adaptive Mesh Refinement) is a technique commonly used in large-scale simulations involving 
partial differential equations.  An introduction to it can be found in Berger & Oliger (1984).  The 
concept is simple: the image grid is subdivided into higher-resolution grids where more detail is 
required, so the output is an image containing a hierarchy of nested sub-grids.  This concentrates 
both the accuracy of the simulation and the density of voxels in the places where they are needed.   

AMR data can be rendered conventionally if the hierarchical grid is first resampled onto a regular 
grid, but clearly this must either lose some detail or result in a very large image indeed, so it is 
preferable to use a dedicated rendering algorithm such that as that reported by Kahler et al. (2002).  
This described the rendering of a stellar evolution simulation which required 27 levels of resolution.  
The film, made for Discovery Channel, was directed with the aid of an immersive CAVE environment 
and automatic detection of features of interest. 

4.8 Hybrid volume rendering 

Combining surface and volume data into one visualisation is difficult.  One approach is to convert one 
representation into the other and fuse the two.  However, converting the volume data to surface 
data might not give the desired visualisation result in terms of revealing the internal information, 
whilst converting the surface into voxels might not give a good result in terms of resolution or 
surface illumination, especially if there is a mismatch between the resolutions of the surface and 
volume data. 

An alternative approach is to render both representations separately and then combine the 
individual rendered results.  For this, there are different strategies regarding the stage of the pipeline 
at which the results should be combined.  In ray merging (Levoy, 1990), parallel rays are traced from 
the observer into both the polygonal and the volumetric data, which are treated separately.  Colours 
and opacities for points on the surfaces and in the volume are determined and are collected in two 
vectors of samples.  The final image value is formed in a compositing step that considers these two 
vectors. 
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4.9 Time-varying data visualisation 

In the medical sciences, there is interest in long-term studies, measuring effects over time periods 
ranging from several minutes to several months or years.  In addition to 3-dimensional spatial data, 
clinicians may use temporal data to diagnose pathological tissue based on their altered perfusion 
dynamics.  They may track disease progress or its response to therapy over a short time or over 
several months or years.  Further, they may examine correlations between diseases and drugs and 
organ function.   

4D time-varying volume visualisation is not a trivial extension of 3D volume visualisation.  There are 
two major challenges (Balabanian et al., 2008): the first relates to the computational complexity and 
requirements, and the second concerns how to effectively represent a temporal dataset visually to 
enable a particular exploration task.  For the first challenge, possible solutions stress the issue of 
compression and time coherence (by means of advanced compression/decompression techniques 
(Nagayasu et al., 2008; Wang et al., 2010) and make use of the dedicated memory of high 
performance processing units (Ma & Lum, 2004).   

Ma and Lum (2004) give a survey of two general classes of time-varying visualisation: homogeneous, 
in which all dimensions are treated equivalently and inhomogeneous, in which the time dimension is 
considered separately from the spatial dimensions. 

Time-varying data is usually explored by animation or by arrays of static images.  Neither is 
particularly effective for classifying data by different temporal activities.  Important temporal trends 
can be missed due to the lack of ability to find them with current visualisation methods.  Change 
blindness can occur when visually perceptual phenomena change too slowly to be detected.  So such 
visualisations can give a notion of structured movement; however they will be less useful for most 
precise analytic and quantitative tasks.  In the case in which the time series consists of a small 
number of time-steps, it is possible to use fanning in time, which shows all time-steps next to each 
other (Grimm et al., 2004).  However, such an approach does not specifically address the visual 
emphasis of temporal characteristics in a time-varying dataset. 

For rendering a single time step, most methods do not have a concept of mapping based on time 
activities or intercorrelated time activities.  Only recently has scientific visualisation attempted to 
tackle classification based on temporal activity.  For example, in medical visualisation time-varying 
data has been used to plot the temporal development of contrasted blood perfusion as a one 
dimensional polyline (Fang et al., 2007).  Other techniques let the user link multivariate time-varying 
data with temporal histograms to simplify the exploration and design of traditional transfer functions 
for this type of data; in Akiba et al. (2006) and Akiba & Ma (2007), a time histogram was given by 
concatenating a series of conventional 1D histograms for each step.  In this system, the time 
histogram was used to create time-varying transfer functions based upon the time profile of a 
dataset.  Users were able to specify transfer functions either directly or indirectly using the time 
histogram with interactive feedback.  In the past, techniques have been proposed on the automatic 
generation of transfer functions by incorporating statistical analysis and coherence (Kelly & Ma, 
2001; Younesy et al., 2005).  All of the above techniques that use automatic or interactive data 
analysis for exploration and transfer function design employ single-time-step renderers.  This means 
that the individual images contain no temporal information. 
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By considering a time-varying dataset as a 3D array in which each voxel contains a time-activity curve 
(TAC), Fang et al. (2007) developed a system to classify and segment medical data based on a 
distance metric from the TAC vector.  They designed and appraised three different TAC similarity 
measures and allowed the user to specify a transfer function on the 1D and 2D histograms and on 
the scatter plot, respectively. 

Building on these concepts for facilitating time-varying data exploration, Woodring and Shen (2009) 
explore and classify the data based on multiscale temporal activities.  Using the wavelet transform 
along the time axis, they transform data points into multiscale time series curve sets.  The time 
curves are clustered so that data of similar activity are grouped together at different temporal 
resolutions.  These groups of similar trends are then shown to the user, who can browse the trends 
present in their data, select and interact with the data and eventually visualise the explored 
phenomena. 

There are also visualisation approaches that attempt to visually represent the temporal 
characteristics of the time-series directly in the physical space.  Some approaches have been inspired 
by illustration, cartoon or comic drawing techniques where helper graphics, e.g. arrows and lines, 
indicate temporal developments such as movement or size changes (Joshi & Rheingans, 2005).  The 
final image consists of several individual time-steps and the helper graphics convey the temporal 
information.  Another approach, with the idea of chronophotography (Woodring & Shen, 2003a) 
integrates a time-varying 3D dataset into a single 3D volume, called a chronovolume, using different 
integration functions.  Chronovolumes have been generalised (Woodring et al., 2003b) to create 3D 
volumes of the time-varying data by slicing the 4D space spanned by the data with hyperplanes and 
integration operators.   

Such methods and systems are useful for exploring data in a time-centric manner, rather than 
focusing on space and value.  Also, in contrast to conventional time-varying visualisation, in which 
each time step is visualised separately, considering all time steps together and offering a non-
animated visualisation of the time-behaviour can provide comprehensive information about the 
dynamic profiles of different parts of the data. 

5 Style of Interaction 

Virtual 3D environments can be immersive, such as Virtual Reality, or desktop based, such as Google 
Earth.  Interaction is typically controlled through a 6 degree-of-freedom device, such as a bat, or a 2D 
device, such as a mouse.  Egocentric navigation describes the interaction in which a user wants to 
move through a space, while exocentric navigation pertains to a user moving around an object.   

Designing an interface for a 3D environment is a non-trivial task, complicated by the difficulties 
inherent in navigating and exploring a 3D scene, as well as the confusing spatial relationships that 
sometimes exist between scene objects.  It needs to effectively span a huge problem domain of all 
forms of 3D interactions, touching on many fundamental difficulties: being inside an object vs. being 
outside, how close is the viewpoint to the object, what is the user looking at and/or is interested in, 
egocentric vs. exocentric thinking, parallel vs. perspective viewing projections, multiscale and level-
of-detail issues, what kind of data is being examined (abstract, incomplete, engineering, CAD, 
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entertainment, medical, simulation, etc.) and what the user’s task is (authoring, inspecting, etc.).  
Further technical issues include the handling of clipping planes and floating-point precision problems. 

Many points of user confusion when navigating in 3D are related to the multiscale nature of a 3D 
virtual environment.  An effect described as “desert fog” occurs when a user is either too close to a 
low-detail object or too far from a high-detail object, causing confusion and disorientation resulting 
from a loss of context.  In addition to the importance of detail to provide context, speed of motion 
has also been identified as being important to effectively navigate 3D environments.  It can be 
helpful to vary the velocity of a user flying through an environment, depending on how close they are 
to elements in the scene. 

More research is needed to improve the understanding of the coupling of space and scale in 
multiscale user interfaces.  Dynamically changeable interaction scales in virtual environments provide 
users with opportunities to travel quickly and precisely by manipulating the scale factor of the virtual 
space or the relative size of the space.  Zhang (2005) demonstrated the use of animation to enhance 
user understanding between scales.  The animation was generated by interpolating the view 
positions, view orientations and view scales of two views.  Such a dynamic view will effectively 
narrow the view difference.  Zhang (2009) evaluated two travel techniques: scaling-then-travelling, a 
technique that allows users to separate scaling from moving; and scaling-as-travelling, a technique 
that enables them to combine scaling with moving.  This stressed the importance of travel speed and 
explored different techniques that offer the user control over this scale-dependent parameter.  
Scaling-as-travelling provides users with a navigation method that does not exist in the real world; it 
may have the potential to greatly improve user performance in a virtual world, but there are some 
challenges in understanding the scene transitions in scaling and in controlling the scaling centre. 

McCrae et al. (2009) proposed a solution that senses the size of the environment and adjusts the 
viewing and travel parameters in a scale-sensitive way using an image-based environment 
representation called a cubemap (see Section 2.1).  This approach also solves other issues relevant to 
multiscale navigation such as the management of viewing frustum parameters and can be used for 
collision avoidance.  It allows consistent navigation at various scales and real-time collision detection 
without pre-computation or prior knowledge of the geometric structures. 

Exploring large structures requires users to obtain both detailed content and sufficient context 
information.  The conflict between content and context is indeed a multiscale problem, because 
detailed content information and global context information are usually distributed at different scale 
levels.  Zhang & Furnas (2005) introduced the concept of the multiscale collaborative virtual 
environment (mCVE) described the benefits of multiuser collaboration for navigating content and 
context at different scale levels, and discussed the design and implementation of multiscale tools to 
support the visualisation of structures, cross-scale information sharing and cross-scale action. 

When sets of geometry are viewed outside a complete context, it can become difficult to determine 
the spatial relationships between objects.  Glueck et al. (2009) described how a multiscale reference 
grid, augmented with position pegs, provides additional depth cues to users, informing them of 
whether an object lies above or below the grid, the distance of each object from the grid, the depth 
of the objects along the grid, the relative size of the objects and the approximate scale of the objects 
being viewed. 
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Interactions are limited because current 3D graphics systems and tools were primarily designed only 
for a single scale.  When considering a new thread of research pertaining to general interaction with 
multiscale 3D date, many new problems will occur.  User understanding of position and orientation 
within such an environment is examined in McCrae et al. (2010), which presents a design space that 
considers egocentric and exocentric user goals, landmark formation rules and indicators and 
controllers for environment visualisation.  The proposed mirror ball wedge is very appealing as an 
orientation controller.  It is an exocentric visualisation that expresses the spatial distribution of 
objects by showing Voronoi region boundaries on the surface of a sphere. 

5.1 Fly-through interaction 

The two common modes in which a user interacts with a graphical display of a spatial scene are 
scene-in-hand and fly-through (McCrae et al., 2009; Ware & Osborne, 1990).  A third mode, eyeball-
in-hand, is not often encountered.  Scene-in-hand is the type of interaction most commonly used to 
interact with graphical objects on a desktop display: the user can rotate and translate the scene and 
zoom the display using the mouse.  The fly-through interaction is that used in the street level 
visualisation of Google Earth (2011): the metaphor is that of the user walking or flying through the 
scene.  The user might move about between pre-defined targets using a click-and-fly interaction, or 
might have unconstrained movement in the form of flight controls.  This kind of interaction is well-
suited for large, complex scenes, such as cities, where the scene-in-hand metaphor cannot be 
sustained. 

The user interaction in a 3D virtual environment fly-through has been described as the integration of 
two activities: travel (the task of moving from one location to another) and wayfinding (the task of 
acquiring and using spatial knowledge) (Bowman et al., 2004).  A major challenge of 3D travel is the 
mapping of control values from the input device (often only 2 degrees of freedom) to the parameters 
of a virtual camera model (7 or more, including 3 for position, 3 for orientation and 1 for field of 
view).  The issue of speed control is particularly important for environments that are very large or 
sparse and for environments with objects that exist at diverse spatial scales.  Li et al. (2006) 
introduced an ultra-fast “warp speed” for traversing the empty distances between star systems.  
Wayfinding involves cognitive activity defining landmarks and paths through the environment, which 
can be thought of as a mental representation of environment knowledge.  Applicable wayfinding 
techniques for virtual environments include: providing integrated 2D maps and markers; 
incorporating landmarks and cues into the environments; and providing a consistent and hierarchical 
structure for the environments. 

Multiscale virtual environments (MSVEs), have several levels of scales, smaller scales are nested 
within large scales.  To interact with MSVEs, several issues must be addressed (Kopper et al., 2006): 

• the size of the user at any location must be compatible with the scale at that location;  

• how to tell the user which objects of the environment are levels of scale (LoS) objects;  
• how to make it easy for the user to travel between different LoS while maintaining spatial 

orientation and understanding. 

The World in Miniature (WIM) technique (Li et al., 2006; Stoakley et al., 1995) has been widely used 
for navigation and manipulation in VEs at different scales.  It consists of a hand-held miniature of the 



   Best Practice for MSV Software Development 

 D4.1 

26 
 

world in which the user can select and manipulate the objects.  If the user changes his/her position in 
the miniature, he/she will be sent to the selected position. 

Zhang &Furnas (2002) explored the use of 3D multiscale environments in collaborative VEs, in which 
users could change their own scale (e.g. giant or ant scale) and were able to manipulate the 
environment as well as interact with other users at the same scale.  They also presented scale-based 
semantic representations in which the representation of an object changed according to how close it 
was to the user, for example, showing its inner composition. 

Two techniques for travelling through large-scale virtual environments developed by Pierce & Pausch 
(2004) could be applied to multiscale navigation.  The Visible Landmarks technique creates points of 
reference that become visible by having a scale factor applied to them from any point of the 
environment and serve as a reference to travel.  The Place Representations technique divides the VE 
into hierarchical semantic units, and instead of showing the distant visible landmarks, gives the user 
a representation of what its semantic unit contains.  The combination of these two techniques allows 
users to travel large distances with a small number of commands.   

When the user explores the immersive environment, the most common task is to fly through regions 
of interest and there exist many different aided navigation models for travel and wayfinding tasks. 

• Target based multiscale navigation (Li et al., 2006).  The user is automatically moved from 
the current location to the centre of the selected LoS (level of scale) object.  The movement 
occurs by translating the user in a straight line, which is appropriate for tasks in which the 
user has a goal to accomplish and wants it done quickly and efficiently.  During the transition, 
the navigation control is disabled and the user is scaled to the appropriate size. 

• Path-based multiscale navigation (Kopper et al., 2006).  By specifying a series of landmarks, 
the user can create a flight along an interpolated path passing all the landmarks in sequence.  
The main advantage of using a navigation path for exploration lies in the fact that the user 
can choose to stay on the path and let the system guide the way, or can stop at any point of 
interest on the path, detach from the path, explore the local context and then continue back 
on the guided path.  Here, the path offered by the system must span enormous scales to 
support guided tours through MSVEs. 

• Steering-based multiscale navigation (Li et al., 2006).  The method of changing scale is by 
travelling in the direction of an LoS object and entering it.  The technique is designed for 
exploratory multiscale navigation, when time is not the most important factor. 

• Hierarchically Structured Map (HiSMap) based navigation (Bacim et al., 2009).  The HiSMap 
shows the entire structure of the hierarchy formed by the levels of scale, so that users can 
view and select any level of scale at any time, as illustrated in Figure 5 in which several icons 
are connected by blue lines over the virtual tablet.  Each icon represents a specific level of 
scale and the lines connect nested levels of scale.  The rows in which these icons are located 
represent how many scales nest the level of scale that is illustrated by the icon.  If the user 
moves the virtual hand and touches the icons, the selected scale changes to the one that is 
being touched. 

There are also many multiscale navigation aids that help to avoid spatial disorientation in large 
multiscale environments. 

• A You-are-Here map is a powerful tool for spatial knowledge acquisition; a map works better 
when aligned with the environment to avoid mental rotations.   
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• A miniature of the top scale is always shown in the top right corner of the display, with the 
same orientation as the user.  A blinking dot representing the user’s position is also shown in 
a miniature model of the environment.   

• The use of ‘gravity’ with the steering-based technique has been suggested as a method for 
pulling the user towards potentially interesting scales or features (Kopper et al., 2006) 

 

 

Figure 5.  The HiSMap: the level of scale and its icon representation being highlighted when touched 
 (Bacim et al., 2009) 

5.2 Crop and zoom 

The simplest scene-in-hand method of navigating a multiscale volume image is probably the 
interaction used by Agrawal et al. (2010), which we will define as crop-and-zoom.  This interaction 
consists of selecting regions of interest with a bounding-box widget, then cropping and zooming in 
on the subvolume.  This is very effective for zooming into subvolumes and useful in applications in 
which the cropping is desirable or necessary, such as volumes serialised from out-of-core.  For 
general exploratory browsing of a volume image, the basic box widget is not a very good tool for 
zooming out and moving around, but could easily be made so by the addition of a translation handle 
and a dedicated zoom-out interaction.  The interaction is scene-in-hand throughout; there is no 
sense of immersion in the global volume. 

6 Classification and design of multiscale visualisation 

As we have seen, multiscale data comes in many forms and a variety of techniques have been 
developed to visualise it.  This section attempts to answer the question: which techniques should be 
deployed, given the input data? 

The factors affecting multiscale visualisation can be grouped under the following headings: 
• type of data and visualisation style 
• nature of multiscale 
• style of interaction 
• choice of multiscale technique. 
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6.1 Type of data and visualisation style 

The types of data and visualisation styles that have been discussed in this report can be summarised 
as follows: 

• spatial data 
o volume image 
o surface 
o planar slice 
o point data 
o vector field 
o tensor field 
o finite element 
o AMR 
o time-varying data 

• time series 
• GIS 
• InfoVis 
• genomics 

GIS, InfoVis and genomics have their own specialist techniques for multiscale and are beyond the 
scope of this analysis.  Likewise, AMR data requires a dedicated importer and renderer.  We will 
restrict this analysis to conventional spatial and temporal data. 

The visualisation style affects the choice of multiscale techniques which might be deployed.  For 
example, techniques appropriate to a direct volume rendering might include out-of-core chunking, 
fly-through or call-outs; vector field visualisation might require bundling of streamlines; and slice 
visualisations would be well-suited to click-and-zoom interactions. 

6.2 Nature of multiscale 

How does the multiscale manifest itself in the data and what problems are inherent?  The following 
are important factors in deciding which multiscale techniques need to be recruited into the 
visualisation: 

• Range of spatial scales.  The data may be considered multiscale if the range of scales is more 
than about 3 orders of magnitude, i.e. the resolution of a typical computer screen. 

• Range of temporal scales.  The display resolution of time-series data is lower than that of 
spatial data.  The resolution which can be accommodated on a static display graph is no more 
than about 1 part in 100, indicating the need for some sort of select-and-zoom if the scale 
range is more than about two orders of magnitude.  If the time-series data is linked to an 
animated spatial display, as in Viceconti et al. (2011), the resolution is further limited by the 
human perceptual range, since the duration of the animation must be acceptable to the user, 
with perhaps only a factor of 10 separating too fast from too slow.  Thus, even time data 
which is hardly “multiscale” at all in terms of orders of magnitude is likely to benefit from the 
temporal zooming techniques described in this report. 

• Gaps between scales.  If the scale range is not continuous, such as data captured or 
simulated at widely different scales, interactions which assume continuous scale, such as the 
fly-through, might not be suitable, or require a user interaction to jump scales, as in the 
transition to Street View in the Google Earth environment. 
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• Salient scales.  It is possible that the data might need to be analysed to identify particular 
scales of interest.  This is common in 2D image analysis, for determining the optimum scales 
of image operators (Kadir & Brady, 2001; Kadir & Brady, 2003).  In 3D medical images, where 
high resolution is expensive to capture, it can probably be assumed that all scales are 
important and that no further analysis is required beyond reading the dimensions of the 
image.  The need to extract salient scales is more likely to be of use in time-series data, 
where the sampling resolution might be high compared to the smallest features of interest. 

• Size of data.  Data which is larger than 1-3 GB might not fit into the RAM on a desktop PC and 
1GB would probably exceed the memory of a typical GPU.  The precise threshold at which 
data size becomes a problem depends on the hardware, which might be top-of-the-range, or 
several years old, depending on the target user.  Large data requires the deployment of out-
of-core serialisation methods. 

• Number of target objects.  The multiscale requirements of single images and scenes 
containing multiple objects are very different.  Single very large images are typically 
straightforward to visualise, once the issues of out-of-core serialisation and selecting sub-
volumes are dealt with.  A scene containing multiple objects at different scales is a different 
matter, requiring an arsenal of techniques to deal with registration, placeholding, selection 
and navigation of multiple targets. 

• Scene structure.  A dataset of multiple objects might have the objects pre-arranged into a 
hierarchy, with the positions of objects registered relative to their parent nodes, or there 
might be no hierarchy, with all the objects sharing the same world coordinate system.  If a 
hierarchy of relative positions exists, zooming on sub-scale objects might involve a 
transformation to that object’s coordinate system.  Methods such as the Bounding Volume 
Hierarchy (BVH) or Oriented Bounding Box (OBB) trees exist (Gottschalk et al., 1996) which 
can automatically create a scene hierarchy if none exists. 

• Occlusions.  If the scene contains nested or overlapping objects, there is a potential for 
occlusion.  If data is occluded, placeholder tokens might be hard to see, so other methods 
should be considered for indicating the location of sub-scale data.  A BVH analysis would 
measure the extent of occlusion in the scene. 

• Periodicity in time.  Multiscale visualisation of periodic data should ideally include 
functionality which allows the user to view a small feature and locate and animate all 
instances of it over time.  This involves two timescales: the window size of the feature and 
the step size between instances. 

• Fibrous features.  Fibrous features such as dense connections and vector-field streamlines 
require bundling to handle the level of detail. 

• Ill-conditioning.  The dataset should be checked for ill-conditioning, which can arise when 
small objects are placed in a much larger scene and for coordinates which in absolute terms 
are larger or smaller than the limits of the graphics platform.  The risk of ill-conditioning 
depends on whether the graphics software and hardware, including the user’s GPU, uses 
double or single floating point precision. 
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6.3 Style of interaction 

As discussed previously in Section 5.1, the two interaction modes, or metaphors, that are used for 
interacting with scenes are: 

• scene-in-hand (user is outside the scene) 
• fly-through (user is immersed in the scene). 

The kinds of tools by which a user interacts with the scene, part from the standard keyboard and 
mouse, can be grouped under the following headings: 

• in-view tokens and widgets 
• external dialog buttons 
• external maps, overlays and panels. 

6.4 Multiscale techniques 

Tables 2 and 3 together show a summary of the multiscale techniques and features which have been 
discussed in this report and their applicability.  It is notable that the multiscale techniques described 
here are all add-ons, to be integrated into a scene after the user has selected the basic visualisation 
style (see Section 6.1.3).  None of these techniques are visualisation styles in their own right; they are 
ways of navigating datasets in multiscale, but do not introduce new ways of presenting the data. 

Table 2 groups the multiscale techniques by function, forming a menu for designing a multiscale 
visualisation – a visualisation can be constructed by selecting one technique, or none, corresponding 
to each component, plus any number of the miscellaneous techniques.  Most functional components 
have more than one option, and most options should be fairly independent of each other: for 
example, the choice of how to indicate the location of sub-scale data should not strongly affect the 
choice of how to magnify it.  This classification also suggests some unusual or unlikely combinations, 
such as magnifying call-outs in a fly-through interaction.  We have included double precision as a 
“technique” for dealing with ill-conditioning, since the use of double instead of single precision might 
in some cases be the simplest solution, provided that this is possible in terms of the software 
platform and the target hardware. 
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Some of the techniques discussed in this report are composite in terms of function, and have not 
been listed explicitly in Table 2; for example, a simple click-and-zoom view, such as that described in 
Viceconti et al. (2011), is a combination of two techniques: in-place tokens to indicate the sub-scale 
data and a zoom to magnify it.  These are listed in Table 3. 

Technique Applicability 

Click-and-zoom 
Mouse click invokes magnification. 

Multi-object scenes or scenes with preset targets. 

Click-and-fly 
Mouse click invokes travel to target, often with no change in scale.  Used 
in immersive environments. 

Crop and zoom 
Simple method for selecting and zooming into regions of interest in 
volume images.  Useful where cropping is desirable, such as serialised 
large volumes. 

Table 3.  Composite multiscale techniques 

7 Formal analysis techniques 
This section considers the use of formal techniques that can assist in the design of a multiscale 
visualisation.  The multiscale design process consists of assessing all the factors described in Section 6 
and using this information to select appropriate techniques, with the assistance of Table 3.  The 
factors that affect the multiscale design are the type of data, the visualisation style, the interaction 
style and the nature of the multiscale in the data.  Of these, the first three are evident without any 
formal analysis.  If there is a role for formal analysis, it is in quantifying the nature of multiscale in the 
data and analysing it for the presence of the features described in Section 6.2. 

Techniques for quantifying the presence and structure of multiscale in a dataset would be classed as 
Exploratory Data Analysis (EDA) (Andrienko, 2005).  EDA assisted by interactive visualisation is a 
domain of information visualisation often termed Visual Analytics.  Multiscale is characterised by the 
presence of small detail and a large range of spatial or temporal frequencies in the data.  Therefore 
frequency domain techniques such as Fourier analysis and wavelets are likely to be useful.  These are 
applicable to both spatial and temporal data.  Multiscale might also be characterised by fractal 
structure in some domains; one such example is the solar corona (Conlon et al., 2008).   

For convenience, we list again, from Section 6.2, the features of the data that are most important 
from the point of view of multiscale visualisation: 

• range of spatial scale 
• range of temporal scale 
• gaps between scales 
• salient scales 
• size of data 
• number of target objects 
• scene structure 
• occlusions 
• periodicity in time 
• fibrous structures 
• ill-conditioning. 
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The range of spatial scales normally corresponds to the resolution of the dataset and requires no 
special analysis for its extraction.  However, we have already encountered astrophysical simulation 
data (Kahler et al., 2002) in which the scale range was so large that the users required automated 
assistance to locate the scales and features of interest. 

With temporal data, high resolution is cheap, so the smallest scale of interest might not be the same 
as the sampling resolution.  In cases in which the timescales of interest are not known a priori, 
Fourier analysis would reveal the frequencies at which activity occurs.  However, Fourier analysis 
might not tell the whole story: a step change is a high-frequency feature, but it does not follow that it 
is worth inspecting at the highest resolution.  More sophisticated methods exist from information 
theory for estimating level of interest; in computer vision, a quantity called entropy (Gonzalez & 
Woods, 2008; Bishop, 2006) is widely used to quantify the amount of information in a texture or 
scene.  An entropy-based technique called scale saliency was described by (Kadir & Brady, 2001; 
Kadir & Brady, 2003) for locating scales and features of interest in images.  Such methods can be 
applied to graphics and time-series data where a priori knowledge and manual inspection are not 
sufficient. 

The size of the data and the number of target objects should be readily determined without the need 
for mathematical techniques.  It is possible that the exact number of targets might not be known 
beforehand, perhaps because they are to be located automatically in a fly-through scene, but the 
exact number is not critical for the design process. 

The scene structure is particularly amenable to formal analysis.  From the point of view of multiscale 
design, it can be useful to arrange the objects in a scene into a hierarchy.  Methods exist to construct 
a hierarchical scene graph from a scene if this has not been established a priori; the most widely used 
is the Bounding Volume Hierarchy (BVH) or Oriented Bounding Box Tree (Gottschalk et al., 1996; de 
Berg & Hachenberger, 2009; Tian et al., 2010).  The BVH is widely used in graphics for collision 
detection and is typically constructed by an analysis of the relative size and overlaps of the oriented 
bounding boxes of the objects in the scene.  In Garcia et al. (1999), a minimal spanning tree was used 
to create a scene graph; the spanning tree is very easy to implement, though it does not yield 
information about occlusion. 

Occlusions are important because they can hide embedded sub-scale data.  Again, the BVH is a useful 
tool for quantifying the amount of occlusion. 

As discussed in Section 3.5, the inspection of periodic time signals is likely to require a gating facility, 
which allows the user to step from one example of a given feature to the next.  Gating requires some 
frequency-domain analysis to determine the period of the data and some template matching or 
heuristics for accurate location of the feature. 

Fibrous structures arise from streamlines in vector field data, or in connection networks in InfoVis 
applications.  The presence of fibrous structure would typically be known a priori. 

Ill-conditioning in the data is indicated when objects are so small compared with their distance from 
the origin that the resolution of the points on the object is lower than the numerical precision of the 
computer.  The limit depends on the floating point storage format: A 4-byte float with a 23-bit 
mantissa has 6-7 significant digits; an 8-byte double with a 52-bit mantissa has 15-16.  Many 
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applications, particularly those including biomolecular simulations, could exceed the single-precision 
limit.  The double-precision limit is unlikely to be breached, except in extreme astrophysical 
applications.  Precision problems can also arise if the values of the coordinates in the base units 
exceed the limits that might be imposed by the graphics platform; this was about 10-4 units in VTK 4, 
but is currently 10-20 in VTK 5 (Kitware, 2010). 

8 WP3 Challenges 

This section will relate the challenges described in WP3 to the components and techniques presented 
in this report.   

The multiscale challenges listed in WP3 were as follows.   
1. different spatial scales 
2. registration issues 
3. very large data 
4. gaps between scales 
5. heterogeneous data types 
6. heterogeneous dimensionality 
7. high dimensionality 
8. interactive visualisation 
9. time-varying issues. 

Most of the WP3 challenges have been covered in some way this report.  Challenges 1, 3, 4 and 9 
have been listed explicitly as features of the data which directly affect the design of a multiscale 
visualisation.  Regarding Challenge 2, registration, has not been discussed in this report, but it is a 
pre-requisite of most biomedical modelling and visualisation, and could pose problems in a 
multiscale scene.  Challenge 5, heterogeneous data types, is also included in the list of data features, 
in the sense that it refers to datasets that consist of multiple objects, though we have not yet 
considered the problem of datasets in which those objects are of different types with different 
visualisation requirements; such datasets could pose interesting problems for the design process, 
particularly if their components have conflicting multiscale requirements.  In Challenge 7, data with 
high dimensionality includes vector and tensor fields, which we have discussed, and which are likely 
to pose particular problems in terms of level-of-detail.  Challenges 5-7 might be loosely grouped 
together as problems which would be complex even without multiscale; we have not encountered 
multiscale issues which explicitly concern these problems, but practical experience may well reveal 
multiscale problems which have not been anticipated.   

Regarding Challenge 8, we have discussed at length the techniques that have been deployed to 
achieve successful user interaction; one might say that this challenge is multiscale visualisation.  
Within this challenge are a number of active problems, including the following. 

• Specifying the scale of a movement or intended interaction. If the user is viewing a small 
portion of a large scene, and wants to make a very large movement to another small feature 
that is located very far away, how should that movement be specified? 

• Understanding position in a large dataset. Part of the challenge of interaction within a 
massive dataset is to enable users to understand where they are and where they want to go 
relative to their current position.  If the user is viewing at a small scale, this is challenging 
because the target destination might be out of the field of view; if the user is viewing at a 
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large scale, the challenge might be in handling occlusion or accurately specifying the location 
to which they wish to move. 

• Picking a point in 3D or moving to a desired point of view in 3D using a mouse. This is difficult, 
and multiscale objects and surfaces inherently confound those tasks because of their 
complexity.  Computer developers tend to take the mouse for granted, but recent 
technologies such as Microsoft Kinect, Wiimotes, 3D mice and others have shown that there 
are more possibilities and that these are sometimes effective and affordable. 

9 Conclusions 

Multiscale visualisation is used in fields such as cartography, astrophysics and information 
visualisation wherever the range of spatial or temporal scales exceeds the resolution of the display 
or, less frequently, the capabilities of the visual system of the human user, and a variety of 
techniques have been developed to allow datasets to be navigated at different scales.  With the 
exception of genomics, multiscale visualisation has received rather less attention in the biomedical 
area, largely because of the difficulty and expense of creating high-resolution datasets. 

Strictly speaking, multiscale techniques are not visualisation styles in their own right, in the manner 
of volumes, surfaces, slices or streamlines; they generally provide additional navigation features 
which are integrated into a view after the visualisation style has been decided by the user. 

When we consider what will be most useful or appropriate in a given scenario, the following factors 
have been identified as integral to the design of the form of multiscale visualisation to be adopted: 

• type of data 
• nature of multiscale in the data 
• style of visualisation 
• style of interaction 

Similarly, the following features in the data have been identified as likely to affect the applicability of 
particular multiscale techniques: 

• range of spatial and temporal scales 
• gaps between scales 
• need for automatic detection of salient scales 
• size of data 
• number of target objects 
• scene structure 
• occlusions 
• periodicity in time 
• fibrous structures 
• ill conditioning. 

Most of the multiscale techniques described in this report can be grouped under 8 headings which 
describe the functional components of a multiscale view.  The design of a multiscale view then 
consists of selecting an appropriate technique (if necessary) for each function.  The functional 
components of a multiscale view are: 

• out-of-core 
• interaction mode 
• indication of sub-scale data 
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• magnification of sub-scale data 
• LoD technique 
• global context 
• handling of ill-conditioning 
• temporal multiscale. 

This report has presented a classification of multiscale visualisation, in which a variety of techniques 
have been grouped by function.  A design menu has been presented showing the functional 
components of a multiscale visualisation, the techniques available for each and the visualisation 
scenarios in which they are applicable. 

Some formal analysis techniques have been suggested for quantifying the nature of the multiscale in 
the data, in order to assist the design process.  For example, the construction of a scene graph using 
a Bounding Volume Hierarchy could be useful. 

This report has demonstrated that the multiscale visualisation literature provides a rich variety of 
possible solutions, but that these currently exist in isolation from each other.  When they are 
considered together, a small number of general functionalities emerge, and the techniques are seen 
as a list of design options for providing them.  We have shown how the design process is also 
influenced by the properties of the data and the way in which the user chooses to visualise and 
interact with it. 

It is likely that there exist multiscale problems that have not yet been addressed, perhaps because 
resolving the visualisation issues has been beyond the remit and resources of the corresponding 
application.  One such example is the simulation and visualisation of the clotting protein fibrin, which 
requires time-varying visualisation simultaneously at several scales.  In this problem, the requirement 
for simultaneous display strongly suggests the use of call-outs, but the potentially large number of 
call-outs that would result implies that some novel management of the screen space would also need 
to be developed, in order to ensure that the user has continual access to all the relevant information 
across all of the scales and can immediately perform the necessary interaction at whatever scale the 
information indicates is currently most appropriate. 

We have shown that for most applications, multiscale visualisation does not require new techniques, 
but rather a new unified approach.  Currently it takes a great deal of research and programming 
effort to create a multiscale visualisation for an application, but with guidelines to provide a suitable 
infrastructure for design, and a software library that supports a range of multiscale methods, possibly 
enabling a variety of different methods to be applied within one application, with each scale using 
the approach most appropriate to its needs, multiscale visualisation will become more accessible, 
and many more problems will become amenable to solution. 
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