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Executive Summary

This Deliverable provides a description and an evaluatforoatext-awareness techniques. The main purpose of
this deliverable is to give an overview of the consideretitetogies and detailed description of the corresponding
elements for context-awareness techniques. In additisdeliverable will also present some preliminary design
and specification considerations related to context-avem®techniques such as fusion and protection studied and
developed in the CONCERTO project. This document is strectas follows:

Chapter 2 is focused on HTTP streaming. Advantages and\dietates of the various existing techniques of
HTTP streaming in video delivery are analyzed. In additioa $ection also discloses the highlights of existing
rate control algorithms in HTTP streaming. Finally it délses our research activities on HTTP Streaming. A new
technique of cross-layer prioritization for HTTP Streagis proposed. Taking into consideration the fact that
retransmission generates delays and de-synchronizattbdecreases the video quality, it purposes to plan and to
send at the Medium Access Control (MAC) layer directly theassary number of packets to avoid retransmis-
sion.

In Chapter 3, our recent research activities on multi-cansgstem are presented. After an introduction and a
State-of-the-art of Visual sensor networks, a prelimineaynera selection technique for healthcare and safety
applications in emergency areas is introduced. This teckenhas the objective to maximize the Quality of Expe-
rience(QOE) and to optimize the usage of radio and disebutsources.

In Chapter 4, our investigations in the context of packeélleoding and its benefits in healthcare, safety and
emergency scenarios are detailed. Two directions are miezsethe first one is relevant to packet-level codes
constructed on Galois fields of order larger than 2 for eesecovery, under efficient maximum likelihood (ML)
decoding. This analysis of non-binary codes based on spargg-check matrices is fundamental to characterize
the ultimate performance achievable with these codes anal cansequence, to evaluate the possible advantages
offered by this kind of solutions in the context of CONCERT@jpct. The second one concerns packet-level
codes for the simultaneous correction of errors and eraswith an enhanced decoder for low density parity
check [LDPC) codes and its capacity to correct bit-erroissiiody present in the received stream which can im-
prove the experienced multimedia communication quality .

In Chapter 5, 3D video delivery over wireless systems base@rthogonal Frequency Division Multiple Access
(Orthogonal Frequency Division Multiple Acce§s (OFDMAY)dddressed by considering aMAC layer scheduling
method combined with a prioritized queuing mechanism. Tin@gse is to prioritize the most important video
components/layers with the goal of improving the perceiyeality of 3D video at the receiver.

Finally, a chapter dedicated to conclusions completesitdigerable.
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1 Introduction

The awareness of the context in which data should be trateshgives the possibility to improve the effectiveness
of the transmission. According to the context the media eaadapted and the data to send can be reshaped in
order to improve the Quality of Experience (QoE) and Qualit$ervice (QoS) at the receiver. Several techniques
have been studied in the literature to take advantage ofaihiext awareness in different ways. It is, for example,
possible to increase or decrease the protection of crilata according to the channel conditions or adapt the data
rate following the expected available bandwidth.

The smart use of context awareness is one of the key objegiivesued in the construction of the CONCERTO
content transmission architecture.

This deliverable covers a large panorama of context-avesetechniques, introducing the actual state of the art and
presenting some preliminary studies and consideraticatsihl be further developed in the WP4. The different
sections of the deliverable analyze various techniquesfirent contexts of interest for the CONCERTO project,
focalizing in particular on prioritization techniques ({dTTP streaming and for 3D video), correction codes, rate
control algorithms, selection strategies for multi camsrstem and adaptive techniques for HTTP.

This deliverable will be the starting point of future actigs of WP4.
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2 HTTP Streaming

This section introduces HTTP streaming in video delivety, advantages and disadvantages. The section fo-
cuses especially on the possibilities of bitstream adimptdd various end terminals in heterogeneous networks
where available bandwidth can vary several megabytesglthamvideo streaming. This section also discloses the
highlights of rate control algorithms in HTTP streaming.

2.1 Introduction

Download-based video transmission (pull technology) iswamays probably the most common technique to dis-
tribute video in Internet. Some video services demand tiatrthole file is downloaded at the beginning to the
target device before the actual playback, causing a pdigsioi long start-up delay. TCP is often used to control
the flow since it is reliable protocol and guarantees theovidiglivery. However, this can cause long delays and
impressive load on server especially when handling meltipuests.

Large video distribution platforms, such as Youtube, useadted progressive download, which enables to
begin the video playback while still downloading the restiwf file. This is quite efficient method, when the target
user has sufficient speed for the network connection. Nifftiféhe connection speed is low, annoying pauses in
the playback will occur, which yields to very annoying qtyabf experience. The pull technology is difficult to be
utilised in real-time video streaming (such as live feedrfrmedical operation), e.g. because of long delays caused
by TCP. Additionally, HD content demands high bandwidth anfficient amount of data is needed into the buffer
before the actual playback can start.

As the progressive download is still one of the most faveuwsiteaming technologies, also HTTP streaming-
based solutions have raised their heads in the past few. ydagdarge overhead of TCP, caches, NATs and firewall
issues in RTP/RTSP/UDP streaming are less problematic R*H{T7]. The evolved Internet infrastructure support
efficient usage of HTTP and Content Delivery Networks(Conigelivery Network [[CDN)) [[74], which can also
utilise HTTP streaming in video delivery to clients. Furtmere, the additional advantages in HTTP streaming
include matters such as

No traditional streaming server is required

Client can access and play the content instantly

Simple setup

Clients can seek to points which are not yet downloaded

However, HTTP streaming has also its disadvantages. Taetdompatibility is still quite low compared e.qg.
to Flash Media (commercial) [24]. Furthermore, the startaiency can be quite long depending on the segment
length (duration) and bitrate. In RTP/RTSP the latency islenthan couple of seconds, which emphasises its
usage in real-time streamind_[24]. However, when delivg@igontent via RTP/RTPS, there is no guarantee of
the packet delivery which means that error handling roster® needed, such as error concealment in the video
decoder or adaptation techniques|[78].

The basic idea in all of the HTTP streaming solutions is simiideo file is splitted into segments and manifest
file tells which segments are available for downloading. Midghe methods use Extensible Markup Language
(XML) format for the manifest file, but HTTP Live Streamirlgl[8) uses .m3u8 format. Two media formats are
used for the content; MPEG-2(.ts) alROMBFF! (ISOMBFF!)(.mp4) The client downloads and plays the short
segments, usually only few seconds long, of the originakstrin the order defined in the playlist. The segments
are encoded to multiple different data rates. The segmesttedming solution can be used for both live and on-
demand, but the main advantage lies in the capability totategprevailing network bandwidth e.g. by measuring
the length of client’s input buffer. For example, the clisoftware can change the data rate based on the recent
trends in measured network throughput. Eilg. 1 presentdustration of HTTP streaming scheme.

HTTP Streaming alongside with HTTP live streaming can bg useful alternatives for substituting progres-
sive downloads. However, some work is left to do, since theedifferent platforms and operating systems that do
not yet support HTTP streaming. The main advantages lieaptage streaming where the server knows the avail-
able bandwidth and clients device capabilities during thghmck and therefore the bitrate adaptation is possible
to achieve.
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Figure 1: Overall principle of HTTP streaming.

There is no single standardized method for HTTP streamiifferBnt standardisation solutions from this area
have been introduced for HTTP streaming, such as Apple HTV® &treaming (HLS)[[4], Microsoft Smooth
Streaming([6] and Dynamic Adaptive Streaming over HTTP(MIPBASH) [5]. The next subsection will intro-
duce these HTTP streaming methods in detail.

2.2 Adaptive HTTP Streaming

The prevailing channel state is naturally one of the key el@smwhen transmitting video content. High bitrate
video stream in low bandwidth channel will cause packet pirogs and therefore bad quality of experience for
the end user. In traditional video streaming this meansetér error resilience methods, error concealment or
adaptation algorithms are needed. One solution is packsrding, but this forms delay problems especially in
real-time streaming.

HTTP streaming enables adaptive streaming where the videteist is encoded at multiple data rates and
the best version according to available bandwidth can leausted to client. Naturally, the channel state needs to
calculated e.g. by monitoring the size of client’s inputfbu{small input buffer means narrow bw in the channel).
After this, the playlist can be updated and client asks foalmbitrate segment. Furthermore, if multiple clients
with different terminal characteristics exists, clienh@sk for smaller resolution segments with smaller frame rat

2.2.1 Smooth Streaming

Microsofts solution for adaptive HTTP streaming is calledd®th Streaming []6] and it has been introduced
already in 2008 Summer Olympics. It was included in Micrésdfternet Information Services (11S) 7.0. The
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media format is a proprietary format as an extension of ti@& Base Media File Format. The manifest format is
client manifested file, which is proprietary XML documentlghe solution has also server manifested file (SMIL
document). Content is delivered using a Smooth Streamiadpled 1IS origin server.

Normal HTTP server is used as a web server for HLS and DASHiieriosoft Smooth Streaming uses Mi-
crosofts own IS as aweb server. 1S enables adaptive singeohmedia to Silverlight and other clients over HTTP
by dynamically monitoring local bandwidth and video rendgmperformance. This yields to optimized content
playback where the video quality is switched in real-timer Example, users with high bandwidth connections
and modern computers can experience full HD 1080p qualigasting, while others with lower bandwidth or
older computers can receive a lower quality stream in orenatch better their bandwidth capability & device
performance.

The concept of delivering video is similar as in other HTTi¢aming utilising solutions. IIS delivers usually
small fragments, typically couple of seconds long in theialcvideo, in a certain time window. If one video
fragment does not meet the requirements, the next fragniéibievdelivered with lower quality containing smaller
number of bytes and therefore requires also smaller bardwid

2.2.2 3GP-DASH

3GPP was the first standardisation body which introduced#iao for adaptive HTTP streaming (AHS)I[1]
based on stream segmentation, where the multimedia (avidieo) file is divided into small segments. The
media format is an extension to 1ISO Base Media File FormaDBBFF) and the manifest format is Media
Presentation Description (Media Presentation Descrgfi@PD)). Similarly as in Microsoft Internet Information
Services[(II$), MPD is the manifest file as a XML document tuattains information where segments are located.
The first version of the standard was released in 3GPP ReJeaisdlarch 2010.

3GP-DASH is defined as a general framework independent afdteeencapsulation format and it supports fast
initial startup and seeking, adaptive bitrate switchirguse of HTTP origin and cache servers, re-use of existing
media playout engines, on-demand, live and time-shiftdidets.

2.2.3 MPEG-DASH

MPEG Dynamic Adaptive Streaming over HTTP (Dynamic AdastStreaming over HTTH(DASH)) 5] is a
standard introduced by ISO/IEC MPEG group (ISO/IEC 230P@+id it has gained more and more popularity
this year. In fact, Google believes MPEG-DASH is the mosti@hle alternative for adaptive streamirid [2]. The
standard is quite similar to 3GPPs solution with some aaldiitincluded. The media format is an extension to ISO
Base Media File Format (ISOBMFF) or MPEG-2 Transport Streerith is different from 3GPPs proposal. The
manifest format is similar to 3GPP called Media Presemafescription (MPD), a XML document that contains
information where segments are located. One of the advesiiagddASH is its support for novel video codecs as
is stated in the following main feature list_[44]

e Support for Scalable Video Coding(Scalable Video Codind@}h and Multiview Video Coding (Multiview
Video Coding[[MVQ))

Efficient use of CDNSs, proxies and NATs

Entire stream control by the client

Seamless switching of tracks

Byte range requests

Support for various segment formats, easy integratiorchHgifor any existing video codec

Live, on-demand and time shift streaming services

The concept of selectable and switchable streams

DASH standard [[74] has already aroused interest amongrods#estitutes and companies mainly due to its
possibility for adaptive streaming [64][42]. For exampte [54] writers aim at finding good adaptation algorithm
by dynamically selecting the best representation basets@verage bitrate. Naturally the main goal in adaptive
streaming is to provide good quality of experience for the eser. In [[54] several other optimisation goals are in
the target that can be generalise to adaptive HTTP streanrarigASH:

e Avoid interruptions of the playback due to buffer underruns
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Figure 2: Illustration of Media Presentation DescriptidiiD).

e Maximise the minimum and average video quality
e Minimise the number of quality shifts
e Minimise the time after the user requests to view the videblafore the start of the playback

Initialisation Segment
http://www.mydash.fi/stream.xx

Media Segment 1
start = Os
http://www.mydash.fi/stream-1.ts

Media Segment 2
start = 10s
http://www.mydash.fi/stream-2.ts
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Media Segment 4
start = 30s
http://www.mydash.fi/stream-4.ts

Media Segment 5
start = 40s
http://www.mydash.fi/stream-5.ts

MPD is a structured collection of media content in XML-fornadlowing the client to identify where video
segments are located. In other words, client uses MPD tolii@docation and timing information in order to re-
guest and playback the content. MPD file is requested froragheer in the beginning of the streaming. However,
it can be updated during the session if needed.

MPD consists of three main components as can be seen il Fgridd, representation and segment. Period
component usually defines the adaptation sets and basertirifesource Locators (Uniform Resource Locator
(URL)). In proportion, the representation component cimstahe information of each video’s characteristics,
such as bandwidth requirement (bitrate), segment duratiehvideo/representation resolution. In other words,
the representation component presents all the availabteded videos with variable characteristics, such as lower
bitrate. The most important component is the segments wiatthfew seconds long portions of the actual content.
Each individual segment can be presented individuallyauititontext to previous or following segments by using
HTTP URLs. Segments can be also indexed to sub-segmentsaaymdents.

2.2.4 HTTP Live Streaming

Apple’s HTTP Live Streamind (HS) [4] is a proprietary soan assessing to solve the adaptive HTTP streaming
issue by using Apple’s equipment as the end terminal. THigisa has been introduced already in 2009. At the
moment, HLS works in iPhone, iPad, iPod Touch, Android viddheycomb, VLC media player v.2.0, ffplay and
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Quicktime player v.10+, just to name a few. The media fornsduin HLS is MPEG-2 Transport Stream(.ts)
or MPEG-2 audio elementary stream. In contrast XML-basedifest file used e.g. in DASH, the manifest file
format is M3U playlist.

HLS works like all the adaptive HTTP streaming solutionsjtipie files are created in the player, which can
adaptively change streams to optimize the playback expezieAs a HTTP-based technology, no streaming server
is required, which mean that all the switching logic resideghe player. In other words, the source video data
is encoded into multiple files at different data rates, wtdoh divided into short segments, usually between 5-10
seconds long. These are loaded onto an HTTP server alonguétti-based .m3u8 extended manifest file.

2.2.5 HTTP Dynamic Streaming

Adobe has also HTTP streaming solution called HTTP Dynartieg®ing (HTTP Dynamic Streaming (HDS))
[3]. Adobe’s solution works only with Adobe Flash Player 1L@r later in MAC OS, Linux and Windows envi-
ronments. Adobe uses F4F file as media format for the contehtd4M manifest file format, basically similar
XML-file as in other HTTP streaming solutions presentediearDne limitation in HDS at the moment is its video
codec support, only H.264 and VP6 are supported. The febstire Adobe’s solution include issues such as

Robust and scalable delivery to various end devices with giglity

Adaptive bitrate delivery by detecting client’s bandwidtid computer resources

Live or on-demand streaming support

HD quality up to 1080p from 700kb/s to over 6Mb/s

Adobe Access Server support for protected streaming byeobencryption

Open source, customisable media player framework (OSMByder to add support for different media
players

2.3 Rate Control Algorithms

Adaptive streaming over HTTP is a challenging new technpbogl it is not yet fully clear how well does the tech-
nology perform under dynamic networks conditions. Esplycilae complex interaction between TCP congestion
control and rate adaptation/control implemented on thdidpn layer could be a challenge due to a possible
complex feedback loop. This chapter focuses on rate ad@api@ontrol) mechanisms at the application layer.

The main challenge in rate adaptation (control) mechanisnts identify the available network resources
and to detect congestion in the network early enough. Thel@moin the case of adaptive HTTP streaming is
to differentiate between variations caused by TCP congestontrol (usually short-term variations) and more
persistent bandwidth changes caused by some other sostegsds heavy traffic, network device malfunction
etc.). The problem is even worse in wireless networks wheyefading and shadowing may occur.

The purpose of the rate adaptation mechanisms in adaptiié$ireaming is to choose segments of the rep-
resentation that would allow user to receive smooth plalybéthe video under varying network conditions. Apart
from the changes in the bandwidth availability, the rategdtion algorithm must compensate for the behaviour
of the TCP congestion control which results in a saw-tootpsl instantaneous transmission rate [39].

Using client-side buffering allows smoothing out the baitty variations. A number of segments can be
buffered by the media client before being consumed by theianengine (i.e. decoder), thereby compensating
for drops in the network throughput. However, buffer unaevfind overflow should be handled carefully. In the
event of buffer underflow, the user will experience intetiops in the playback, whereas in the event of overflow
the rate-adaptation algorithm must make sure that the eseives video with the best quality (i.e. at highest
possible bit-rate) and there is not underutilisation ofribvork. The algorithm must also take into account that
frequent jumps between high and low bit-rates can be mostr&ting for users than staying at a low quality for a
substantial amount of time.The buffering in adaptiveainang solutions depends on two factors: i) the buffering
space on the media client and ii) the start-up delay req@rgm.e. the amount of time a user has to wait from
the moment a video is requested until the video playbacksstadthough a delay of up to 30 seconds is typical
for non-commercial systems, the 2-4 seconds requiremsititlia target for commercial deployments for Internet
TV and IPTV. The set of decisions that can be taken by theadggstation algorithm corresponds to the set of
representations available at the web server. Even thouglodtcome of the decision is not completely under
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control of the media client due to the influence of stochagidables (e.g. network throughput and segment
size), the decision should be based on a certain strategtaltes into account how the planned action contributes
to the overall quality of experience (Quality-of-Experten[Qok)). For example, the algorithm may choose a
representation that is likely to have a long transmissime fthus, increasing the risk of buffer underflow), but that
produces a video of higher quality. On the other hand, therdllgn may choose a presentation with lower quality
predicting that it would lead to higher QoE (e.g. by minimgithe risk of buffer underflow) in the long run. These
considerations should be taken into account when desighatate adaptation algorithm.

2.3.1 Rate-adaptation algorithm - MS Smooth Streaming

Smooth Streaming is a proprietary technology introduceimrosoft and it is very similar to generic adaptive
HTTP streaming technology introduced earlier in this doenm Similar to other adaptive HTTP streaming tech-
nologies, Smooth Streaming is based on manifest file(s) egiented media content. Smooth Streaming is using
two TCP connections to transfer the data from the servetasier. The first one is used to transfer audio segments
and the other one is used to transfer video segments. Howewer certain conditions both connections can be
used to transfer video segmenis [9].

Smooth Streaming implementation available through MiafidSilverlight is operating in two states: Buffering
and Steady-State and operation is a bit different in thestesst In a buffering state the player requests a new
segment as soon as the previous one has been downloadediinadfitl the buffers as soon as possible. In Steady-
State the player requests a new segment when needed to ima@ntanstant playback buffer. The adaptation
strategy of Smooth Streaming client is conservative whigams that it prefers to maintain a gap between the
available bandwidth and the requested bit rate and not to titilise the full bandwidth. The strategy also includes
faster quality transitions to higher quality than tramsig to a lower quality and it also avoids large transitions in
quality (bitrate). The experiment done if] [9] indicatestttiee client does the adaptation according a smoothed
estimate of the bandwidth and not the latest fragment daachibroughput.

2.3.2 AdapTech Streaming algorithm

Authors of [9] propose a rate-control algorithm for ada@#VT TP streaming which is based on Smooth Streaming
algorithms but it tries to address the weaknesses of Smdotar8ing clients presented earlier. The design ob-
jectives of the proposed algorithm, presented below, arealyg a good list of design principle for every adaptive
HTTP streaming rate-control algorithm.

e Start the video playback quickly as possible which meansttieinitial playback delay should be much
shorter than the maximum delay in the playback buffer

e Avoiding playback buffer underflows and video freezes stidnd the top-priority of the algorithm

e Smooth transitions between different representatiortsafes) so that the end-user does not notice large
quality changes

e Detect stable bandwidth increases and switch to a highéenbrepresentation

e Do not react to short-term bandwidth fluctuations

The proposed algorithm has two states similar to SmoottaBiireg clients: Buffering and Steady-State. In the
buffering state the player tries to fill the buffer as fast asgible and it switches to the Stead-State when the buffer
is full enough (predefined value). However, the player cart slayback when the buffer status reaches a prede-
fined threshold. The algorithm makes the decision to switcanother profile after every downloaded segment
based on two metrics, throughput of the last downloaded segand smoothed average of earlier downloaded
segments. The logic behind the algorithm can be determiséallaws:

if 12 < bw(t) then
if pr2 > prcurr AND switch-up flag is TRUEhen
increase the requested bitrate by one profile
end if
else iftl < bw(t) < ¢2 then
if pr1 > prcurr then
decrease the requested bitrate by one profile
else ifprl > prcurr then
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increase the requested bitrate by one profile
end if
else ifbw(t) < t1 then
switch to the lowest available profile
end if

Wheretl and¢2 are thresholds for buffer fullnessw(t) is the buffer size at time instant pr1 andpr2 are
candidate bitrate profiles and-curr is the current bitrate profile. The proposed algorithm seenachieve the
target design goals of the algorithm pretty well and it adaptbandwidth fluctuations better than the commercial
Smooth Streaming algorithms.

2.3.3 Multilink-based approach for rate-control

The approach proposed by [22] is based on multilink rettiefanedia segments and the most important part
of the controlling algorithm is the request scheduler whidmtrols when request for new segments are made
and also controlling the video quality (bit rate).The imjamice of controlling the request process of segments is
emphasised when multilink retrieval is utilised. The alton is using throughput and Round-Trip Tinle (RTT)
to evaluate the link characteristics. The algorithm caltag how much content it has received and is ready for
playout. It estimates how long it takes to receive alreadyested data. This is subtracted from the amount of data
already downloaded to get an estimate of how long the clientspend receiving new segment without causing a
deadline miss. This estimate is compared against estirofties time it takes to receive the segment at different bit
rates and the most suitable version of the segment is séléldte authors have proposed that introducing multilink
approach together with dynamic subsegment request agpdueicnprove the system in terms of improved video
quality and smaller receive buffer.

2.3.4 Rate-control algorithm with improved QoE and bandwidh estimation

One of the most important metric for the algorithm is to eagduthe available bandwidth as correctly as possible.
Authors of [55] propose a QoE-aware DASH system which hasparate measurement proxy implemented
immediately next to the video server for this purpose. Thasueement proxy manipulates the video data packets
by introducing inline measurement information into thekms. This architecture removes the need to perform
the measurement at the client side or at the server side #&adlilcing the probing information inline the need
for separate measurement packets common for bandwidtlingroblowever, the proposed architecture requires
modifications on the application side and it requires antamdil proxy to be included in the network. In the
proposed architecture the actual rate-control algorithimplemented at the client side and it relies on bandwidth
estimations achieved through the measurement proxy. Tl idea behind the proposed algorithm is to allow
more QoE-aware transitions between different representbf the content when the network gets congested.

2.3.5 Server-based rate-control algorithm

Authors of [16] propose a rate-control algorithm whicheslon server-based rate-control algorithm. Compared
to other introduced algorithms, this algorithm is implerteehat the server-side in order to reduce the delay and
remove the need of explicit feedback from the client. The@@llgm is based on controlling theory (Pl-controller)
and it is controlling the sender buffer fullness at the sesige.

As a conclusion from different rate-adaptation algorithiitscan be seen that designing an efficient rate-
adaptation algorithm for adaptive HTTP streaming fundtigrat the top of the TCP protocol is not an easy task.
It is not yet well understood how two competing controllirgps (rate adaptation at the application layer and
TCP congestion control) work together and especially whes@iml competing clients are acting over the same
network link [&]. Also the importance of accurate bandwidgtimation should be emphasized since it is the most
important metric available for the rate-control algorithm
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2.4 Cross-layer prioritization technique for HTTP streaming
2.4.1 Context of the study

Through this study, we wanted to raise a typical issue lirtkeitie use of HARQ retransmissions in a situation of
mobility or in a very degraded channel context. In a contéxhobility, with a varying channel, retransmissions
linked to th HARQ process may generate disorders and datagsg packets in reception. Whereas such disor-
ders will be masked with TCP protocol or just generate motayde when the real time transport protodol (IRTP)
protocol is used for streaming, packets disordered ang/eelare very prejudicial to the resulting quality of the
video in reception. Actually, tHe RTP protocol does not neeichowledgments. It means that new packets may be
retransmitted while new ones from User Datagram ProtocBH)Jmay be sent for the first time. Once arrived at
the application layer, disordered packets are rejected.

Hence the different strategies proposed to struggle apgdiserdered packets in reception or in emission, with a
[RTR transport layer :

e Packets may be sequenced atlfhelRTP layer. However, it mayajenarge delays and thus, be contrary to
a real-time display of the video.

e Another strategy would schedule packets according to tip@itance of frames in emission. Indeed, some
frames do not need to be retransmitted or even transmittedenvdhe of this frame is missing, the re-
sulting quality of the video is not so damaged. Thus, avgidive transmission of such frames may bring
improvements.

The adopted solution is a mix of the propositions mentiortsal/a added to an adaptation on channel indica-

tions.

2.4.2 Main idea and principles of the algorithm proposed

Disordering linked to HARQJuse In that section, thE HARRQ mechanism chosen is the paraltgl 8bd Wait
one. Thanks to this technique, sevéral MAC packet units neagemt at the same time, avoiding loosing delay
between transmissions. However, in the context of a veryingrchannel, one or sevefal MAC packet units
composing a slot may be lost. These latter will then be retratted provided their own remaining persistency is
high enough (the persistency could be understood as a maxicnedit of retransmissions for a particular MIAC
packet unit). As shown on twWo HARQ exchanges for sake if sititplin figure[3, this mechanism could lead to
packet disordering in reception.

Server Client
Sequenceid=0
Sequenceid=1 “‘\\b
Sequence id =2 T — ACK, Sequenceid =0 OL
Sequenceid =3 NACK, Sequence id= 1 NOK

ACK, Sequenceid =2 Ok

Sequence id=0 ACK received ACK, Sequenceid =3 OK

Sequence id = 1 NACK received
== Sequence id 1 retransmission
sequence id= 2 ACK received

Sequence id= 3 ACK received ACK, Sequenceid =1 OK

Figure 3: Example of disordering resulting from fhe HARQheique

Error correcting codes used Low-density parity-check (LDPC) codes, matching with ti#2 8 6e (coding rate
1/2, code type: Structured IRA codes [86]) specifications wereikated in order to acquire their performances
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for several successive retransmissions, in terms of PER¢#). Chase combining was used on the LLRs obtained
for each transmission to cumulate the effect of repetiti@agmissions.

LDPC performances

,z\ 15 1 05 0 E\\\ 15 2 25
) \\ \\
om
o \ \ —e— 1 transmission
E 0,001 - —a— 2 transmission:
\ \ 3 transmissions
0,0001 +—

0,00001 \\

0,000001

Es/NO (dB)

Figure 4: LDPC performances for 1, 2 and 3 cumulative trassions

A packet reordering technique in the transmission part The main idea of this HARQ based technique is to sort
packets from the transmission part in order to avoid longytetiue to reordering on Datalink or Transport Layers.
In the following, this technique will be called “Adaptije H&J-based solution”. Contrary to a classical HARQ
technique, Adaptive HARQ-based solution tries to limitayeby planning the future. When a NACK is received
(this NACK contains an information on the channel status Adaptivé HARQ-based solution refers to the LDPC
performances presented above to estimate the necessdngnohpacket retransmissions to plan in order to match
with a fixed desired PER threshold. Knowing this parameker,necessary number of retransmissions is directly
sent to the client. Thus, there is no need anymore to waitdeersl NACKs. It assumes that the channel is
stationary enough in that period. The Adapfive HARQ-basddti®n is illustrated in figurgl5, where a maximum
persistency of 3 transmissions is considered.

Server Client .
— —P Failed transmission

Slot 0 - Fstimated_Es_N0 = 2dB ———p  Successful transmission
Sequence id=0 [~ Eali0=-24B

B 14cK, Sequenceid=0NOK

Slot1 - Estimated_Es_NO = -24B /

Sequenceid =0
Sequence id =0

ACK, Sequenceid =0 0L

Skt 2 -Estimated_Es_N0 = -2dB
Sequenceid=1
Sequenceid=1
Sequenceid=1

-~
5 -2 =08 Tyl
equence i = -

[=-8s M0z 048

Sequence id =2 S0~
Sequence id =2 o

ACK, Sequenceid =1 0K

/ ACK, Sequence id = 2 OF
Slot 3 - Estimated_Es_NO = 0dB /
Sequenceid=3
mu;@:t
ACK, Sequence id=3 O

Sequenceid=3

Figure 5: Adaptiv HARQ mechanism
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2.4.3 Assumptions on the simulations realized
Definitions of the metrics used

Referring to the literature [7] and[64], some metrics weateged to qualify packet reordering or packet disorders.

Reorder density is the distribution of displacements of packets from thagioal positions, normalized with
respect to the number of packets. Thus, an early packet gties wegative displacement and a late packet with
a positive one. A threshold value on displacement may be etkfifhat way, a threshold to define the condition
under which a packet is considered as lost may be useful.

Reorder buffer-occupancy density is defined as the normalized histogram of the occupancy opathet-
ical buffer that would allow the recovery from out-of-ordiglivery of packets. Thus, if a packet with a sequence
number greater than expected arrives, it is considered $taoed in the hypothetical buffer until it can be released
in order. The occupancy of this buffer, after each arriveaijsed as a measure of reordering.

Architecture of the Omnet++ software

The figurd ® presents the architecture currently implentetatsimulate the protocol stacks designed for the study.
As a reminder, a simulation on OMNet++ may be considered agposed of entities of two natures. First of all,

[ Node 2
Node 1
0S| Layer#7 . K
Grplcaons) 4 | Applications |
osiuaersa 4| [TCP/ UDP / RTP|
{transport)
0S| Layer #3 t | |
(network) ”:)
'y
[ sAR |
Queues and )
?g;&:ﬁ:? | QoS scheduler X
L L ARQ
‘ ) (adaptive or not)
v | MAC |‘_'
0S| Layer #1 : PHY
(physical) |

Local modules own by each node

Figure 6: Simulation protocol architecture

the nodes of the network: each of them contains an instaniteafet of protocols to simulate. Each instance has
its own data , and among the set of protocols, each entity aonzates through the lower layers (until the Physical
Layer). Then, some services allowed by the simulation enwrent are shared between nodes.Each module in the
simulation environment is defined by a NED file, i.e. a textdiing the OMNeT++ NED syntax. This file defines

a complex OMNeT++ module in which all protocol layers are tiared.

The simulation environment is composed of different sexvishared by each node which are:
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e Alog service that allows to keep information on key pointstaf simulation
e A way to exchange data messages between layers
e A cross-layer interface allowing signalling communicago

Data exchanges between layersTo allow the transmission of data between layers, OMNeT-ess usessages,
which are C++ objects derived frooMessageclass. During the transmission period, each protocol lafével
n-1 allocates its own message, which encapsulates thedengcmessage from the higher layer n. During the
reception period, each protocol layer of level n receivefitormation and decapsulated the message of level n+1
from the message of level n, before transmitting it to theanpgyer, n+1 leveled.
To improve precedent way to transmit messages, no more suledipn is done by the different messages and a
memory area is associated to each data message. This mamalg Erge enough to host the information of the
layer generating this message, but also, to receive alldbsgilple headers and data added by the lower layers. Thus,
the sameMessagebject is transferred all along the different protocol lsyel' he derived class froeMessage
BytesMsghas three specific members :

1. memoryAreais a pointer to the data area where the bytes of the messagaed,;

2. memoryAreaBytesiemorizes the whole memory size;

3. pduBytesmemorizes the actual length of the message. The first bytheoimessage has the following

address, illustrated bymemoryArea-(memoryAreaBytes+pduBytes)

[T | 'y
Byteshdsg — mamory Area
Y
EBytethdfsg — pdudrea = Fyteshdsg — memorydrea +
(BytesMsg— memovyArealytes - Bpteshig— paulites
IP Header
BytesMsg — pelubBytes
TDP Header
BytesMsg —memoryAreaBytes
Data message
+
. SN | v

Figure 7: Data message architecture

During a reception phase from a higher layer, a protocokeatids its own header before the first byte of the
message received (beginning of pduArea), raises the datebergpduBytesof the header size, and forwards
message to the lower layer. During a reception from a lowesr|ahe protocol entity reads the header inserted by
its homologous entity at the transmitter side, redymhsBytedy the header size and forwards message to upper
layer. With such a mechanism, we do not need to use specifisadaderived fromMessageor each particular
protocol level. A generic class is only useBytesMsg(figure[T).

Cross layer interface for signalization A XLI module is implemented to link some layers together. Tova
such a communication, each layer concerned has its own(@apes and output) to receive and transmit controlling
information from the XLI. Each controlling message tramsgaentification information to know which module
must receive the message.
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Simulation framework All entities forming the protocol stack compose the simolaframework. The main
components of the structure are :

a traffic generatdr RTP/UDP and TCP as well,

an IP layer divided into two sub-layers

a SAR layer

a layer taking into account the queues and the QoS schedgdeitam

a simplified MAQ layer allowing different possible modes efransmissions thanks to a specified module,
a simplified Physical layer taking into account a complexalgnd different types of channels : additive
white Gaussian noisE (AWGN) and Gilbert-Elliott

Cross layer signaling information Different controlling information is attached to messadeasing the sim-
ulation. A TransportControlinfoobject is attached to each application message to be traadmiith[UDR. A
Layer2Controlinfoobject is attached to messages during the transfers of gessé DataLink layer. Similarly,
aLayerlControlinfais linked to messages when they are transmitted throughhipsi¢al Layer. It is filled with
lots of information, not always necessary but useful to khke validity of the code and write it in logs. Among
them, are :

e source IP address,

destination IP address,

source port,

destination port,

priority,

an indicator to know I[ERTP is encapsulated,
an indicator to know which IP version is chosen,
flow label,

udpPacketLength

checksum emitted and written in the header,
nbFilesPlayedor video payloads,

traffic class,

udpldentifier

The transmission of thBytesMsgand their attache@ontrolinfois illustrated by figur&ls.

[HARQJand adaptive[HARQ]implementation The different steps illustrated in figuré 9 show How HARQ and
adaptivd HARQ were implemented.

Step 1: each time a data slot must be sen{MB€] module requests packets to tiéfoQueuesin order to fill
in the data slot and transmit it to lower layers. Retransimissare privileged in comparison with first
transmissions. For the adaptlve HARQ, the same packet magpeated. This repetition depends on
the EsS/NO value returned from the channel.

Step 2: thdMAQ module sends packets to tHeetransmissionMechanism module. The latter memorizes the
transmitted packet, updates its persistency and sendgaakkts to thBIAC module.

Step 3: once received by th&AC module, packets will be forwarded to tHESM (Transmission Scheme Man-
ager)module. This module plays the role of scheduler between the diftemgodules of the physical
layer : forward error correction (EEC), Modem...

Step 4: Packets are encoded by [EteC module, according to the type of codes desired for the simulation
assumptions.

Step 5: Packets are modulated.

Step 6: Thel'SM sends the complex signal generated througB\AEN] channel.

Step 7: The receiver receives packets sent by the servepamdrtls them to thilodem via the TSM.

Step 8: Packets are demodulated.

Step 9: Packets are decoded:

e If a packet is correctly decoded, an ACK is sent back to theesd¢o inform it that no retransmis-
sion is necessary for this particular sequence number. atlespis forwarded to upper layers. The
information on the Es/NO value should also be transmittetliatmoment. For sake of simplicity
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| Application | | Application |
s
ByteMsg — | TramsportControllnio } | :R- TP BytesMsg — { TransportC mo} | é"I‘P
Yy - st e
UDP UDP
BytesMsg - { TransportCo; 0] BytesMsg — { TramsporiControlinfo } \—“
| IP | [P |
BytesMsg - { Layer2Controlinfo } BytesM sg - {Layer2Controlinfo } T
h
| SAR | [ SAR |

A

~~_ BytesMsg —{ Layer2Conuwolinfo }

Quewes I
BytesMsg — {Layer2Controlinfo }

BytesM sz - { Layer 2Controlnfo }

MAC+ MAC+
QoS scheduler+ARQ QoS schedulertARQ
A
By sg - { Layer2Cor } BytesMsg - { Layer2Controlinfo }

‘ Physical Layer Physical Layer
| R T B S 1
1 a - I

ComplexSignal - { Layerl ControlInfo }lt i\j’?ﬁ ?i?‘l‘lﬁi‘f FEI?E_?]‘]T]““_?!‘ j ComplexSignal - { Layerl Controllnfo }

Figure 8: Data message passing architecture

BytesMsg from upper layers

BytesMsg toupper layers

As packet n been eorrectly decoded
=5 (e i

RTM |L{ MAC ||
+

Step 10

Sepe h 4 Step 11

FEC 1

Modem %

Z w4

. . =
RadioReceiver*

Y

Step 7

AWGN Channel

Figure 9T HARQ implementation architecture (in green, tliieent steps regarding ACK/NACK transmissions)

congdo

19



FP7 CONCERTO Deliverable 4.1

for the implementation model, instead of transmittinghie €Es/NO value is kept in memory in a
EsNO.txt file and used two slots later.
e [f a packet is not decoded, its LLRs are saved to be combirted RNACK is transmitted to ask
for retransmissions. The packet is deleted.
Step 10:the RTM generates a ACK or a NACK according to theesgfal decoding of a packet i.
Step 11: ACK or NACK packets are sent on the next data sloesponding to the data transmission of the
client node.
Step 12:Packets are directly sent on a perfect channel &etlver node.
Step 13:Packets are interpreted by the RTM module. For a NAGKe persistency credit is high enough, it
asks for retransmissions of packet n, to FioQueues. Otherwise, if the acknowledgment received is
either an ACK or if no more retransmission credit is avaialshvings related to packet n are deleted.

2.4.4  Performance and interpretation

In this part, the scenarios tested will be listed to highlidjle benefits of the adaptive algorithm usedfon HARQ. As
this technique competes with a simple HARQ with reorderimgeiception, a fair way to determine the real gains
of the adaptivg HARD will be to compare this two techniqueisaflis why, two treatments were developed in the
simulator in order to reorder packets in the transmissiohgfahe architecture, as well as in the reception part.
Two different channel models will be adopted to compare tteabiors of the two versions pf HARQ :

e avery varying channel with Eb/NO values chosen betwe2rn/ B and2 d B, with a0.25 dB step

¢ a Gilbert-Elliot channel with transitions betweer2 dB and2 dB states
The different scenarios are listed below :

Tests 1 and 2

Packets are sent onld/bit/s link with varying perturbations on channel, ranging frer2 dB and2 dB.

. RTP reordering
vl channel|  Method | siotsize| CrAularity of | Averagedonslots |\ o ool 1P reordering | with jitter
changes {+ AckPeriod) .
constraint
T Varying |Adaptive H-ARG | 625 yies o Si0s NO [E NO N
2| Vaning | Simple HARG | 625 ytes on Slots WO NO WO WO

Table 1: Assumptions on tests 1 and 2

According to figuré_I0 and figufe1l1, the probability densitydtion attached to a null displacement is higher
for the Adaptivee HARQ based solution than for the clasgicARE)] method. It means that less disorders are
brought by the new technique we are proposing.

As regards the PSNR evolution, as shown in fidlulle 12, the AdgBARQ-based solution is far more effective
than th¢ HARQ, even though some periods are impacted bydaitin the video. It means that the adagfive HARQ
was not able to prevent the bad conditions on the channeh&bidte periods.

Tests1,1 1,1 2and1 3

These tests are performed ol bit /s perturbated link (tablel2). The estimation of ES/NO is githgtimated on
the previous slot, either on the average value of Es/NO oitwbeorevious slots or on the average value of Es/NO
on the four previous slots.

Referring to figuré_13 and figute1l4, the probability densityall displacement keeps growing as the Es/NO
is estimated on larger ranges. Thus, an ideal method would &éerage Es/NO values on several slots to allow a
smoother adaptation to channel conditions.

As illustrated by figuré&l5 and talilé 3, a greater throughjbuiva better performances in terms of delay, which
is perfectly logical. As regards resulting PSINR values ioleth in test 1, it is hard to compare fairly this PINR
results to the others since, the channel model, even idtsgen by slot, does not impact the transmissions in the
same way. Actually, we consider that the ES/NO is seen byf@atake of simplicity in the implementation.

However, in this set of tests, averaging Es/NO values oraat k& slots benefits to the Quality of Service provided
to the client.
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Reorder Density
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Figure 10: Reorder density distribution for scenarios 12nd
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Figure 11: Reorder buffer-occupancy density distribufmrscenarios 1 and 2

RTP
Granularity Averaged on IP reordering
n° Channel Method Slot size slots (+ NRI method . i
of changes . reordering | with jitter
AckP eriod) ;
constraint
1 varying Adafg‘g B | sosmytes | onsiots NO NO NO NO
Atlaptive H-
11 “arying 4RQ 2500 bytes on Slots NO NO NO HO
A oaptive H-
1.2 “arying AR 2500 bytes on Slots YES (2) MO MO MO
) A dlaptive H-
1.3 “arying AP0 2500 bytes on Slots YES (4) NO NO HO

Table 2: Assumptionsontests1,1 1,1 2and1_3

Testl | Testl 1| Testl 2| Test1l 3
Average delay to receive an IP packet0,058 | 0,009 0,009 0,008
PER 0 0 0 0
Averagd PSNR (dB) 37,925| 38,300 | 38,284 | 38,311
Averagd PSNR MSE (dB) 35,204 | 37,988 | 37,98 38,118

Table 3: Statistics for Tests 1,1 1,1 2and1 3
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PSNR evolution

.
[

.
[l

o]
[l

w
o

— PSNR evolution
—— PSNR evolution
PSNR evalution
PSNR evalution

Test 1)

Test1_1)
Test 1_2)
Test 1_3)

=]
o

[~
o

PSNR (dB)

4]

[l

o

[

200 400 600 800 1000

Frame number

o

Figure 15{PSNR evolution for scenarios 1,1 1,1 2and1_3

Coné’)e)rto 23



FP7 CONCERTO Deliverable 4.1

Tests1 1,1 3and2_1

A comparison is performed between results from the AdafiR&Q base solution and tie HARQ solution, on a
varying 4 Mbit/s link (tablé}).

n° Channd Method Slot size G’ZE:';: o Ave:ge: - NRI method | IP reordering er:‘trnng
{+AckPeriod) constrairt

11 vandrg | Adaptive H-ARG| 2500 bytes on Slots WO WO MO NO

13 vanirg | Adaptive H-2RG| 2500 bytes on Siots VES (4) HO NO NO

21 vangrg | Simple HARG | 2500 bytes on Slots MO MO NO NO

Table 4: Assumptionsontests1 1,1 3and2_1

Reorder Density

0,8
0,8
0,7
0,6 mReorder Density (Test 1_1)
0.5 m Reorder Density (Test 1_3)
0.4 o Reorder Density (Test 2_1)
0,3
0,2
0,1

0+l e o

B 0H N N B B AT A B S A S

Reorder density
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Figure 16: Reorder density distribution for scenarios 1L Band 2_1
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Figure 17: Reorder buffer-occupancy density distribufmmscenarios 1_1,1 3and2_1

Disordering is much more important using the sinjple HARtegue. It may implicate larger delays than
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for AdaptivefHARQ before reordering a whole image.

PSNR evolution
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Figure 18] PSNR evolution for scenarios1 1,1 3and2_1

According to figurd_IB8, thE PSNIR resulting from a transmissidgth the simpld HARQ technique is more
degraded than with the two methods using Adajtive HARQ-thaskution. Th¢ PSNR level suddenly drops at the
end of the video with the simpJe HARQ technique. It means sioate resulting images were not correctly rebuilt
: maybe disordered NALs were missing and avoiding the rigbonstruction of images.

The average necessary time to receive an IP packet, in thextaf a simpl¢ HARQ transmission and with this
type of channel, is twice as high as the one resulting frontrdresmission with adaptije HARQ-based methods.
Nevertheless, even though performances obtained tharddatativdg HARQ-based methods are greater than for
simple[HARQ, it is not completely fair to compare these teghes, that way.

Actually, in a real contexf_RTP reordering would be usedeiception, fof HARQ transmissions, to privilege the
QoS. The real challenge would be to show that adapfive HAR®odecompetes wifh HARQ wifh RTP reordering
in reception.
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Tests1 3and5

Granularity of Averaged on RTP reordering
n° Channel Method Slot size ::Inl; e: slots NRI method | IP reordering with jitter
ang (+ AckPeriod) constraint
1.3 Warying Adaptive H-ARQ | 2500 kytes an Slots YES (4 MO MO MO
L] Warying Simple HARQ | 2500 kytes on Slots MO MO MO YES

Table 5: Assumptionsontests1 3and5

PSNR evolution
45
40 “““““"““"““"“LJJJMJJMW
35
30
% 25 PSNR evolution (Test 1_3)
% 20 ——PSNR ewlution (Test 5)
& 15
10
5
0 T T T
0 200 400 600
Frame number

Figure 191 PSNR evolution for scenarios 1_3 and 5

This test aims at comparing the performance obtained bettfeepreviously explained test 1_3 and test 5,
presented as the illustration[0f RTP reordering for a sififRQ method (tabl€]5). Disordering metrics are not
compared for these tests as no disorder appear$ afiér Riderneg. However, as tie RTP reordering algorithm is
simulated in the second test, some packets, arriving teadatomparison with the previous packets are discarded.

The Adaptivd HARQ based method (with or without averagingnestions of Es/NO on slots) is a perfect
challenger with th&RTIP reordering method in receptiondusea traditional HARQ method (figufe]19). Both
methods have the same rough estimatE_of BSNR in receptiovertNeless, if the reception time is taken into
account, the adaptife HARQ based method emerges victdiionnsthe comparison.

To be more competitive, the adaptjve HARQ based solutiofdcanid exhaustive retransmissions of the packets
composing a NRI-0 image. This technique would avoid wastingsmission resources considering that these
packets are not necessary to guarantee algoodPSNR valeectietit side.

In the following test, we assumed that NRI-0 packets werergia lower retransmission credit.

Tests with NRI_O filtering

The figurd 20 illustrates the evolution[of PSNR for three téghes, on the first 300 frames of the video (“MixSe-
guenceQcif.264” which is a mix of several video referencesavoid the desynchronization due to the concatena-
tion of small and very different videos:

e the first technique consists in filtering NRI_0 images at thgifning of the simulation. No transmission
resource is wasted to transmit such images. The resultiegagd PSNR corresponding to that method is
35.885dB.

e The second technigue aims at not retransmitting NRI_0O packken the channel is too degraded to allow
the correct decoding of these packets, when they are seatffist attempt. The resulting averdge P$NR
corresponding to that methodd6.5443dB.
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Granularity of Averaged on RTP reordering
n° Channel Method Slot size ‘ | “ slots NRImethod | IP reordering with jitter
changes (+ AckPeriody constraint
YES(NRID
" MNALz filtered at
MRI_O Yarying Adaptive H-ARG] 2500 bytes on Slots MO the beginning of] [ills] YES
the simulation)
YES (NRID
MRI_1 Warying Adaptive H-ARGQ| 2500 bytes on Slots MO MALs are not MO YES
retransmitted)
13 Warying Adaptive HARG) 2500 bytes on Slots YES (4) e} e} NO

Table 6: Assumptions on tests NRI_0, NRI_1,1 3

PSNR evolution

40 dei—st P Aroomfgr B P

W er TN e

- W AE A

) - s PSNR evolution (Test NRI_0)
g - —PSNR evolution (Test NRI_1)
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Figure 20{ PSNR evolution for scenarios NRI_0, NRI_1 and Te8

e The last technique is described above and is used as amatiost The averade PSNR calculated is equal
t0 39.65dB.
As a conclusion for that set of simple tests (tdHle 6), thesimassion of NRI_0 should be considered as a lever
between congestion avoidance and QoS. More simulations Imeuserformed to validate these results, on other
videos. Adaptive techniques based on this method coulddyoped to regulate queuing congestion in transmis-
sion.

TestsGE_ 1 1andGE_1 2

N RTP reordering
n° Channel Method Slot size Granulaity of | Averaged on slots NRI method | IP reordering with jitter
changes (+ AckPeriod) .
constraint
GE 1 1] GE 15t pattern | Adaptive H-ARD| 2500 bytes oh Slots MO MO [Wle] MO
GE 1 2] GE1st pattern| Simple HARG | 2500 bytes on Slots o] MO e} MO

Table 7: Assumptionsontests GE_1_1and GE_1_2

Some tests were led on less varying channels as GilbedgtHEfibdels. The conclusions brought by such
simulations were less impressing than for a worst-case, vaying channel. That is why the different results
were not added to this document. In figliréd[21,22[aid 23, sam@esiesults on a Gilbert-Elliot channebBG =
2,89.10—2; pGB = 2.91.10~3) are given for illustration.
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Figure 21: Reorder density distribution for scenarios GEL 4nd GE_1_2
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Figure 22: Reorder buffer-occupancy density distribufmrscenarios GE_1_1and GE_1 2
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2.4.5 Conclusions

In terms of delay and QoS, the Adaptive HARQ-based solutppears as a great trade-off compared to traditional
reordering solutions in reception. The PSNR emerging fioisitechnique is not so degraded whereas the average
delay of reception is clearly favored. To privilege delachniques consisting in reducing the transmissions of
images with a NRI value equal to zero could be developed. r&kselutions are possible : transmitting images
with a NRI_O value at the end of the transmission, reducirgpérsistence value used for retransmissions for
these particular images, delaying them gradually... Thersd option was tested in the simulations presented
above. Maybe, it would be interesting to go further. Thuskiig these adaptations to scheduling policies at the
gueuing layer, new solutions against congestion issudd teuinvestigated.

congdo

29



FP7 CONCERTO Deliverable 4.1

3 Multi Camera System

3.1 Introduction and State-of-the-art

In recent years the study of visual sensor netwdrks (VSNs)bdezome a very attractive field for the scientific
research_VSNs are characterized by huge capabilitiesheydstipport a great number of innovative applications.
In particular thd_ VSINs are employed for remote monitoringligations where direct visual information are es-
sential for controlling and managing particular eventd [K&ENs are mainly formed by visual sensor nodes more
commonly called video camera nodes. Each node integragesnidige sensor and some embedded processing
units. In such applications where cameras have fixed andteagach positions they can be connected via cable;
in other cases they are equipped with a wireless radio aterf

VSNIs are a useful tool in a number of social, research, eaunadtapplications, including:

e surveillance protection of large area (airports, subways, stadiunas), ethere detection and tracking mech-
anisms are required to localize possible intruders. Thimesof the primary applications bf V$Ns, with a
great number of cameras disseminated around the area @fsnf29].

e environmental monitoringvideo-cameras are deployed to monitor inaccessible af aviéas with the aim
to acquire environmental images of the scene. Typical elesngf such applications are: disaster sites
management, traffic control in highways and natural envirents monitoring such as forest and deserts.

e telepresence and remote visiting systeri®e usage of multiple cameras permits a remote user to visit
public buildings such as museums and art galleries and tipate to video conferences. Sometimes the
underlying camera networks are developed to provide a ugierigual information with arbitrary viewpoint
[53]. In this way the user can explore the scenario of intei@sving" inside of it and changing the angle
of visualization.

e teleconsultation and distance healthcaie this case thE'VSNs constitute a useful instrument toeiidote
medical assistance and to support clinical therapy fronstadce. This is especially important for people
with limited access to the healthcare system: people withtdiities, individuals living in remote rural areas
or emergency scenarios or involved in accidents, with pleltinjured people.

3.1.1 Video transmissions in multi-camera systems

One of the most critical issues concerning fhe VSNs conaistise large amount of data that each camera col-
lects from the monitored environment. Differently from iygl sensors (i.e. temperature or pressure sensors that
provide measurements of unidimensional physical dat&)) @aage sensor collects a bi-dimensional set of data
representing a captured image. The nature of the collectiedethtails complex tasks of information analysis and
processing, as well as huge amount of data to be transmiiitedgh the network. Moreover the majority of ap-
plications require real-time transmissions and this meams requirements concerning the maximum allowable
delay. For example the problem of the channel bandwidthapdition in the context df VSNs has been addressed
in [83]. In that work a minimum bandwidth, for each selectathera, was guaranteed. Furthermore the remaining
available resources were dynamically allocated considdhie camera selection policy and the video contents.

3.1.2 Embedded processing

Based on the previous considerations, the optimal traieetiveen the information accuracy and the network effi-
ciency is to be pursued. To this purpose the embedded cama@ssing assumes an important role. The objective
of the local processing consists in reducing the data flovisattsmit or in providing some information about the
context in order to assist the selection of proper acqarsiind transmission policies. The local processing can be
performed with different levels of intelligence, deperglon the context on which the camera system is deployed.
The most common processing operations include: backgreuhttaction for motion/object detectidn [28],[21],
edge detection and more complex algorithms such as feattracon, object classification and scene reasoning

[81],[56].
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3.1.3 Sensor Collaboration

In some specific applications, such as detection and trgakitarget§.VSINs need to cover wide areas and require
highly detailed information. For this reason, the cameravosk manages a great number of information flows
derived from a redundant number of interconnected nodes. oViarall quality information can be increased by
investigating the correlations between the individual eeardata flows. A typical example is when two or more
cameras have partially or completely overlappedIFoVs. ildhase the collaboration between sensors is defined as
spatial-based Many advantages can be obtained by spatial collaborat@rinstance, through cross-validation,
the reliability of the detection process is incrementedritti@ermore some triangulation techniques can be applied
permitting an accurate description of the target objectgiims of position and velocity) [59]. Even if two cameras
are oriented in different directions, they can still co@ter For example, if [34] a distributed scheme for a
target tracking system has been studied. Given the postidrithe orientation of the nodes, a camera subset is
dynamically selected for the object detection, while thmaing neighbouring cameras are used to extract and
share the target features, which are correlated acros®thesn

3.1.4 Sensor management and camera selection

In the context of large camera networks, composed by a redumilimber of camera nodes, the camera selection
and management play a fundamental role. Sensor managemfaresdthe policies for scheduling the camera
nodes activity. In each moment a subset of cameras has tddmteskin order to perform continuous monitoring
and collect information with the required quality. The posp is to provide visual information able to satisfy the
specified application requirements. Several cost metoicthe camera selection are investigated in the literature.
In particular, the camera selection is of primary importifche network is composed by self-supplied wireless
camera nodes. In this case each camera is managed with thef aiefining the proper task and the activity
period. The selected subset of involved cameras can be etianvgr time in order to balance the camera energy
consumption. In[[84] the authors propose a method to maragg@dwer consumption of camera nodes. In
the proposed solution each node is awake for a certain pefitiche and the camera node enters a low-power
configuration based on the time-out status of its neighlbbgutameras. Again, geometrical considerations about
the placement and the orientation of the nodes are takenagtount to defined further camera selection cost
metrics. Each camera node is characterized by a directs@maing model: video cameras capture objects/scene
images placed in different spatial positions. The gathémfatmation are dependent on the direction on which
the camera is oriented and the 3D viewing volume defined bycémeerd FOV. Several works in the literature
analyze these aspects. In[75] a camera selection algoiitmovided with the aim to reconstruct a view from

a user-specified view point. In particular two cost metries @efined: the coverage-aware solution considers the
remaining energy of the nodes and the overall coverage dhttaor space, while the quality-aware favours the
selection of cameras with the most similar angle of view wébpect to the user viewpoint. The video quality
information also depends on the placement of the camerasoptimal placement of the camera nodes in use is
also addressed in recent works. An example is reported I ii2 Which a good camera-network deployment is
proposed mainly based on the target position. In its tlir2] fBovides a model to manage a set of cameras that
is basically focused on the occupancy of the monitored aDedy a limited number of cameras are involved and
they send a limited amount of data in accordance to the ersgrgng requirements and the bandwidth constraints.
the final goal consists of minimizing the area potentiallgwqgied by the moving objects and finding the number
of cameras necessary to provide a sufficient visual hull fare@ach object.

3.2 A preliminary camera selection technique for healthcae and safety applications in
emergency areas

In the context of healthcare and safety, multiple camertesys can support a great number of novel video-based
services. In particular, some challenging applicatiora ttan be performed thanks[fo VISNs include real-time
consulting and diagnosis from a remote location, trandomssf multimedia contents from emergency scenarios
and remote surgical assistance. The potential benefitdraf tamera network systems are manifold and include:

1. the possibility to visit more patients in a limited amoohtime,

2. the possibility to have an overall control of the invohiaflired people and to coordinate the work of the

first-aid personnel in emergency areas,
3. the opportunity to select the most suitable viewpoineir-diagnosis and remote medical assistance.
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Moreover a wireless camera network, developed for this kingcenarios, has to satisfy most of the require-
ments and constraints mentioned in the previous paragFaptexample a reasonable placement of the nodes has
to be guaranteed in order to monitor the whole area of inteFesthermore a redundant deployment of the nodes
assures the advantages of spatial collaboration and m®uiskful information even if some cameras are not avail-
able or occluded. In addition, the camera selection polay o be designed with the aim to collect information
with a high level of accuracy. Only few works in this reseafield specifically address the image/video quality
perceived by the final user as a main criterion for the camelecgon problem. On the contrary we remark that
in medical applications tHe QbE for the remote user is ofiafimportance. For example, i [62] the authors
choose the camera subset that best provides the qualitg oétionstructed camera view. The basic idea proposed
in [62] is to divide the 3D viewing volume (frustum) of eachnoera in smaller unit volume (sub-frustum). Then
the selection criterion is based on the fact that the farineobject is from the centre of a sub-frustum the lower
will be the quality of its representation in the captured@®s Thus, based on the distance of each point from the
sub-frustum centre, they select the camera that can digiiapoint with the minimum visualization error. In[62]
the concept of quality is strictly correlated to the positaf the object of interest.

3.2.1 Assumptions

In this preliminary work [[15] several assumptions have bewte to facilitate the description of the camera
network systems. We have used the "pinhole camera" modeldtrithe the camera-nodes. The pinhole camera is
the most used ideal model, for mapping a 3D scene into a 2DaémiagFig.[24.a the pinhole camera model has
been depicted. The ray of lights coming from the differenhfsin space pass through the optical ceftiend the
specular image of the scene is formed on the image pldfach pointM in the 3D space corresponds to a pamt
projected onto the 2D image. To model our camera nodes malistieally we have assumed that each camera has
a specifi¢=aV, which delimits the portion of the 3D area that be monitored. Only the points lying inside the
[EoV of the camera can be visualized in the image. Thus we hawehed the simple pinhole model considering
the[FoV. Each camera is characterized by horizontal anice{oMs parameters (one per image dimension). In
Fig.[24.b the horizonta EQV is depicted. It can be notice thelFoV depends on the image dimension and on the
focal length fdefined as the distance between the focal plane (where tlelopentre is placed) and the image
plane.

(a)

(b) horizontal FoV .
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Figure 24: The "pinhole" camera model (a). The horizdntallfm).

We have also assumed that the position and the orientatitthre @ameras are known.
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3.2.2 Preliminary definition of a ranking criteria for camer a selection

In this section we propose a novel camera selection algofiif&], which selects one or more cameras taking into
account a specific ranking criteria mainly related to thdiguaf the visual representation of the object of interest.
The proposed context-aware approach has been develogetheibbjective to:

e maximize th¢ QoE for the final user,

e optimize the usage of distributed hardware resources,

e optimize the usage of radio resources for video transnmissio

Suppose we have a certain area to be monitored through tge aga multi camera system; different wireless
cameras with monitoring functionalities are placed inefiént positions.

—————— vertical FoV/
= horizontal FoV

camera orientation

monitored area

yim)

(a) (b)

Figure 25: Camera system composed by a single node. In eadbd FoVs (a). Camera system composed by 3
nodes. The portion of the area monitored by the system ictibin black (b).

In Fig.[28.a, a camera system composed by a single node haslégieted. In Fid.25.b a generic system with
3 cameras is illustrated. Each camera covers a particutiopof the considered area depending on its orientation
andFEaV. In the case of two or more overlappedFoVs some pertbthe area are commonly covered by multiple
cameras (Fid_25.b). The selection algorithm determines#st camera candidate to acquire visual information
about a certain point in the monitored area based on speglifiicg criteria. The ranking rules we have considered
in this preliminary phase are based on:

¢ the position of each camera,

e the orientation of each camera,

e the resolution of each camera.

For the sake of clarity, we show through an example, how theeca selection, based on these heterogeneous
information, can optimize the final image quality of a targieject. In Fig[26 a couple of cameras capture an object
placed in different positions. The goal consists in detaimg which camera provides the image of the object with
the best resolution. We have also reported the image plamesding to the different resolution of the cameras
(a more dense grid corresponds to a higher resolution).driZd.a the cameras have the same resolution and the
object is placed at a different distance from them. On thdraonin Fig.[26.b the cameras are characterized by
different resolutions and the object is placed at the sastarte from them. Increasing the distance (see camera
C2in Fig[Z86.a), the projection of the object on the imaga@lgets smaller dimensions. In other words the closer
is the object to the camera, the bigger and more detailecb@ilts representation on the image plane. Based on
these considerations, the final image quality of the caméré&®@igher than that of camera C2. Increasing the
camera resolution (see camera C2 in Eig. 26.b) high-levéétdils are still guaranteed even if the object is placed
far away from the camera.

Changing the position of the object and the camera resol@ndail an object description on the image plane
characterized by a different number of pixels. In the twonepde of Fig[2®, the object is described with a different
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(a) (b)

Cl
¢ Ci
4 R

Cc2 '
Cl1 visualized image C2 visualized image Cl1 visualized image C2 visualized image

Figure 26: Two cameras are monitoring the same object. Ingeras have the same resolution and the object
is placed at different distances from them. In (b) the objget same distance from the cameras but they have
different resolution.

number of pixels per object section area. The best imagétygisbbtained by the camera that guarantees the best
trade-off in terms of distance and resolution.

Considering the scenario in F[g]25.b we have discretizedrtbnitored area in small sub-area unit; for each of
them the proposed algorithm selects the camera that deschb given sub-area with the highest number of pixel
per area. For the sake of clarity we graphically show the carselection results for a set of sub-areas lying on
the same plane perpendicular to the z-axis. In[Elfy. 27 anéyifPB we report the representation of the considered
plane; each squared element corresponds to a differergreab+or each sub-area we compute the pixel per object
section area; lighter colors correspond to high valuesxalpivalues per squared meter, on the contrary when the
number of pixel is decreasing the color tends to the darkidiZd we have considered a camera system composed
by a single node (Fif. 25.a). In F[g.]28 we have consideredreecasystem with 3 nodes (Fig125.b): for each sub-
area the selected value of pixel per unit area is the higleesstilple among the set of cameras. The corresponding
camera selection output is reported in [Eid. 29, differebtatea colors correspond to different cameras. To capture
the image of an object placed in the monitored area, the Gas@rsor capable to provide the object description
with the highest resolution in terms of pixel per object waria is selected.
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Figure 27: Pixel per unit area computation considering tiemario depicted in Fif. 25.a.
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Figure 28: Pixel per unit area computation considering temario depicted in Fi§. 25.b.
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Figure 29: Camera selection results considering the sicedepicted in Figl 25.b.

congdo

36



FP7 CONCERTO Deliverable 4.1

4 Packet-Level correction codes

In this section, we detail the progresses and achievemeitte framework of packet-level codes to be used in the
CONCERTO project. In packet-level coding, redundant peckalso called repair packets) are generated at the
transmitter side, starting from a set of data packets (adfled source packets) incoming from the upper layers.
This redundancy is aimed at enabling the recovery of packstuees and, possibly, the correction of bit errors at
the receiver side. In video transmissions, packet-levadésare usually implemented at application or transport
layer, with(RTP or UDP/UDP-Lite protocols.

Packet-level coding solutions entail several importamefies in healthcare, safety and emergency scenarios.
First of all, the adoption of powerful data protection teicjues is of fundamental importance when the communi-
cation process involves information about people’s healip for remote diagnosis purposes. In the second place,
when heterogenous data streams (such as videos from mahileras, electrocardiograms, F.A.S.T. information,
etc.) are multiplexed and transmitted to a remote usenipzation and content-adaptive protection strategies ca
be performed through packet-level coding schemes opgratithe application or transport layers. The advantages
offered by such coding schemes become even more evident icafe of broadcast/multicast multimedia com-
munications, thanks to their capacity to recover lost imfation without requiring retransmissions. Finally, in the
context of telemedicine applications, a low-latency in itifermation delivery becomes often a primary require-
ment. Interactive communications, in which a remote operiatable to “navigate” through complex multimedia
contents (e.g. zooming, pausing/rewinding, changing p@nt, etc.), usually require very low transmission delay,
often incompatible with traditional automatic retranssios reques{ (AR) solutions.

In the context of packet-level coding, two main directiorisinvestigation have been followed during the
inital phase of the CONCERTO project. The first one is relétarpacket-level codes constructed on Galois
fileds of order larger thag for erasure recovery, under efficient maximum likelihobdCjMlecoding. In this
framework, tight upper and lower bounds have been develagidthe purpose to evaluate both the additional
coding gain achievable by constructing packet-level cames$inite fieldsF, with ¢ > 2, and the performance
achievable by non-binary codes basedsparseparity-check matrices. This preliminary analysis is fumeatal
to characterize the ultimate performance achievable vatitlsinary packet-level codes and, as a consequence, to
evaluate the possible advantages offered by this kind otisols in the context of multi-source and holographic
tele-medicinellMSHTM) applications. The second one camecpacket-level codes for the simultaneous correction
of errors and erasures. The limit case where only corredtgta®r packets corrupted by undetected errors are
delivered to the layer of the protocol stack has been coreidgo far. This may be thought as a worst case in
which the packet validation system on the receiver sideysvails (or is not present at all) so that no erasures are
generated. A simple enhanced decodeffor LDPC codes is geddor this scenario, and preliminary numerical
results for regulai LDPIC codes are presented. The capacitgrtect bit-errors possibly present in the received
stream can improve the multimedia communication qualityeglenced by the remote medical staff, allowing
quick and precise tele-consultation services.

4.1 Packet Erasure Correcting Codes based on High-Order Gais Fields

Tight bounds on the block error probability of linear bloakdes over ordeg-finite fields for theg-ary erasure
channel, unddr ML decoding, are developed. Upper and lowends are obtained for uniform parity-check en-
sembles and sparse parity-check ensembles. Exploitirdgtiveed bounds, itis shown how already for short blocks
and smallg > 2 sparse ensembles attain block error probabilities closkeadse of idealized maximum distance
separable[{MDIS) codes, down to low error probabilities, nehs in the same regime binary codes show visible
losses with respect to the Singleton bound. Thanks to theraiscperformance estimates, the developed bounds
can support the design of near-optimum erasure correctidgscto be adopted in the CONCERTO scenarios.

4.1.1 Introduction and State-of-the-Art

The binary erasure channEl[{BEC) [20] is often used as a Hiathinodel for data losses in wireless/wired digital
networks. Thus, the design of powerful coding schemes ulmlecomplexity decoding for theEZ BEC has been
a rich research area in the past years [45,[47[ 14, 43, 72]hisnflamework, a class of codes that gained a
particular attention is the one B LDPC codE&s][26], whichrapph the erasure channel capacity under belief
propagation[[BP) decoding for very large block lengths @%5,[63,37]. In[[65[ 13, 61, 66, 17,167,160], low-
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complexityMO erasure decoders for LDPC codes were proptsschllow achieving, with judiciously designed
codes, performances close to those of idealizedIMD8<xod

Bounds on the performance (in terms, e.g., of block errobgidity) of random and sparse graph-based en-
sembles over erasure channels have been the subject ofnpbstaent research. For example, the block error
probability over thd BEL for random (linear) binary enseesbivas analyzed i [20, 11,150]. In[28] the per-
formance limits over the block erasure chanhel (Bl EC) hasenbinvestigated. The error probability[of TDPC
code ensembles in the finite length regime under bolh B andiétoding was analyzed in[18] over {he BEC.
Moreover, tight upper and lower bounds on the error proligidr some classes of Luby transforin (LT) codes
were established in [68].

The memorylesg-EC represents an extension of fhe BEC. Ip-BC, the channel input alphabét has
cardinality|X| = ¢ and each symbol is either correctly received or erased. ¢TlBE may serve as a reference
model for data losses in digital networks, as its binary ¢tegpart [48,4D[ 35]. It has also been adopted to
model optical communication links underary pulse position modulatiof {PPM) and photon countirgpireers
in absence of background radiation|[51] 52]./[80, ChapteFdithermore, it gives an alternative representation of
a binan[BLEC [28] where blocks dbg, ¢ bits are either correctly received or erased[n [23] therezkponents
of random an@MDB codes over theEC were derived and compared.

In this section of the deliverable, we develop some tighteumnd bounds on the block error probability
of linear block codes over thg EC undei”MIl decoding, assuming that the field order of theeama@tches the
channel input alphabet size More in detail, we derive upper and lower bounds for dense, {@iniform) parity-
check ensembles and sparse parity-check ensembles. tigplbie developed bounds, we are able to show that
sparse ensembles attain block error probabilities closiease of idealizeE MDS codes, also for short blocks and
relatively smally > 2, down to low error probabilities, whereas binary codesesufr visible losses with respect
to the Singleton bound.

4.1.2 Adopted Notation

Definitions The memory-les§ BHC is characterized by a binary input &dleh@ = {0, 1} and a ternary out-
put alphabety = {0,1, E}. The channel transition probabilities gpg|x (0[0) = py|x(1]1) = 1 — ¢ and
py|x (E|0) = py|x (E|1) = ¢, whereE represents an erasure ang the channel erasure probability. I4C,

the input alphabe®’ has cardinality;. We assume that = 2' and that the input alphabet symbols are the ele-
ments ofF,, the finite field of order. Thus,X = {0,1,a!,...a% 2} wherea is a primitive element oF,. The
output alphabet i) = {0,1,a?,...a972, E}, and its cardinality ig + 1. The channel transition probabilities are
py|x (z]z) =1 — eandpy|x (E|z) = ¢,V € X (Figurel30).

In the following we denote by (v) the Hamming weight of a vector with elements i, (i.e., the number
of its nonzero elements) and by, w) = . v;w; the inner product betweenandw, where all operations are in
F,.

The finite field order of the linear block codeused to communicate over tlheEC is assumed to match the
channel input alphabet size. We define shupport of a codewora = (zg, z1,...,z,—1) € G as the set of its
nonzero coordinates. Formallyypp(x) = {j € {0,1,...,n — 1} s.t.z; # 0}. We also define the theupport set
of x € GasSy = {x' € Gs.t.supp(x’) = supp(x)}. This is the set of codewords {&having the same support
asx. (Note thatx € S, by default.) Moreover, we define thveeight of a supporas the Hamming weight of the
corresponding codewords.

When a codeword of is transmitted over the-EC, the resulting erasure pattesfyy = {i1,42,...,4.} C
{0,1,...,n — 1}, of generic sizez, identifies anm x e sub-matrixH ;z of H composed of the columns ofH
with indexes in.#g. [MLldecoding fails if and only ifrank(H ;) < e or, equivalentlysupp(x) C % for some
nonzero codeworst. The corresponding block error probability oveg-&C with erasure probability is denoted
by P5(G, ¢). We further denote by, (G, ¢) the average decoding failure probability given that theesexactlye
erased symbols in the received word and assuming as eqalgeoll erasure patterns of cardinality

We consider nexparity-check ensemblege., ensembles of linear block codes induced by randortypar
check matrices. More specifically, the parity-check endernmguced by a random matrid with entries inF, is
composed of the linear block codes over the same finite fipldsenting the null spaces of all possible realizations
of H. The probability of each code is the sum of the probabilitiethe corresponding realizations Hf.

In particular, we denote bg(n, m, q) the ensemble of linear block codes induced byrax n parity-check
matrix H whose entries are i.i.d. random variabfess F, with uniform p.m.f.,i.e.Pr{X =8} =1/qV 5 € F,.
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Figure 30: Thej-ary erasure channel model.

We call this ensemble theniform parity-check ensembl@/e also denote b§(n, m, ¢, p) the ensemble induced by
anm x n parity-check matri¥ whose entries are i.i.d. random variablés= F, such thaPr{X =0} =1—p
andPr{X = g8} = p/(¢ —1) VB € F, \ {0}. For smallp sparseH matrices are characterized by a higher
probability than dense ones, hence we call this ensemblgpidmse parity-check ensemble

Instead of considering a specific parity-check ensemblelfyén some cases we will refer to a generic one, in
the sense that the parity-check mafixis characterized by a generic probability distributionisTénsemble will
be denoted by (n, m, q). The previous parity-check ensembles can be seen as pariitstances o (n, m, q).

Finally, we define a¥’(n, k, ¢) the ensemble ddll codes withy* codewords and length, assuming a uniform
probability distribution on such codes. Equivalen®(n, k, q) is defined by a random code bookgfcodewords
where each codeword is picked uniformly at randonijn Note that the ensemble'(n, &, q) also includes
nonlinearcodes.

Singleton Bound The Singleton bounds defined as

Py (nyme) = 3 (Z) (1 —e)me. (1)

e=m-+1

The right-hand side of{1) is the probability that the numbef erased symbols exceeds the numbef equations
(assumed linearly independent of each other) and thensepiethe block error probability of an idealizedry

linear (n,n — m) code over the-EC. Hence, it is a lower bound on the block error probabtlityevery
linear code of lengthv and rater > (n — m)/n.
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For any parity-check ensemblEn, m, ¢), the average block error probability may be then always esged
as

S - n e n—e
Eg(n,m,q) [PB(G,€)] = Pé )(n,m, €) + E (e)e (1= €)""“Eg(n,m,q) [ Pr(G, )], 2
e=1

whereEg,, m ) [-] denotes expectation over the ensemble.

Berlekamp and Gallager Random Coding Bounds The performance of binary codes on fhe BEC was initially
analyzed in[[20], while the expected performance umdei Mtodang of a code drawn fror@(n,m,2) was
studied in detail in[[11,50]. More specifically, the averddeck error probability of codes i@ (n,m,2) was
upper bounded in[11] aBerlekamp random coding bound

Ec(nmz) [P(G. )] < P (nym.e) + (:) (1 — e)ne2(m=e), 3)
e=1

In [18, App. B], the Berlekamp bound is re-derived as a uniouartdl on the expected block error probability of the

codes inC(n,m,2).

Since [B) provides an upper bound on the average block erodrapility for the parity-check ensemble
C(n,m,2), which includes all the binary linear block codes of lengtland rater > 1 — m/n, it can be used
an upper bound for the ensemtd&n, n — m, 2) of binary block codes with length and2™~™ codewords, in the
sense that there exists at least one codé€(in,n — m, 2) whose block error probability (averaged over the code
book) undef ML decoding is upper bounded by the Berlekammtou

An alternative upper bound on the average block error piitibafor the ensembleg’ (n, n — m,2) is the
Gallager random coding bourid [27], recently extended t@tteembles’ (n, n — m, q) [23]:

E‘@”(n,k,q) [PB(G, 6)] < eanq,E(T) (4)

where E,, .(r) is the random coding exponent for theary codes with rate = 1 — m/n. On theg-EC, the
exponentt, () is given by

fln(%Jre)lenq 0<e<ee
Eyqe(r) = D(1 —r,€) ee<e<l—r (®)
0 e>1—r
where
D(1—r,e)=(1—7r)ln A P
’ € 1—e¢
is the Kullback-Leibler distance between two Bernoullitdisitions with parametersand1 — r, and
1—r
= —————. 6
¢ rig—1)+1 ©)

Both (3) and[(#) (with; = 2) represent upper bounds on the block error probability efttest code i’ (n, n —
m,2). The bound[(¥) is known to be less tight thah (3) down to lowcklerror probabilities[[19]. However, it
becomes tighter at very low error probabilities.

Rank of Matrices with i.i.d. Uniform Elements over F, Fore < m, consider am xm random matrixA,, whose
elements are drawn independently at random with unifortmibigion inF,. We defineP, = Pr{rank(A) < e}

as the probability ofA being not full-rank. We also denote by= m — e the number of rows in excess w.r.t. the
number of columns. The probabilif), may be expressed as a functiorepf, andg and is given by([38, 36]

€ i—1
Pe(eaévq)zl_H<l_Ze+5> . (7)

i=1

The following result was developed in[40].
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Proposition 1. The probabilityP, can be bounded above and below as

1
q "' < Pele,6,q) < ﬁq_é- (8)

Remarkably, the upper and the lower bounddin (8) are indbg#rof the numbee of columns. The two
bounds converge for largeand the gap between them is very small forgallThe upper bound is very tight even
for small values of andgq [40,35].

4.1.3 Average Block Error Probability for Uniform Parity-C heck Ensembles

We are now in a position to derive tight bounds on the expebtedk error probability under ML decoding
of a linear block codes drawn from the uniform parity-check ensemldlén, m, q), over aq-EC with erasure
probabilitye.

Theorem 1. LetC(n, m, q) be the ensemble of linear block codes induced by.am random parity-check matrix
H with i.i.d. entriesX such tha®r{X = } = 1/¢ V5 € F,. Then the expected block error probability of a code
G picked randomly ir€ (n, m, ¢), undelMI decoding and over@EC with erasure probability, fulfills

m
n € n—e —(m—e)—
Ectma) [P(G, )] > Py (n,m, ) + 3 (e)e (1= e eq(m=o (9)
e=1
and .
E¢(n.m,q) [P5(G. )] < PS (n,m,€) + LZ "ec1 = e)negme) (10)
n,m,q 9 B s N = 1 .

e=1

Proof. For a general parity-check ensemble:, m, ¢) the expected block error probability is given BY (2). In the
specific case of thé(n, m, q) ensemble, from Sectidn 4.1.2 we have

EC(n,m,q) [Pf(Ga 6)] = Pe(ea m—e, Q)

:1—151(1—(1;:) . (11)

i=1

Moreover, Propositiofl1 yields

—(m—e)— : o
q ( -1 < Ec(n,m.q) [P(G,e)] < q_71q | |

from which the lower bound{9) and the upper bound (10) areinbtl. O

Note that forg = 2, the upper bound reduces to the Berlekamp bolihd (3). As éobithary case[{10) holds
for the ensembl&’(n, n — m, q) of g-ary block codes with codeword lengthand¢™~™ codewords, in the sense
that there exists at least one codeéiin, n — m, ¢) whose block error probability undEr ML decoding is upper
bounded by the right-hand side £f{10).

We are now interested in comparing the extension of Berlgkhound in [[ID) with Gallager random coding
bound [#). To this purpose, observe thatn (@) is maximized fory = 2 and that it vanishes for large Hence,
the error exponent is equal (1 — 7, ¢) for anye € [¢*/(r 4+ 1),1 — r] regardless of. Moreover, the range of
values ofe for which the error exponent dependsgpuanishes ag increases. It follows that for moderate erasure
probabilities, i.e.¢ > e.(q), Gallager random coding bound does not incorporate thetedfethe channel input
alphabet size, whereas the upper bounfih (10) does, begdigiter as; increases.
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Figure 31: Plot of the error exponest, .(r) for e = 0.5 andq = 2, 4, 16, and64.

Example 1. Figure[31 depicts the exponest, () for different field orders and = 0.5. Observe that at rates
close to the capacit¢’ = 1 — ¢ = 0.5 the exponent is independent of the field order. Fiflute 32igesvthe lower
and upper bound€d) and (I0) for n = 120 andm = 60, as well as the Singleton bound. They show to be tight
for all ¢ and get tighter for larger field orders. Far = 16 the upper boundIQ) matches closely the Singleton
bound down to low block error probabilities. Gallager randa@oding bound for th&' (120, 60, ¢) ensemble with

q — oo is also depicted. As expected, the exten@I@)of Berlekamp bound is tighter than Gallager bound for all
q > 2, at least down taPg = 10-1°. [l Since at least one code #i(n,n — m, ¢) must exist whose performance
is upper bounded by the-ary extension(Id) of the Berlekamp bound, at least one cod&ifi 20, 60, q) exists,

for anyq > 16, approaching very closely the Singleton bound down to laxlberasure probabilities. Moreover,
due to tightness, extremely good codes (i.e., codes parfgweary close to the Singleton bound down to low block
error probabilities) exist even in tHeear (parity-check) ensemble.

4.1.4 Average Block Error Probability for Sparse Parity-Check Ensembles

In this section, an upper and a lower bound on the expected lwor probability over the-EC for g-ary linear
block codes drawn fron¥(n, m, ¢, p) are developed. The bounds are established by the follomyém.

Theorem 2. Let S(n,m, ¢, p) be the ensemble of linear block codes induced byrar n random parity-check
matrix H with i.i.d. entriesX such thatPr{X =0} =1 — pandPr{X = 8} =p/(¢ — 1) V8 € F, \ {0}. Then
the expected block error probability of a co@epicked inS(n,m, ¢, p), undefMIl decoding and over@EC with

INote that for thez’(120, 60, 2) ensemble we have. = 1/3. Thus, down toPp ~ 10~° the Gallager random coding bound fpr= 2
coincides its extension to larger valuesgof
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Figure 32: Lower and upper bound$ (9) and (10Feq20.60,)[P5(G, €)], for the binary4-ary, andl6-ary erasure
channel. The Gallager random coding boddd (4) with the exponent((b) for the ensemist&(120, 60, ) is also
depicted the case of large Note that the performance underML decoding of at least ade in%'(120, 60, q)
for ¢ > 16 is upper bounded by the right-hand side[ofl (10) wjte= 16 and is lower bounded by the Singleton
bound, thus achieving a near-optimum performance at |leagh do block error probability 010,

erasure probabilit, may be upper bounded as

Es(n,m.q.p) [PB(G, 6)]<P( ) (n,m, e +Z<n) (1—e)ne

e=1
X min i(e) q—l(l_pq)t+1 : (12)
1t 1 t q q—1 q

Es(n,m.q.p) [PB(G,€)] > P (n,m,e) + Z < ) Cl-1-(1-p™F. (13)

and lower bounded as

Proof. We start by proving the upper bound. Consider an erasurerpatts of size|.#z| = e and its correspond-
ing sub-matrixH 5. Via union bound we have

Es(n,m.q.p) [Pr(G,e)] = Pr{rank(Hg) < e}
=Pr{3veF;\{0}stHgzv =0"}

@ 1 T T
< min l,j Z PI‘{H}'{V =0 }
veF:\{0}
1 €
= mm{l,lz (j) (q— ]_)t Pr {HRVT :OT|U}H(V) :t}} (14)
1= 3
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where thel/(q — 1) factor in (a) is due to the fact that if some e F¢ \ {0} exists such thaH zv{ = 07,
then there certainly exist other— 2 vectorsv; € F¢ \ {0},i = 2,...,¢q — 1, such thatll v} = 0" and such
thatJ’_, {event tha zv7 = 07} = {event thaH zv] = 07} (simply multiply v, by theq — 2 elements of
F, \ {0,1}). Note that there are exact{y) (¢ — 1)* vectorsv of lengthe and Hamming weight and that all of
them are characterized by the same probabitityf Hz v’ = 07 |wy(v) = ¢}.

Next, denoting byh the generic row oH ; due to independence and identical distribution of the estof
H; we have

Pr{Hgv" = 0" |un(v) =t} = (Pr{(h,v) = 0lwn(v) =t})"
=(Pr{X1+Xo+--+ X, =0})" (15)

where X, Xo, ..., X; are i.i.d. random variables ifi, each characterized by a p.mgx equal to that of the
generic entry of ;. The expressiorl (15) may be evaluated using the Fouriesftram over Abelian groups
[79, Chapter 10], as follows. L&t, be the additive group df, andy be the generic character @f,, with the
convention thak is the principal character @, i.e.,xo(a) = 1 € Cforall a € G, (as usualC denotes the field
of complex numbers). Due to independence, the p-.fof Y = X + X5 +- - - + X, is given by the convolution
of the pp.m.f. of the summands. Interpreting pp.m.f. as functions fr@mto C, the Fourier transformy- of py
is given bypy (x) = [px (x)]!, wherepy is the Fourier transform gfy. It is easy to show tHat

oy 1 if X = Xo
PX) =9 1_ Ar. elsewhere

from which, applying the inverse Fourier transform, we abta

t
Pr{X1+X2+---+Xt20}:ql<1_pq) 4L (16)
q q—1 q
Substituting bacK{16) intg_(15) and thénl(15) iriol(14)nir@) we obtain[(IPR).

The lower bound may be proved as follows. Considering agaierasure pattert#y of size|.#z| = e and
its corresponding sub-matrk -, the probabilityEs ,, 1, 4.») [Pf(G, ¢)] = Pr {rank(Hf) < e} is lower bounded
by the probability thaH ; has at least one all-zero column, this latter probabilitpg&";_; (5)(1 — p)™(1 —
(1—p)™)e~t=1—(1-(1—p)™)c. The lower bound(13) is then obtained frdnh (2).

Interestingly, the same proof technique adopted to pfcXier(tay also be used to proe {10), assuming that the
entries ofH ; are i.i.d. random variables with a uniform probability disttion overF,. Note also that the lower
bound is independent qf

Example 2. Figure[33 shows the upper boun(&) on the average block error probability faf (120, 60, ¢, p)
sparse parity-check ensembles wjth= 2, 4, and 16, and matrix densitiep = 1/3, 1/4, and1/5. On the same
plot, the lower bound€L3) are provided. Observe that, while in the waterfall regioe tipper bounds tend to get
closer to the Singleton bound for increasing field ordgri the error floor region the upper bounds become almost
independent of, and are nearly undistinguishable from the correspondimgdr bounds (which are independent
of the field order). Thus, for sparse parity-check ensemtlesverage error floor performance is dominated by
the performance of the codes in the ensemble having mininmtendel, i.e., codes having codeword symbols
that do not participate in any parity-check equation. Thelqability of drawing a code with minimum distante
drops remarkably by increasing the matrix dengityFor instance, forp = 1/3 the error floor appears at block
error probability about10~?, while forp = 1/5 the floor rises up at a block error probability abotd—*.

4.2 Packet-Level Codes in Error-and-Erasure Environments

We now consider packet-leve LDPC codes in scenarios whackey errors as well as packet erasures may be
present. As a preliminary analysis, we start by investigathe extreme case in which only correct packets or
packets corrupted by undetected errors are delivered tlaylee of the protocol stack in which the packet-level

2Since we consider fields of ordgr= 2!, the Fourier transform reduces to the Hadamard transforin [49
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Figure 33: Upper and lower bounds112) ahd| (13) on the aveskmpk error probability for sparse parity-check
ensembles witm = 120 andm = 60, for the binary4-ary, andl6-ary erasure channel. Matrix densjset to
1/5,1/4 and1/3. Note that the lower bound is independent of the field order.

decoder operates. This is an extreme worst case in whichatkepvalidation system on the receiver side fails
with probability 1 (i.e., no errors are detected and then no erasures are tgt)eita a more realistic situation, that
will be analyzed in subsequent CONCERTO deliverables, duoder faces both undetected errors and erasures.

Next, we considdr VBD, a simple yet powerful iterative deéagdechnique for codes operating on packets (or
vector-symbols) and channels that introduce packet-wisese Examples are virtual channels after inner decoding
in concatenated schemes or packet transmission channets e&ch single packet is not verified through a Cyclic
Redundancy Check (CRC). We implement and analyze throughlaiion a simple improvement of the VBD
algorithm, consisting of a Gaussian eliminatibn {GE) baseabure decoding stage whenever YBD fails, i.e.,
whena > 0 packets remain unverified. The modification allows the recpwf thea unverified packets with a
complexity ofO(a?) by making use of the inherent code structure. Monte Carlalsitions o LDPT codes show
the benefit of the proposed algorithm.

4.2.1 Introduction and State-of-the-Art

In those applications where linear block codes are useddoket recovery, packets may be correctly received,
discarded or marked as “bad" thus generating erasuresefifdb not pass some validation test, e.g., based on a
[CRQ), or incorrectly marked as “good" and delivered to thpardayers even if they are corrupted (undetected
error). The error probability may either small in companisdgth the erasure probability (if the error detection code
keeps a moderate-low undetected error probability [41Bven comparable (if not predominant, if the employed
error detection code is too weak).

In the limiting case, when no error detection is employed bemit is assumed that it fails with probability
we obtain ag-ary symmetric channel;{SC). The capacity of the-SC withg = 2! and error probability is

C =1-h(e) — elog, (2" — 1) (17)

whereh(z) = —zlog, z — (1 — ) log,(1 — ) is the binary entropy function. Note that already for padiees
[ in the order of a few tens of bitg becomes large. It can be easily checked that for lartfee capacityC' in
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(I7) normalized td approaches the capacity of an erasure channel with an erpmalvability equal to the error
probabilitye,

lim — =1—e.

l—o00

Algorithms that allow good error correction capabilitie®ptheq-SC with largeg were originally proposed in

[53,[46]. The technigues introduced n46] are commonlgmefd to a6 VBD algorithms and are appliedfTo LIDPC
codes([26]. Further developments of the decoding og8€ were proposed in [69,141,170]. In this deliverable, we
elaborate on the two simpldsEVBD algorithms|[of][46] by intucing a final re-processing stage of the remaining
unverified packets, wheneJer VBD fails. We perform an emsfithe residual unverified packets followed by a
recovery through maximum a-posteridri (MAP) erasure dempdMore specifically, we add[a GE-based erasure
decoding stage whem > 0 packets remain unverified. The suggested modification alkbm recovery of the
unverified packets with a complexit9(a?). A similar concept was proposed in [71, 70]. However,[in [70]}
the residual unverified symbols are recovered by an outsueraorrecting code, whereas we exploit the check
equations left unused by the VBD algorithm to proceed withfthal recovery stage.

4.2.2 Preliminary Definitions

We consider the application of a linefar, k) block code to protect packets transmitted over a packet enannel.
We restrict ourselves to binary linear block codes althotinghfollowing derivations could be easily extended to
the more general non-binary case. The binary linear blode émposes a set of — £ binary parity constraints
on then codeword packets, also referred tosgambols Symbols can be thus considered either as vectarits,
hence as elements B, or as elements of a finite fielgl, of orderq = 2'.

The packet error channel is modeled ag&C with error probabilitye. The (n, k) binary linear block code
parity-check matrix is denoted I#. It is a binarym x n matrix withm > n — k. The Tanner graph associated
with H is denoted by, whereG = (¥, %, &) consists of a set of variable noded (VNsY’, a set ofm check
nodes[[ClNs), and a set of edge$. Each edge; ; € & connects &VN/; € ¥ to alCNC; € ¢ if and only if
h; ; = 1. Thej-th[VNIrepresents thg-th codeword packet. We associate a state tofgadh VN andtd@dcThe
operatorS(-) returns the node state. We has@/;) € {V,V}, i.e., VYN can be eithererified (V) or unverified
(V). Similarly, we haves(C;) € {C,C}, i.e., dCN can be eith@onfirmed(C) or unconfirmed(C).

4.2.3 Enhanced Verification-Based Decoding

In its most simple setting (Algorithm A, in the followingL.BD]works as follows[[45]:
i. Initialization. At the beginning allVINs are marked as arified (V) and al[CNs as unconfirmed).

ii. Process in parallel dl'CNs by performing

a. Verification. If allVNs connected to[a TN fulfill the parityey are set to verified/) and the check
node is set to confirmed].

b. Correction. If al[¥Ns but one connected to a cerfainl CN aefied, the remaining_ VN is set
(according to the parity equation) to the element-wise nmdwsum of the verifie@VINs. Its state is
updated to verified\() and the check node is set to confirme&g. (

Step ii is iterated until n@_CNs can be confirmed anymore, oerwh contradiction due tfalse verificationis
found. False verifications are induced by two or more sinmeltaus errors in one equation, yielding anyhow to a
valid configuration. We neglect false verification eventgsithey are very unlikely already for moderate packet
sizes. For instance, fér= 30 bits alCN may erroneously verifyffa YN with probabilizy 3°.

[VBDImay stop prematurely whenever {he MNs belonging to amitapset[[18] remain unverified and ho CNs
connected to the stopping set can be confirmed anymore. Decody be resumed by tackling the problem from
a different viewpoint. For this purpose, we consider allenfied[VNs as erasures that we attempt to recover
usingdlMAR erasure decoding. For the sake of clarity the peg@nhanced verification-based decoding (EVBD)
algorithm is exemplified hereafter.

Example 3. Consider the transmission overaSC with a(6, 2) code having parity-check matrix
101 100
1100 10
H = 01 1 0 01
1 1 1 1 1 1
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a) First iteration

Figure 34: Instance @f VBD according to Example

Assume that the all-zero codeword= [ 0 00000 ] is transmitted. The received vectoryis= x + e,
wheree = [ 0 00 0O a b } is the error pattern withu, b € F; anda # b. ByF; we refer to the order-
(g — 1) cyclic multiplicative group oF . The first iteration of Algorithm A is illustrated in Figufel3Immediately
after that, the decoder stops since there i§ nd CN whoseyparsatisfied or that is connected to a single unverified
[VN. Before proceeding Wil EVBD, let's define Hythe matrix H depurated by the rows corresponding to
confirmed CN after execution of Algorithm A. We obtain

1
H=|0
1

— =

0 01 0
1 0 0 1
11 11

In the received vector, we first set the entries associatduwerified Vs to the corresponding (possibly corrected)
value. We then mark the entries associated with unvefifiddagNinknowns which yielgs= [ 0 92 0 0 95 s }
Assuming no false verifications have taken place, MAP eeadecoding is now applied by forcingH” = 0 or
equivalently

[0 92 0 0 95 %6 | =[0 0 0].

_ O O = =
_ O O == O
== e e

0

The system can be solved MialGE if the rank of the sub-matrénddy the columns @i related to the unverified
[VNs (thus, rowg, 5,6 of HT) is equal to the number of unverified VNs. In our case it is @assheck thal GE
provides the unique solutioj = 0, 95 = 0 9 = 0.

A simple improvement to Algorithm A, here referred to as Aitfam B, was proposed il [46] and works
as follows. Each unconfirmdéd CH; passes to each neighboring unverifiedl ViNa suggested value based on
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the sum (inF,) of the values associated with RILVNs connected’tp except of the value of;. Whenever an
unverified VNV; receives the same suggested value on two different edgesyaf the suggestions matches the
value incoming from the channél; adopts the suggested value and is marked as verified. Thalplippof false
verification remaing~', if no length4 cycles are present in the graph|[85]. In fact, lengtycles are particularly
harmful when Algorithm B is applied, as illustrated by th#daing example.

Example 4. Consider again the Tanner graph in Figurel34. Assuse- [ 00 0 0 O0O ] ande =
[a 0 0 0 0 0]. After running Algorithm ACVNS$/4, Vi, Vs remain unverified anf ON6'y, Cs, Cy
unconfirmed. Applying Algorithm B it happens thatreceives the suggested valu®@oth fromC; andCy. This
results in a false verification.

Evolutions of this algorithm toward list-message passiregerproposed i[85, 71, 70]. The extended al-
gorithms provide performance improvements at the expehseircrease of the computational complexity and
memory requirements (to store the messages), making tloeleletnpractical already for moderate-depth explo-
ration of a node neighborhood [70] (although in1[85] a metihmdeep the list size manageable was provided,
relying on the replacement of unlikely values with erasjréote that the final erasure recovery stage proposed
in this paper can be used in combination with different veaifon based algorithms. An application to Algorithm
B (as well as to Algorithm A) will be presented next.

4.2.4 Efficient EVBD of LDPC Codes and Numerical Results

For[[DPQ coded, EVBD can be efficiently implemented by exjligithe sparseness of the LTDPC code parity-
check matrix. In fact, whenevEr VBD fails, the followihg MPérasure decoding stage can be based on efficient
decoding algorithms based on a structured GE[[65, 13, 603. algporithms in[[65, 13, 60] take advantage of the
matrix sparseness by representing most of the unknownsieeaas tombination of a small number of unknowns,
also referred to aseference variablesr pivots Once the pivots are resolved by IGE the remaining unknowns
can be simply obtained by fast iterative decoding (i.e. kmdstitution). Effective pivoting algorithms are de-
scribed in[[60], where also a practical software MAP erasi@®oder implementation has been demonstrated for a
(2048,1024) code with a decoder throughput as high #sGbps.

We evaluate next the performance under EVBD of a set of refd®Qd codes over g-SC withq = 248
(i.e., packets oft8 bits). Let's consider first 45,10) regular code withh = 1200 andk = 600. Figure[3%
shows the codeword error rafe {CER) verstisr Algorithm A and Algorithm B with and without the additiah
erasure recovery step. For both algorithms, we can obsarvemovement due fo EVBD, with the best results for
Algorithm B undefEVBD. In Figure-36 the performance of diéfat regular 1200, 600) LDPJ codes is compared
using Algorithm B with and without erasure recovery. Tl3e6) regulalLDPC code undérEVBD outperforms
the (4,8) and the(5, 10) codes by far. It should be noted that all codes have beenrdssbicarefully in order to
avoid cycles of lengtl. Thanks to this and to the sufficiently large alphabet sjze 2*%), no false verifications
have been encountered throughout the simulations.
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Figure 35 CER vs. error probabilityfor a (1200, 600) (5, 10) regulafLDPC code for Algorithm A and Algorithm

B with and w/o erasure recovery step.
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5 Prioritization for 3D Video over OFDMA

In this section we address 3D video delivery over wirelesgesys based dn OFDMA, by considerinfa MAC
layer scheduling method combined with a prioritized quguimechanism to prioritize the most important video
components/layers with the goal of improving the perceigadlity of 3D video at the receiver. We consider
colour plus depth 3D video and we exploit its properties imie of importance of the different components for
the perceived quality. The priority values of fhe_3VC encb8P video are signalled from the Application Layer
to the MAC layer via cross-layer signalling. All the usertaahed to a Base Station feedback their sub-channel
gain to the Base Station periodically via partial Channeté&tnformation[(C31) and this information is used in
the sub-channel allocation process at the scheduler. Bettee proposed scheduler always guarantees that the
most important layers are scheduled over the sub-chanitélfigher gain at each time slot of an OFDMA frame.
Furthermore, we have established a Packet Loss (PteRtiid which is used by the scheduler to drop video
layers which are too much affected by packet losses to sareescadio resources. Simulation results show that
the MAC layePLR is improved in the prioritized colour/degayers at the cost of slight increasdIn PLR in the
low prioritized layers. This results in a global quality impgement for the prioritized case. Future extensions of
this work include the application and tailoring of the piti@ation approach for 3D medical video, also focusing
on the exploitation of context information.

5.1 Introduction

3D video delivery over wireless networks is a challengirgktdue to the inherent characteristics of wireless chan-
nels, like limited air resources and time-varying nature} t the large bandwidth required by 3D vidEa. OFDIMA
has become the prominent candidate for multimedia delivergcent years due to its ability to support high data
rates over frequency selective fading chanriels. OFDMA bhiewed all these improvements by exploiting multi-
user diversity in the MAC layer scheduling and flexible reseuallocation (time, frequency and power) at the
Physical layer. For this reasons it has been adopted in a@uofibecent wireless standards, such as IEEE 802.16
(WIMAX), 3GPP LTE, etc.

Both channel and content aware scheduling methods haveilestigated for 2D video transmission over
an[OFDMA based wireless network using cross-layer desi@ii3]L We extend here the study for 3D video
prioritization and scheduling over OFDMA based radio netspour proposed methodology is applicable for any
multi-layer coded video transmission ofer OFDMA radio natks with pre-assigned priorities.

There are few studies carried out in the literature to pigisingle user data over multiple queues by con-
sidering some characteristics of the source content. Hervewost of them have focused on improving network
Quality of Service[(Q0JS) factors like throughput, delay, eather than the QdE of the end user. In particular, the
study in [87] addressed batch based scheduling by consipién delay satisfaction and evaluated the performance
in terms of system bandwidth efficiency, best-effort (BEfic throughput anfl Q@S traffic delay. Furthermore,
existing studies are not particularly focused on 3D videlovesgy.

How scalability information of ah ' SVIC bit stream can be usesicheduling and resource allocation for OFDM
downlink systems has been investigated in several stud@hsding [33]. To the best of our knowledge none of
them have considered 3D video representations, and alsbahtiem have considered only a single queue per
user. Here we consider a colour plus depth represented 20 gileam encoded using pardl[e[3VC encoders and
prioritized at the MAC layer based on the Dependency/Tealf@uality (DTQ) ID’s of the SVC bit stream.

Depth Image-Based-Rendering (DIBR) is a commonly used 8Bo/rendering method in research and stan-
dardization activities due to its simplicity and backwaainpatibility [30]. In DIBR, the colour video sequence
has a higher importance than the depth map sequence tovargeetceived 3D video quality after rendering.
The importance of prioritizing colour video data over depthp information is highlighted in [31]. By consid-
ering these facts, we have encoded the colour plus deptlo wideponents in their rendering order and these
layer arrangements are signalled to the MAC layer usingselager messages and then utilized in the scheduling
decisions.

The remainder of this Section is organized as follows. Sctim@[5.2 presents the proposed prioritization
and scheduling approach; Subsecfiod 5.3 presents theadiomuket-up considered in the experiments, whereas
numerical results are presented in Subseéfioh 5.4 andusiank are drawn in Subsection]s.5.
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5.2 Proposed content and channel-aware prioritization andgcheduling strategy

We assume a video transmission scenario wiieresers are receiving from the access point/base statiod&Bo
K stereoscopic video streams encoded through a scalableirgcscheme inV layers. The wireless system
considered is a generic system basef on OFIDMA, such as nwildt& X and LTE/LTE-A systems.

The structure of the OFDMA transmission frame is depicteign[37. It is composed af/, OFDM symbols
andM,. sub carriers. The minimum amount of radio resources thabeallocated to a user at time siand sub
channelj is the resource blocRB(i, j), wherei = {1, 2, ..., Niys } andj = {1, 2, ..., Nscp }. Nis and Ny, are the
no. of time slots and the no. of frequency sub-channels cDfRBMA frame respectively.

Each RB consists akR B,.=M./ Ny, sub carriers an@k B,=M/N,;; OFDM symbols.

)

- S """ SN il z

Figure 37: Structure of OFDMA transmission frame

General MAC implementations have only a single queue fohn eaer/traffic flow and packets coming from the
upper layers are scheduled on a first come first served basisdér to add a higher flexibility in the scheduling
process, with the knowledge of the importance of a partiotitleo packet towards the perceived 3D video quality
at the receiver, we introduce here a prioritized queue sy&be each user. We refer to these two queuing methods
as Legacy and Prioritized MAC Queuing in the rest of the papelrtheir operation is depicted in Figl38.

Legacy MAC Queuing per Single User Proposed MAC Prioritized Queuing per Single User
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Figure 38: Legacy vs. prioritized queuing
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5.2.1 Weight Adaptation

A weight adaptation algorithm to schedule heterogeneaifictivhile maximizing the Weighted Sum Raffe (WISR)
by scheduling transmission and allocating Resource BI¢iRB) accordingly was proposed in[32].

We adopt here a modified version of this algorithm for Muléiyler Coded (MLC) video users: here each user
has several prioritized queues in the proposed scheduteggsio. We propose to add content awareness to the
weight adaptation algorithm by considering the fractionadié of the layer and time-to-deadline of the Head-Of-
Line (HOL) packet, which is the first packet waiting for tramission in each queue, to account for the peaks in
source rate. In addition to that, we propose to control thierl@riority explicitly by queuing the layers based on
their priority, signaled through cross-layer signaling nhaking sure that the highly prioritized queue is scheduled
first on the sub-channel with higher gain at each schedutitegval. The weight for each uskris selected based
on the proposed adaptation algorithm given in (1):

ApedTe if kis
RT

ApeTE (14 a(1 = Byg)e PP/ Tes) if ks
W, = MLC (18)
RT

NRT

whered is a proper constant, whose value can be adjusted to tungehage latency experienced by the RT users,
Tj, is the time spent in queue by the HOL packet for user;*** is the time spent in the queue by the “eldest”
HOL packet among the queues for ugern andb are used to suitably shape this function of the time-to-tiead
TDy,; (of the HOL packet),J;, ; is the maximum tolerable delay of the application based enptiyload time
(frame rate),P;, is another constant representing the initial priority ealor the NRT usek and, finally, A, is a
dynamically updated parameter controlling the througlipiuhess among the users.

To guarantee fairness of throughput among the users, theratin [32] proposed a low-complexity algorithm
which iteratively updates thd,’s based on the achieved throughput and the target througach users;, ;
is the fractional rate, defined as follows:

N
Bii=Bi/Y B
i=1

with
B; - Video layer bitrate
N - Total numbers of video layers

The difference between the RT and the NRT weights is cleaorder to guarantee a limited transmission
latency, the RT priority is exponentially increasing wifp. Hence the resource allocator will tend to favour the
RT users with packets waiting in queue for a longer time. FoiftM.ayer Coded video RT users, the longest
waiting HOL packet is considered among several prioritigedues and the weight is shared proportionally to the
fractional rate of the layer queued on that particular quéyart fror that, the weightl;, increases exponentially
as theT' D,, decreases.

The parameter settings obtained via numerical analysisiaed in this study aré=1, a=4, b=2, J), ;=1/25
(1/12.5) as sequences at frame rate of 25fps (12.5fps) are used’;zdl.

Due to the proposed prioritized queuing, packets may aaiteof order at the receiving node, hence packets
are re-ordered using tf&equence Numbéeader field in Frame Control of MAC header before forwardmthe
upper layers.

5.2.2 Allocation Strategies

The three subsections below describe how subcarriers amer @we allocated among the different priority queues
and how many bits are loaded on each RB at each time slot. A@uofbvorks have considered the maximization

congdo

52



FP7 CONCERTO Deliverable 4.1

of (WSR on multiuser OFDM systems through optimal sub-caemet power allocation. In particulal, [10] proved
that exclusive subcarrier assignment (i.e., each suliec@srallocated to only one user), along with an appropriate
power allocation, maximises the WISR in the case of user wigett8it Error Rate[[BER)/Frame Error Rafe (HER).

5.2.3 Subcarrier Assignment

Sub-carriers are assigned to the prioritized queues irr ofdbeeir channel gain obtained via the feedblacklCSl, i.e.,
the queue with the highest priority is scheduled on the $i#noels with the highest gain and then the others are
assigned in order of their priority [82]-[25]. How multimiedransmission over wireless medium can be improved
with partial CSl is described in[25].

5.2.4 Bit Loading

Bit loading for the scheduled layer is performed by considgthe channel gain feedback sent by a particular user
via CSl as described in [82][25]. The no. of bits allocated Resource Blockr B(i, j) for the k — th Priority
Queue is:

Cr(n, P(i, 7)) = RBscRB; log, (1 + Gy Pi(i, ) (19)
[bits/RB]
with
Py (i, j) - Power allocated to each subcarrier
of RB(i,j)
Gy, - Normalized SNR for subcarriers belongs

to subchannet of Priority Queuek
andRB,. andRB, defined above.
5.2.5 Power Allocation

In the simulations, the power was allocated using the efftaieulti-user water filling algorithm proposed in[57]
[58]. The transmission power for ttke— th user on the — th subcarrier is given as in (3).

Py, = RB,.RB,(2° — 1)F},/SNR; (20)
SNR gap,
_ 2
F. = [Q ' (P./4)] (21)
with
SNR; - Signal to Noise Ratio (SNR) gf — th
subcarrier
c - coded/uncoded bits to be transmitted
Q~' -Inverse complementary error
function
P, - Bit Error Probability

The SNR gap in the above equation can be interpreted as adtalebn the information theoretic channel capacity
and the bitrate which is achievable with the chosen modiiacheme.
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5.3 Simulation set-up

This section summarizes the simulation setup used in odystWe consider th®rbi test sequence in colour
plus depth format. A three seconds long sequeriee, 75 frames from th®rbi sequence at 25 fps) is encoded
with Intra Period of 25 frames. 33 macroblock®B) per slice are also introduced in order to make the decoding
process more robust to errors. The colour and depth compoaenencoded in two different spatial resolutions
(176x144, 352x288) with different compression ratios (@ 30) using the JSVM 9.19.8 reference software
encoder implementation for comparative performance aigly

We used symmetrical coding, i.e.,both the colour sequendettze associated depth map are encoded with
the same level of compression (QP). Moreover, we organizedbyers in the order of DIBR rendering, with the
colour sequence prioritized with respect to the associdegdh map, by considering their importance towards
the rendered video quality [31]. The SVC layer arrangemeishiown in Table |, where DTQ are Dependency,
Temporal, and Quality ID’s of the SVC bit stream respeciivel

Table 8: SVC LAYER ARRANGEMENT

Layer | Resolution Frame rate| Bit rate DTQ Description
Base Layer (Color,
0 176x144 12.5 36.5 0,0,0 176x144, QP=36)
Enhancement Layerl
1 176x144 25 49.3 0,1,0 (Color, 176x144,
QP=36)
Enhancement Layer2
2 176x144 12.5 96.0 0,0,1 (Depth,  176x144,
QP=36)
Enhancement Layer3
3 176x144 25 1225 0,1,1 (Depth,  176x144,
QP=36)
Enhancement Layer4
4 352x288 12.5 337.9 1,0,0 (Color, 352x288,
QP=30)
Enhancement Layerb
5 352x288 25 589.1 1,1,0 (Color, 352x288,
QP=30)
Enhancement Layer6
6 352x288 12.5 851.8 1,0,1 (Depth,  352x288,
QP=30)
Enhancement Layer7
7 352x288 25 1188.5 11,1 (Depth,  352x288,
QP=30)

OFDMA parameter settings used in the simulations are redantthe Table II.

User Datagram Protocol (UDP) was used as the transportqmodmd Automatic Repeat reQuest (ARQ) is
disabled at the MAC layer. Hence, no packets with bit erroesraceived by the application layer at the receiver.
Slice Interpolation was used as the error concealment igeéiat the decoder, which is a slightly modified version
of the JSVM decoder defined in[12].

We analyzed the performance of our proposed methodology negipect to the MAC scheduling scheme in
[32] (“Legacy”). In the Legacy MAC scheduling scheme, thexenly a single queue for a particular user while
packets from different layers are scheduled on a first coraesi@rved basis, without considering any importance
of the packet towards the perceived video quality.

We evaluated the improvement in performance with the rdtidAC data packets that are discarded in each
layer due td_CRC failures when both Prioritized and LegacyQvid in use. The layer information is signalled
to the receiving end via the MAC layer QoS Markings and ClaSévice (COS) to support the calculation of
Frame Losses in each layers at the receiver side.

We are also evaluating the quality improvement in terms @kP&ignal to Noise Ratio (PSNR) of individual
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Table 9: OFDM PARAMETERS

No. of Tx Antennas

No. of Rx Antennas 1

No. of Carriers (/. ) 48
No. of Pilot Carriers 4
No. of Total Carriers 64
No. of Sub ChannelsN;.x) 12
No. of Symbols (/) 96
No. of Time Slots {V;,) 8
Total Bandwidth 20 Mbps
Coherence Bandwidth 1.25 Mbps
Coherence Time 0.1s
Shadowing Time 3s
Standard Deviation 4 dB

scalability layers as well as DIBR rendered left andtrigteo sequences.

5.4 Simulation results and discussion

Fig[39 illustrates the average video quality variatiomafividual layers when prioritized MAC scheduling (PMAC)
is in use compared to legacy MAC (LMAC) scheduling.

Individual Colour plus Depth Layer's Quallty (PSNR Y) vs SvVC Layers
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Figure 39: Video quality (PSNR) vs. SVC layer ID’s

We also evaluated the video quality of the stereoscopicvi@mdered for 3D video displays using the Depth
Image Based Rendering (DIBR) method proposed in [73]. Tlewaet results are reported in Fig.] 40.

As it can be observed from Higl39, improvement in the videalipuof almost all the colour plus depth
prioritized layers can be achieved in the proposed priamitiqueuing compared to the reference legacy MAC
queuing.

Table[I0 reports the MAC data packets drop ratios of ind&idayers when prioritized MAC scheduling
(PMAC) is in use compared to legacy MAC (LMAC) scheduling.cAoding to Tabl€ 10, MAC packet drop ratios
are almost equal for all the layers in legacy MAC queuing fgien Es/Ny. For the prioritized queuing, MAC
packet drop ratios are improved in the prioritized layersleviayers with low priority are having higher packet
drop ratios compared to the legacy queuing. The reasonifobéhaviour is that the layers with higher priority are
less prone to bit errors introduced at the channel, becheageare always scheduled on the channels with higher
gain and vice versa.
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Average of the Rendered Left & Right Video Quality — PSNR (dB) vs. Es/No (dB)
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Figure 40: Averaged left and right video quality - PSNR vs/Ngs

Table 10: MAC DATA PACKETS DROP RATIOS

MAC Packets Dropped Ratio (%
EsINo (dB) | L/P MAC LO | L1 | L2 ]| L3 Lgp L5 Lé )L7
39 LMAC 1.32 1.35 1.75 2.70 1.54 1.58 1.54 1.59
PMAC 0.44 0.45 0.88 1.80 1.32 1.58 1.75 1.58
36 LMAC 3.07 2.70 3.51 3.60 3.51 3.60 3.95 4.04
PMAC 2.19 1.80 2.63 2.70 3.29 3.38 4.17 4.29
23 LMAC 5.70 4.95 5.26 5.41 5.26 5.86 5.92 5.86
PMAC 3.95 4.05 4.39 4.50 5.04 5.63 5.70 6.09
30 LMAC 8.33 8.11 8.77 8.11 8.55 8.33 7.89 8.56
PMAC 6.14 6.76 7.02 7.21 7.89 7.88 7.68 8.33
Average LMAC 4.61 4.28 4.82 4.95 4.71 4.84 4.82 5.01
PMAC 3.18 3.27 3.73 4.05% 4.39 4.62 4.82 5.07

Fig[40 shows that the rendered left and right views alwaysgeses better video quality when the proposed
prioritized queuing is used compared to the legacy queudsgit can be seen from Table]10 and Hig] 39, video
quality has been improved in the less prioritized layers (LG though they have undergone high packet drop ratio
when using prioritized MAC. This is due to the fact that anglify improvement in a lower layer of the prediction
hierarchy of SVC can improve the quality of higher layersjchitare inter-predicted from that particular layer.

We analysed the video quality variation of the Rendered &eét Right Video Quality for differedf PLIR and
results are reported in Fig. 41. According to Figl 41, we daseove a drastic drop in the video quality when PLR
exceeds 2% in all the layers.

Based on these observations we can establish a PLR thresholid that when the packet loss ratio is above
a threshold value, it is more convenient to fully drop theelathan to consider the one affected by losses and to
perform error concealment. Such a threshold value depentiteecconcealment strategy adopted.

5.5 Conclusion

Considering the above observations, we can conclude thatrtposed prioritized scheduler always guarantees an
improvement in the packet drop ratio of high priority laybysallocating them to the sub-channels with higher gain.
More importantly this improvement is achieved with a sligidrease in packet drop ratio in the less perceptually
important video layers. The proposed scheduler also ingsrde utilization of the scarce radio resources and
reduces the burden of error concealment due to lost videkepady discarding low prioritized video layers, if
they exceed the established PLR threshold at the baserst4fic.
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Average of the Rendered Left & Right Video Quality PSNR (dB) vs. PLR
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Figure 41: PSNR vs. Packet Loss Ratio
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6 Conclusion

In this deliverable several context-awareness technigage been described and evaluated, through the CON-
CERTO content transmission architecture. This work onedrawareness techniques will be the starting point
for the work that will continue throughout the WP4 lifetimedathat will be presented in two more subsequent de-
liverables (D4.2 and D4.3). In this document several dptors and evaluations of context-awareness techniques
have been proposed, capable to cope with different heattacal safety use case scenarios and some preliminary
scientific results have been provided. These results witldmaonstrated in WP6 together with techniques devel-
oped in other work packages in the CONCERTO simulation chaged on OMNeT++ and could be tested in the
CONCERTO demonstrator.
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7 Acronyms

ARQ automatic repeat request

BEC binary erasure channel

BLEC block erasure channel

BP  belief propagation

CER codeword error rate

CN  check node

CRC cyclic redundancy check

EVBD enhanced verification-based decoding
FoV field of view

GE  Gaussian elimination

LDPC low-density parity-check

LT  Luby transform

MAP maximum a-posteriori

MDS maximum distance separable

ML  maximum likelihood
MSHTMulti-source and holographic tele-medicine
PPM pulse position modulation

QoE quality of experience

QoS quality of service

RTP real-time transport protocol

VBD verification-based decoding

VN variable node

VSN visual sensor network

SVC Scalable Video Coding

RTP real time transport protocol

LDPC low density parity check
AWGNadditive white Gaussian noise

QoS Quality of Service

PSNR Peak Signal-to-Noise Ratio

CSI  Channel State Information

FEC forward error correction
OFDMa@Arthogonal Frequency Division Multiple Access
PLR packet loss rate

RTT round trip time . .

UDP User Datagram Protocol

ARQ automatic retransmission request
PLR Packet Loss Rate

RTT round trip time

BER Bit Error Rate

MAC Medium Access Control

UDP User Datagram Protocol

HARQHYybrid Automatic Retransmission reQuest
FER Frame Error Rate

CRC Cyclic Redundancy Check

QoE Quality of Experience

WSR Weighted Sum Rate

DASH Dynamic Adaptive Streaming over HTTP
CDN Content Delivery Network

XML Extensible Markup Language

HLS HTTP Live Streaming

IIS  Microsoft Internet Information Services
MPD Media Presentation Description
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MVC Multiview Video Coding
SVC Scalable Video Coding
URL Uniform Resource Locator
HDS HTTP Dynamic Streaming
QoE Quality-of-Experience
RTT Round-Trip Time

congdo

60



FP7 CONCERTO Deliverable 4.1

References

[1] 3gp-dash: http://lwww.3gpp.org/ftp/specs/html-it¥6247.htm, Access date: June 2012.

[2] Future of html5 and http streaming: http://www.streagrhediaglobal.com/articles/editorial/featured-
articles/google-outlines-crucial-html5-video-dev@tment-during-keynote-82632.aspx, Access date: June
2012.

[3] Http dynamic streaming: http://www.adobe.com/prodifeds-dynamic-streaming/features.html, Access
date: June 2012.

[4] Http live streaming: https://developer.apple.comdrerces/http-streaming/, Access date: June 2012.
[5] Mpeg-dash: http://dashpg.com/, Access date: June.2012
[6] Smooth streaming: http://www.iis.net/download/srimireaming, Access date: June 2012.

[7] T. Banka A. Bare A.Jayasumana, N. Piratla and R. WhitR&C 5236 Improved Packet Reordering Metrics
2008.

[8] S. Akhshabi, L. Anantakrishan, C. Dovrolis, and A.C. Bag What happens when http adaptive streaming
players compete for bandwidth. Rroceedings of NOSSDAV,1Rine 2012.

[9] S. Akhshabi, A.C. Begen, and C. Dovrolis. An experimémtealuation of rate-adaptation algorithms in
adaptive streaming over http. Rroceedings of MMSys1Eebruary 2011.

[10] A. Alsawah and |. Fajalkow. Weigthed sum-rate maxirtizzain multiuser-OFDM systems under differen-
tiated quality-of-service constraints. IBEE Workshop on Signal Processing Advances in Wirelessi@em
nications Helsinki, Jun. 2007.

[11] E.R. Berlekamp. The technology of error-correctinges.Proc. IEEE 68(5):564—-593, May 1980.

[12] M. B. Brandas, M. Uitto, M. G. Martini, and J. Vehkaper@Quality assessment and error concealment for
SVC transmission over unreliable channels. IEEE International Conference on Multimedia and Expo
Barcelona, Jul. 2011.

[13] D. Burshtein and G. Miller. An efficient maximum likelilod decoding of LDPC codes over the binary
erasure channelEEE Trans. Inf. Theory50(11):2837-2844, November 2004.

[14] J.W. Byers, M. Luby, and M. Mitzenmacher. A digital faam approach to reliable distribution of bulk data.
IEEE J. Sel. Areas Commuyr20(8):1528-1540, October 2002.

[15] M. Chiani, M. Mazzotti, and S. Moretti. Camera rankinglestion algorithms for large area monitoring.
CNIT, University of Bologna2012. to be submitted.

[16] L. De Cicco, S. Mascolo, and V. Palmisano. Feedbackrobfar adaptive live video streaming. FProceed-
ings of MMSys11February 2011.

[17] M. Cunche, V. Savin, and V. Roca. Analysis of quasi-zytDPC codes under ML decoding over the erasure
channel. InProc. of Int. Symp. Inf. Theory and its Applicatiopages 861-866, Taichung, Taiwan, October
2010.

[18] C. Di, D. Proietti, T. Richardson, E. Telatar, and R. &nke. Finite length analysis of low-density parity-
check codes on the binary erasure chanieEE Trans. Inf. Theory48:1570-1579, June 2002.

[19] D. Divsalar, S. Dolinar, and C. Jones. Protograph LDB@es over burst erasure channelsPtac. of 2006
IEEE Military Commun. Confpages 1-7, Washington, DC, USA, October 2006.

[20] P. Elias. Coding for two noisy channels. ImProc Information Theory: Third London Symposiupages
61-74. London: Butterworth Scientific, Ed. C. Cherry, 1955.

congdo

61



FP7 CONCERTO Deliverable 4.1

[21] A. Ercan, D. Yang, A. El Gamal, and L. Guibas. Optimalg@ment and selection of camera network nodes
for target localization. IrDistributed Computing in Sensor Systerhecture Notes in Computer Science,
pages 389-404 vol. 4026. Springer Berlin / Heidelberg, 2006

[22] K. Evensen et al. Using bandwidth aggregation to imprthe performance of quality-adaptive streaming.
Signal Processing: Image Communicatipages 312-328, 2012.

[23] Shervan Fashandi, Shahab Oveis Gharan, and Amir K. #dr@n Coding over an erasure channel with a
large alphabet size. IRroc. 2008 IEEE Int. Symp. Inf. Thegrgages 1053-1057, Toronto, Canada, July
2008.

[24] A. Fecheyr-Lippens. A review of http live streamingtpht/files.andrewsblog.org/http_live _streaming.pdf,
Access date: July 2010.

[25] R. Fracchia, C. Lamy-Bergot, G. Panza, J. VehkaperRjrt.T. Sutinen, M. Mazzotti, M. Chiani, S. Moretti,
G. Jeney, L. Bokor, Z. Kanizsai, and M. G. Martini. Systemh@tecture for multimedia streaming optimisa-
tion. In Future Network and Mobile Summit 2Qlorence, Italy, Jun. 2010.

[26] R. G. GallagerLow-Density Parity-Check CodeM.I.T. Press, Cambridge, MA, 1963.
[27] R. G. Gallagerinformation Theory and Reliable Communicatidfiley, New York, 1968.

[28] A. Guillen i Fabregas. Coding in the Block-Erasure OfealnIEEE Trans. Inf. Theory52(11):5116 -5121,
November 2006.

[29] S. Hengstler, D. Prashanth, S. Fong, and H. Aghajan.his\es a hybrid-resolution smart camera mote for
applications in distributed intelligent surveillance. Pmoc. of the 6th International Symposium on Infor-
mation Processing in Sensor Networks (IPSN ;@8ges 360—-369, Cambridge,Massachusetts, USA, 2007.
ACM Press.

[30] C. Hewage, S. Nasir, S. Worrall, and M. G. Martini. Pitiaed 3D video distribution over IEEE 802.11e. In
Future Network and Mobile Summitlorence, Italy, Jun. 2010.

[31] C. T. E. R. Hewage, S. Worrall, S. Dogan, H. K. ArachchidaA. M. Kondoz. Stereoscopic TV over IP.
In Proc of the 4th IET European Conference on Visual Media Petidn (CVMP’2007) London, UK, Nov.
2007.

[32] D2.3c ICT FP7 OPTIMIX projectJSCC Controller: Final Design and Algorithmic Optimizatia2010.

[33] X.Ji,J. Huang, M. Chiang, G. Lafruit, and F. Catthoarth8duling and resource allocation for SVC streaming
overOFDM downlink systemslEEE Transactions on Circuits and Systems for Video Tedgyol9 (10)
19(10):1549-1555, Oct. 2009.

[34] T. H. Ko and N. M. Berry. On scaling distributed low-poweireless image sensors. Rroc. of the 39th
Annual Hawaii International Conference on System Scie(ld&8SS '06) pages 235.3— vol.9, Washington,
DC, USA, 2006.

[35] C. Koller, M. Haenggi, J. Kliewer, and D.J. Costello, &n the optimal block length for joint channel and
network coding. IrProc. of 2011 IEEE Inf. Theory Workshgpages 528-532, Paraty, Brazil, October 2011.

[36] Georg Lansberg. Uber eine anzahlbestimmung und eimétdasammenhangende reihdournal fur die
reine und angewandte Mathemat&87-88, 1893.

[37] M. Lentmaier, A. Sridharan, D.J. Costello, Jr., and IK.3igangirov. lIterative decoding threshold analysis
for LDPC convolutional codedEEE Trans. Inf. Theory56(10):5274-5289, October 2010.

[38] R. Lidl and H. NiederreiterFinite fields Cambridge Univ. Press, 1997.

[39] C. Liu, I. Bouazizi, and M. Gabbouj. Rate adaptation doiaptive http streaming. IRroceedings of MM-
Sysl]lFebruary 2011.

congdo

62



FP7 CONCERTO Deliverable 4.1

[40] G. Liva, E. Paolini, and M. Chiani. Performance versusrbead for fountain codes ovigf. IEEE Commun.
Lett, 14(2):178-180, February 2010.

[41] G. Liva, E. Paolini, B. Matuz, and M. Chiani. A decodinigarithm for LDPC codes over erasure channels
with sporadic errors. IrProc. 48th Allerton Conf. Commun., Control, and Computipgges 458-465,
Monticello, IL, USA, September 2010.

[42] T.Lohmar, T. Einarsson, P. Fjdh, F. Gabin, and M. Kampmann. Dynamic adaptive http stiegrof live
content. InWorld of Wireless, Mobile and Multimedia Networks (WoOWMOBBE International Symbosium
June 2011.

[43] M. Luby. LT codes. InProc. of the 43rd Annual IEEE Symposium on Foundations of fitiben Science
pages 271-282, Vancouver, Canada, November 2002.

[44] M. Luby, W. Law, T. Fautier, M. Watson, D. Price, and |.ddgar. Mpeg-dash: Driving the growth of
streaming using the new http standard Skreaming Media WesiNov. 2011.

[45] M. Luby, M. Mitzenmacher, A. Shokrollahi, D. A. Spielmaand V. Stemann. Practical loss-resilient codes.
In Proc. 29th Symp. Theory Computjmmges 150-159, 1997.

[46] M.G. Luby and M. Mitzenmacher. Verification-based deiog for packet-based low-density parity-check
codes.IEEE Trans. Inf. Theory51(1):120-127, January 2005.

[47] Michael Luby, Michael Mitzenmacher, Amin Shokrollaland Daniel A. Spielman. Improved low-density
parity-check codes using irregular graphsEE Trans. Inf. Theory47(2):585-598, February 2001.

[48] D.E. Lucani, M. Médard, and M. Stojanovic. Random lineatwork coding for time-division duplexing:
Field size considerations. Proc. of 2009 IEEE Global Telecommun. Coplges 1-6, Honolulu, HI, USA,
November/December 2009.

[49] F.J. Mac Williams and N.J.A. SloaneThe theory of error-correcting codgsolume 16. North Holland
Mathematical Libray, 1977.

[50] S.J. MacMullan and O.M.Collins. A comparison of knowsdes, random codes, and the best codleEE
Trans. Inf. Theory44, November 1998.

[51] J. Massey. Capacity, cutoff rate, and coding for a didetection optical channelEEE Trans. Commun.
29(11):1615-1621, November 1981.

[52] R. McEliece. Practical codes for photon communicati®&tE Trans. Inf. Theory27(4):393—-398, July 1981.

[53] J. Metzner. Majority-logic-like decoding of vector rspols. IEEE Trans. Commun44(10):1227-1230,
October 1996.

[54] K. Miller, E. Quacchio, G. Gennari, and A. Wolisz. Adapibn algorithm for adaptive streaming over http.
In Proceedings of 2012 IEEE 19th International Packet Videokélop May 2012.

[55] R.K.P. Mok, X. Luo, E.W.W. Chan, and R.K.C. Chang. Qda&lyoe-aware dash system. Proceedings of
MMSys12February 2012.

[56] K. Morioka and H. Hashimoto. Appearance based objeentification for distributed vision sensors in
intelligent space. IProc. of Intelligent Robots and Systems (IROS '04). IEEEMR®&rnational Conference
on, pages 199-204 vol.1, Sendai, Japan, 2004.

[57] C. Muller, A. Klein, F. Wegner, M. Kuipers, and B. Raaf.y@amic subcarrier, bit and power allocation in
OFDMA-based relay networks. IIAroc of 12th International OFDM-Workshoplamburg, Germany, Aug.
2007.

[58] G. Munz, S. Pfletschinger, and J. Speidel. An efficiertiewélling algorithm for multiple access OFDM. In
IEEE Global Telecommunications Confereppages 681-685, Taipei, Nov. 2002.

congdo

63



FP7 CONCERTO Deliverable 4.1

[59] K. Obraczka, R. Manduchi, and J.J. Garcia-Luna-Aveddanaging the information flow in visual sensor
networks. InProc. of the 5th Wireless Personal Multimedia Communiceti@VPMC '02), International
Symposium grpages 1177-1181 vol.3, Sheraton Waikiki, Honolulu, Ha28i02.

[60] E. Paolini, G. Liva, B. Matuz, and M. Chiani. Maximum dékhood erasure decoding of LDPC codes:
Pivoting algorithms and code desigiEEE Trans. Commurto appear.

[61] Enrico Paolini, Gianluigi Liva, Balazs Matuz, and Mar€hiani. Generalized IRA erasure correcting codes
for hybrid Iterative/Maximum Likelihood decodingEEE Commun. Lett12(6):450-452, June 2008.

[62] J. Park, P. Bhat, and A. Kak. A look-up table based apgrdar solving the camera selection problem in
large camera networks. IRroc. of the International Workshop on Distributed Smarn@sias (DCS '06)
2006.

[63] H. D. Pfister, I. Sason, and R. Urbanke. Capacity-a¢hgeensembles for the binary erasure channel with
bounded complexitylEEE Trans. Inf. Theory51(7):2352—-2379, July 2005.

[64] N. M. Piratla and A. P. Jayasumana. Metrics for packetdering , a comparative analysititernational
Journal of Communications Systeri4(1):99-113, Jan 2007.

[65] H. Pishro-Nik and F. Fekri. On decoding of low-densigrity-check codes over the binary erasure channel.
IEEE Trans. Inf. Theory50(3):439-454, March 2004.

[66] V. Roca, C. Neumann, and D. Furodet. Low density patityak (LDPC) staircase and triangle forward error
correction (FEC) schemes. Request for comment 5170 (“&tdsdlrack/Proposed Standard”), IETF RMT
Working Group, June 2008.

[67] B. Schotsch, R. Lupoaie, and P. Vary. The performandewfdensity random linear fountain codes over
higher order Galois fields under maximum likelihood decgdiim Proc. of the 49th Allerton Conf. Commu-
nication, Control, and Computingages 1004-1011, Monticello, IL, USA, September 2011.

[68] B. Schotsch, H. Schepker, and P. Vary. The performahsbart random linear fountain codes under maxi-
mum likelihood decoding. IProc. of 2011 IEEE Int. Conf. Commuympages 1-5, Kyoto, Japan, June 2011.

[69] A. Shokrollahi. Capacity-approaching codes ondkery symmetric channel for large In Proc. 2004 IEEE
Inf. Theory Workshagppages 204—-208, San Antonio, TX, USA, October 2004.

[70] A. Shokrollahi and W. Wang. Capacity approaching lognsity parity-check codes on the th@ary sym-
metric channel for large. unpublished, 2004.

[71] A. Shokrollahi and W. Wang. Low-density parity-cheakdes with rates very close to the capacity of the
g-ary symmetric channel for large In Proc. 2004 IEEE Int. Symp. Inf. Thegpage 275, Chicago, IL, USA,
June/July 2004.

[72] M.A. Shokrollahi. Raptor codesEEE Trans. Inf. Theory52(6):2551-2567, June 2006.

[73] D. De Silva, W. Fernando, and H. Kodikaraarachchi. A meade selection technique for coding depth maps
of 3D video. InIEEE International Conference on Acoustipgiges 686—689, Dallas, Mar. 2010.

[74] Iraj Sodagar. Industry and standards: The mpeg-dasidatd for multimedia streaming over the internet.
IEEE Computer Societypages 62—-67, 2011.

[75] S. Soro and W. Heinzelman. Camera selection in visugd@enetworks. IiProc of the Advanced Video and
Signal Based Surveillance (AVSS '07). IEEE Conferencpages 81-86, 2007.

[76] S. Soro and W. Heinzelman. A survey of visual sensor ngta Advances in Multimedigpages 1-22, 2009.

[77] T. Stockhammer. Dynamic adaptive streaming over htipdards and design principles. Pnoceedings of
the second annual ACM conference on Multimedia systems {f&lM$ Feb. 2011.

congdo

64



FP7 CONCERTO Deliverable 4.1

[78] Tiia Sutinen, Janne Vehkaperd, Esa Piri, and MikkodJifiowards ubiquitous video services through scalable
video coding and cross-layer optimizatid@dURASIP Journal on Wireless Communications and Netwoyrking
pages 1-17, 2011.

[79] A. Terras.Fourier Analysis on Finite Groups and ApplicationSambridge University Press, 1999.
[80] S.G. Wilson.Digital Modulation and CodingPrentice Hall, 1995.
[81] W. Wolf, B. Ozer, and T. Lv. Smart cameras as embeddetsys Computey 35:48-53, 2002.

[82] D. Yang, J. Shin, A. O. Ercan, and L. Guibas. Sensor tagkor occupancy reasoning in a network of
cameras. IrProc. of the IEEE/ICST 1st Workshop on Broadband AdvanceddséNetworks (BASENETS
'04), San JosAS), CA, USA, 2004.

[83] Z. Yang and K. Nahrstedt. A bandwidth management fraorévior wireless camera array. Proc. of the
international workshop on Network and operating systenmpstt for digital audio and video (NOSSDAV
'05), pages 147-152, Stevenson, Washington, USA, 2005.

[84] N.H. Zamora and R. Marculescu. Coordinated distridupewer management with video sensor net-
works: Analysis, simulation, and prototyping. Rroc. of the Distributed Smart Cameras (ICDSC '07).
1th ACM/IEEE International Conference gmages 4-11, 2007.

[85] Fan Zhang and H.D. Pfister. Analysis of verificationdxhdecoding on the-ary symmetric channel for large
q. |EEE Trans. Inf. Theory57(10):6754—6770, October 2011.

[86] Y. Zhang and William E. Ryan. Structured ira cod#SEE Transactions on CommunicatiQrz)07.

[87] N. Zhou, X. Zhu, Y. Huang, and H. Lin. Novel batch depemidaross-layer scheduling for multiuser OFDM
systems. INEEE International Conference on Communicatippages 3878—-3882, Beijing, May. 2008.

congdo

65



	Introduction
	HTTP Streaming
	Introduction
	Adaptive HTTP Streaming
	Smooth Streaming
	3GP-DASH
	MPEG-DASH
	HTTP Live Streaming
	HTTP Dynamic Streaming

	Rate Control Algorithms
	Rate-adaptation algorithm - MS Smooth Streaming
	AdapTech Streaming algorithm
	Multilink-based approach for rate-control
	Rate-control algorithm with improved QoE and bandwidth estimation
	Server-based rate-control algorithm

	Cross-layer prioritization technique for HTTP streaming
	Context of the study
	Main idea and principles of the algorithm proposed
	Assumptions on the simulations realized
	 Performance and interpretation
	Conclusions


	Multi Camera System
	Introduction and State-of-the-art
	Video transmissions in multi-camera systems
	Embedded processing
	Sensor Collaboration
	Sensor management and camera selection

	A preliminary camera selection technique for healthcare and safety applications in emergency areas
	Assumptions
	Preliminary definition of a ranking criteria for camera selection


	Packet-Level correction codes 
	Packet Erasure Correcting Codes based on High-Order Galois Fields
	Introduction and State-of-the-Art
	Adopted Notation
	Average Block Error Probability for Uniform Parity-Check Ensembles
	Average Block Error Probability for Sparse Parity-Check Ensembles

	Packet-Level Codes in Error-and-Erasure Environments
	Introduction and State-of-the-Art
	Preliminary Definitions
	Enhanced Verification-Based Decoding
	Efficient EVBD of LDPC Codes and Numerical Results


	Prioritization for 3D Video over OFDMA
	Introduction
	Proposed content and channel-aware prioritization and scheduling strategy
	Weight Adaptation
	Allocation Strategies
	Subcarrier Assignment
	Bit Loading
	Power Allocation

	Simulation set-up
	Simulation results and discussion
	Conclusion

	Conclusion
	Acronyms

