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Chapter 1

Deliverable Overview

1.1 Introduction

This deliverable presents the final S-CUBE research outcomes in work package WP-JRA-2.3 (Self-* Service Infrastructure and Service Discovery Support). More concretely, this document presents final results of task T-JRA-2.3.2 (Service Registration and Search), which deals mainly with service infrastructures and service discovery. The goals of the deliverable, as stated in the most recent version of the S-CUBE Description of Work, are as follows:

CD-JRA-2.3.9: QoS and SLA aware service runtime environment [Month 48]: The main goal of this work is to propose a description of a novel service runtime infrastructure, which will incorporate an active and QoS-aware registry and client components. This infrastructure will ensure SLA compliance and suggest services as well as ad hoc processes.

Hence, this deliverable will be a research- and paper-oriented document, focusing mainly on the topics of Quality-of-Service (QoS) management and service discovery based on non-functional properties in the context of service registries and runtime environments. To this end, this deliverable builds on CD-JRA-2.3.3 [38], which presented some groundwork requirements and research challenges. The current deliverable is meant as a continuation and implementation of this more vision-oriented earlier document. Additionally, the current deliverable has to be seen as complementary to PO-JRA-2.3.7 [66], which considered ad hoc process detection based on events. Finally, as the scope of this deliverable is very closely related to non-functional properties, QoS and Service Level Agreement (SLA) management, this deliverable in particular has strong links to S-CUBE work package WP-JRA-1.3 (End-to-End Quality Provision and SLA Conformance). More concretely, the notion of end-to-end SLAs, as incorporated here, is discussed in more detail in CD-JRA-1.3.3 [33], CD-JRA-1.3.4 [55] and CD-JRA-1.3.5 [63].

1.2 Deliverable Structure

The remainder of this document is structured as follows. In Section 1.3, we will revisit the research architecture of WP-JRA-2.3. This section gives a coarse-grained overview over the general research work carried out in the work package in total, and concisely summarizes what parts of the work package vision have been covered in this document. In Section 1.4, we will introduce the problem area of this deliverable. Most importantly, we will revisit the notions of Non-Functional Properties (NFP), Quality-of-Service (QoS), QoS-based service discovery, and Service Level Agreements (SLAs). The following Section 1.5 gives a brief introduction to the collected contributions, their relation to other deliverables, and other Workpackages, and future directions opened by the work. Afterwards, Chapter 2 will contain individual discussions and overviews over the contributed papers. These sections give a quick glance over the relevant research and integration between research results. Section 3.1 will conclude the main
part of the deliverable with a short summary, and an outlook on future research directions and remaining open issues. Finally, Appendix A contains the original papers in verbatim. This allows the interested reader to dig into the contributed research in all details.

1.3 The WP-JRA-2.3 Research Architecture

Research work in WP-JRA-2.3 is driven by the Work Package vision that structures the research work internally. Figure 1.1 illustrates the overall research architecture of WP-JRA-2.3: research on service infrastructures is comprised in three threads, Service Discovery, Service Registries and Service Execution. Orthogonally different approaches are separated in three layers.

![Figure 1.1: WP-JRA-2.3 Research Architecture](image)

- **Service Discovery Thread (A)** - Service discovery is a fundamental element of service-oriented architectures, services heavily rely on it to enable the execution of service-based applications. Novel discovery mechanisms must be able to deal with millions of services. Additionally, these discovery mechanisms need to consider new constraints, which are not prevalent today, such as Quality of Experience requirements and expectations of users, geographical constraints, pricing and contractual issues, or invocability.

- **Service Registry Research Thread (B)** - Service registries are tools for the implementation of loosely-coupled service-based systems. The next generation of registries for Internet-scale service ecosystems are emerging, where fault tolerance and scalability of registries is of eminent importance. Autonomic registries need to be able to form loose federations, which are able to work in spite of heavy load or faults. Additionally, a richer set of metadata is needed in order to capture novel aspects such as self-adaptation, user feedback evaluation, or Internet-scale process discovery. Another research topic is the dissemination of metadata: the distributed and heterogeneous nature of these ecosystems asks for new dissemination methods between physically and logically disjoint registry entities, which work in spite of missing, untrusted, inconsistent and wrong metadata.

- **Runtime Environment Research Thread (C)** - There is an obvious need for automatic, autonomic approaches at run-time. As opposed to current approaches we envision an infrastructure that is able to adapt autonomously and dynamically to changing conditions. Such adaptation should be supported by past experience, should be able to take into consideration a complex set of conditions and their correlations, act proactively to avoid problems before they can occur and have a long lasting, stabilizing effect.
The current deliverable can be considered a cross-cutting, final discussion across all three research threads of the work package (service discovery, service registry and runtime environment). More concretely, the following aspects are covered by papers in this deliverable:

- We present some important contributions on research aspect A3 (feedback-based service discovery), related to skill-based discovery of human-provided services in marketplaces.
- In research thread B (service registry), we present important results on all three aspects (self-*, metadata and metadata dissemination). However, most focus is set on aspect B2 (service metadata).
- Finally, we also present results with regard to self-* in service execution (C1) and multi-level adaptation (C3), for instance within the scope of the PREvent framework.

However, please note that, as this is the final deliverable in this work package, the overall focus of the work presented was of an integrative nature, i.e., less focus was put on covering single aspects from the WP-JRA-2.3 research agenda, and more on cross-cutting research, spanning more than one aspect. Additionally, most research discussed in this deliverable also relates to other work packages of S-CUBE (most importantly, WP-JRA-1.2, WP-JRA-1.3 and WP-JRA-2.2).

1.4 Background

In the following section, we briefly summarize the most important background ideas used in the deliverable. This includes the idea of service metadata, non-functional service properties, Quality-of-Service, service discovery and Service Level Agreements (SLAs).

1.4.1 Non-Functional Properties and Quality-of-Service

Service descriptions include metadata about services. At least three different groups of metadata can be differentiated:

- **Functional descriptions** are the most common metadata, and define the functionality that a service provides. Simple functional descriptions can be published using WSDL [75]. More complex service descriptions are often specified using semantic Web service [47] technology, for instance WSMO [58] or SAWSDL [32]. However, there are also approaches which do not rely on semantics to provide more powerful functional descriptions [60].

- **Protocol descriptions** cover the dynamic aspects of service description. These are only relevant for stateful Web services, where service invocations have to be issued following a defined protocol or Message Exchange Patterns. These “usage protocols” for stateful services can be specified using languages such as BPEL Light [43] or the SEPL [20].

- **Finally, QoS** [48] aspects denote the non-functional properties of services. Hence, QoS is often seen as a discriminator between functionally equivalent services.

The abstract concept of QoS can be measured in virtually infinite different dimensions. Often-used dimensions to measure QoS are availability, response time, failure rate (reliability) and security. However, other research papers have identified a plethora of additional metrics. For instance, in [61] the dimensions wrapping time (time to unwrap the request XML structure), execution time (time necessary for the actual service invocation, excluding networking and message serialization issues) and network latency are proposed. Others consider trust and reputation as qualities that a service can exhibit [73, 68], and that can be used to differentiate between services.
1.4.2 Service Discovery Based on Non-Functional Properties

Service discovery is a process in which a service request is matched with the service descriptions/advertisements stored in a service registry. The result of this process is a set of service advertisements that match the request which may be grouped into a set of categories depending on their degree of match with this request. Based on the service aspect considered, this process can be separated into two main sub-processes: a) functional service discovery, and b) non-functional service discovery. In the former process, the requester’s functional requirements are matched with the functional capabilities of the registered services so as to infer those services that functionally match the request.

The non-functional service discovery process is usually called after the functional one. It is usually separated into two sequential sub-processes: a) non-functional service matchmaking, and b) service selection. The non-functional service matchmaking process filters the functional matching services based on their non-functional capabilities with respect to the non-functional requirements of the requester. It may also group the matching results based on their matching degree with the non-functional part of the service request. It must be noted here that both non-functional service capabilities and requirements are usually expressed as a set of constraints on non-functional properties and metrics. The service selection process then orders the matchmaking results according to their rank, which is usually produced through the Simple Additive Weighting [21] technique by considering requester-provided weights on non-functional terms (i.e., properties and metrics) as well as non-functional term-specific utility functions.

Research work in non-functional service matchmaking can be categorized into three main categories: ontology-based, constraint-based, and mixed. Ontology-based approaches [78] rely on semantic non-functional service specifications and use reasoners to infer the matching between non-functional service requests and advertisements. The main drawback of these approaches is that they are able to handle only n-ary constrained non-functional service specifications, i.e., specifications containing constraints on only one non-functional term. This drawback is solved by the constraint-based approaches [13, 11] which combine a non-functional service request and advertisement into one or more constraint models and use constraint solvers to solve these models and infer if there is a match between the non-functional request and advertisement. Depending on the linearity of the constraints involved in the specifications, different constraint solving techniques can be used [36]: a) Mixed-Integer Programming [65] for specifications containing only linear constraints and Constraint Programming [62] for specifications also containing non-linear constraints. However, such approaches assume that the non-functional service specifications reference specific non-functional models (i.e., descriptions of non-functional terms) that have been produced by one or more experts. The mixed-approach [36] relies on semantic non-functional service specifications and uses a specific algorithm [34] to align them based on their quality terms. It then follows the constraint-based approach to infer the matching of the specifications.

Apart from the previously described main approach in service selection, other sophisticated approaches [45] perform normalizations and grouping of non-functional metrics (in domains or functional groups). Normalizations are performed for three main reasons: a) to allow for a uniform measurement of service qualities independent of units, b) to provide a uniform index to represent service qualities for each provider, and c) to allow setting a threshold regarding the qualities. The number of performed normalizations depends on the nesting degree of the non-functional metric groups. All previous approaches rely on non-functional service advertisements that specify equality constraints on non-functional metrics (e.g. that the average response time is equal to 5 seconds). However, as in reality the non-functional service advertisements specify a range of values for each metric (i.e., two constraints defining the upper and lower value of a metric), approaches [11, 34] that solve Constraint Satisfaction Optimization Problems (SCOP) have been proposed to produce the rank for a non-functional service advertisement based on the worst (or even best) allowed value for the involved metrics.
1.4.3 Service Level Agreements

In a way, Web service SLAs [28] are a formalization and contractual arrangement of the concept of QoS. Instead of assuming that services provide the highest quality they can on a best-effort basis, SLAs fix the minimally promised quality in various dimensions. SLAs are often seen as legally binding contracts between one or more service clients and a service provider. SLAs are mainly a collection of SLOs. An SLO is an observable quality dimension of a service. Evidently, there is a strong relationship between SLOs and QoS, and, indeed, frequently SLOs are defined on top of QoS characteristics. For instance, often-used SLOs are the response time and availability of the service. Additionally, SLAs define penalties for non-achievement (violation) of SLOs. Penalties are often monetary consequences, which are expected to press service providers to achieve their target values. Both, penalties and target values, can be different for every SLA in which an SLO is used. At runtime, concrete values for SLOs can be monitored. Based on the type of SLO (see below), this measured value can be generated either per composition instance or per aggregation interval.

Some different languages have been proposed to model SLA, including WSLA [12, 28], WS-Agreement [3] and SLAng [67]. These models do not differ so much in their expressiveness, but more in the environment they live in. For instance, WSLA specifies a monitoring and accounting infrastructure along with the basic language [12]. It is important to note that the work in this deliverable is agnostic with regard to the used SLA language, as long as it fits the basic model described above.

Types of SLOs

Just like QoS dimensions, SLOs come in different flavors. In this deliverable, two distinctions are of relevance.

- Firstly, one can differentiate between nominal and continuous SLOs. For nominal SLOs, the measured value of an objective can be one of a finite number of potential values. For these SLOs, the target value is a subset of the set of potential values. Metric SLOs, which are more prevalent, can take an infinite number of values. Target values are defined as thresholds on the metric.

- Secondly, one can distinguish SLOs on composition instance level and aggregated SLOs. For composition instance level SLOs, a decision of whether an SLA violation has happened can be made for every single composition instance individually. Aggregated SLOs are defined over an aggregation period, for instance a number of composition instances or a time interval. Decisions can be made only looking at the whole aggregation period, i.e., usually numerous composition instances. Unless stated otherwise, all work in this deliverable is applicable for composition instance level SLOs only. A generalization of the presented approach to aggregated SLOs is part of ongoing work.

1.5 Overview of the Contributions

In the following, we briefly introduce the contributions of the deliverable. More detailed summaries can be found in Chapter 2.

1.5.1 Stimulating Skill Evolution in Market-based Crowdsourcing [64]

Content Overview. This work presented at the 9th International Conference on Business Process Management (2011) presents Crowdsourcing on top of a SOA related infrastructure A major challenge in crowdsourcing is to guarantee high-quality processing of tasks. The work presents a novel approach that matches tasks to suitable workers based on auctions. This way QoS constraints can be better met and agreements settled with customers.
Relations to 2.3. The work is related to platform, thus, infrastructure management (JRA-2.3). In particular, the content can be seen as an extension to the ranking approaches in CD-JRA-2.3.5. Instead of discussing ideas of local approaches such as in CD-JRA-2.3.4 and CD-JRA-2.3.6 here a more global approach is taken when adapting the environment’s resource selection. The adaptation strategies presented do not consider direct interference with the infrastructure but instead choose an offline approach that feeds its decision information from interaction observations, e.g., skill evolution.

Relations to other workpackages. While the current version of the paper has little relations to other work packages, future work could go in the direction of compositions as studied by JRA-2.2. In particular, coordinated service compositions as researched in CD-JRA-2.2.2 and algorithms and techniques for splitting and merging compositions as presented in CD-JRA-2.2.3 would then be in the focus of the studies.

Future Directions. As part of the ongoing research the plan is to investigate the difficulties to introduce complex tasks and in the crowd collaboration. Sub-tasks need to be decompose and reassembled. The responsibility for a certain QoS would also transfer partially to the crowd members.

1.5.2 End-to-End Support for QoS-Aware Service Selection, Binding and Mediation in VREScO [50]

Content Overview. Published in IEEE Transactions on Services Computing, this work copes with the challenge of dynamic and adaptable service-oriented solutions with special emphasis on service metadata, Quality of Service, service querying, dynamic binding and service mediation. The Vienna Runtime Environment for Service-oriented Computing (VREScO) is presented in the light of a service infrastructure with details on service querying and service mediation.

Relations to 2.3. This work is integral to the research agenda of JRA-2.3 (service registries), as it presents a novel service registry model, which is particularly suitable to support adaptive SOAs. Service querying in VREScO builds on the ranking approaches discussed in CD-JRA-2.3.5.

Relations to other workpackages. As VREScO is, by design, QoS-aware, this contribution also strongly relates to JRA-1.3, most importantly to the QoS evaluation methods discussed in CD-JRA-1.3.4, CD-JRA-1.3.5 and CD-JRA-1.3.6.

Future Directions. Future work within VREScO will see us focus more on support and integration of service compositions and business processes. Hence, this line of research will mostly continue within the topics covered by JRA-2.2.

1.5.3 Cost-Based Optimization of Service Compositions [40]

Content Overview. This work, accepted for publication in IEEE Transactions on Services Computing, tackles the challenge of preventing cases of SLA violations for providers of composite services. In order to get a realistic and complete view of the decision process of service providers, the costs of adaptation need to be taken into account. The solution presented offers possible algorithms to solve this complex optimization problem, and details an end-to-end system based on the PREvent (prediction and prevention based on event monitoring) framework, which clearly indicates the usefulness of the model.

Relations to 2.3. At its core, this contribution is discussing an autonomic service-based system for managing customer SLAs. To this end, we use the VREScO QoS-aware service registry (see previous contribution) as foundation. Hence, this contribution relates to the self-* service registry and infrastructure part of JRA-2.3.
Relations to other workpackages. Evidently, this paper also has strong relationships to JRA-1.2, especially CD-JRA-1.2.4, CD-JRA-1.2.5 and CD-JRA-1.2.6. Furthermore, the contribution relates strongly to the SLA topics discussed in JRA-1.3 (CD-JRA-1.3.6). Finally, as the main subject of adaptation in this paper are service compositions, the paper also relates to JRA-2.2 (CD-JRA-2.2.6).

Future Directions. There is still potential for plenty of further research in the direction of cost-based optimization. For instance, in its current form, the formalization used in the paper does not take into account indirect costs, such as customer satisfaction or potential loss of future customers. Furthermore, the current version of the paper suffers from the limitation that it considers only SLAs on instance-level. Future work can extend and improve on those aspects.

1.5.4 Towards Optimizing the Non-Functional Service Matchmaking Time

Content Overview. Published as a poster contribution at the The World Wide Web Conference, the approach concentrates on exploiting constraint solving techniques in service discovery for inferring if the user non-functional requirements are satisfied by the service non-functional capabilities. This paper proposes two alternative techniques for improving the non-functional service matchmaking time. The first one is generic as it can handle non-functional service specifications containing n-ary constraints, while the second is only applicable to unary-constrained specifications.

Relations to 2.3. The research work addresses the JRA-2.3’s research challenge that concerns scalable and fault tolerant techniques for service discovery as it proposes two QoS-based service matchmaking techniques which not only optimize the matchmaking time without sacrificing accuracy but they can also be distributed through assigning part of the matchmaking functionality to different nodes.

Relations to other workpackages. The research work is highly connected to the JRA-1.3 WP as it exploits non-functional service descriptions (requests as well as advertisements), which could be described through the non-functional service meta-model proposed in the deliverable CD-JRA-1.3.3 and could reference the non-functional properties of the S-Cube’s end-to-end quality reference model proposed in the deliverable CD-JRA-1.3.2, so as to perform the matchmaking.

Future Directions. The research work can be exploited by scalable service registries which are able to matchmake millions of services, paving the way for the move towards the Internet of Services.

1.5.5 Cost Reduction Through SLA-driven Self-Management [37]

Content Overview. Presented at the 9th IEEE European Conference on Web Services, the presented approach considers a SLAs management which satisfies the customers requirements and also their own business objectives, such as maximizing profits. Most current systems fail to consider business objectives and thus to provide a complete SLA management solution. Specifically, this work proposes a framework that comprises multiple, configurable control loops and supports automatically adjusting service configurations and resource usage in order to maintain SLAs in the most cost-effective way. The framework targets services implemented on top of large-scale distributed infrastructures, such as clouds.

Relations to 2.3. The work is placed in the context of Self-* in Service Execution. Qu4DS provides an automatic support for executing services by using self-adaptive techniques (dynamic adaptation). With regard to Deployment and Management, the Qu4DS framework automatically deploys service instances on top of distributed infrastructures by managing them according to quality properties.

Relations to other workpackages. The work is complementary to adaptable service compositions (i.e., WP-JRA-2.2) as it prevents SLA violations thus avoiding triggering adaptation actions in the
composition-level. Moreover, composition-level adaptable techniques can be aware about further details about Qu4DS adaptive behavior which enables to conceive multilevel adaptation. With respect to the deliverable CD-JRA-2.3.2, the work can be considered as a self-healing support for atomic services. With respect to the deliverable CD-JRA-2.3.6, Qu4DS specifies and employs adaptation policies but not limit to them, the framework can be extended to support further adaptation policies.

**Future Directions.** The work leaves place for several research directions. First, the QoS translation can be improved based on advanced application profiling techniques. This may require estimating application performance based on profiled data at runtime for instance. Second, Qu4DS could rely on dynamic pricing where the price of the service take into account further aspects, for example, related to competitor service prices. Third, other service providers can be supported, not only those which rely on distributed tasks. This requires further dynamic metrics which are able to analyze if the request treatment is in time or delayed for example. Finally, further adaptation policies can be developed not only in the sense of the current addressed events (request arrivals and job faults and delays), but also in the context of other events such as contract proposals, resource failures, infrastructure price changes, contract rescission and so forth.

1.5.6 Autonomic SLA-aware Service Virtualization for Distributed Systems [30]

**Content Overview.** Presented at the 19th Euromicro International Conference on Parallel, Distributed and Network-Based Computing, the focus in this work is on Cloud Computing. Managing such heterogeneous environments requires sophisticated interoperation of adaptive coordinating components. The work introduces an SLA-aware Service Virtualization architecture that provides non-functional guarantees in the form of SLAs and consists of a three-layered infrastructure including agreement negotiation, service brokering and on demand deployment. In order to avoid costly SLA violations, flexible and adaptive SLA attainment strategies are used with a failure propagation approach.

**Relations to 2.3.** The work introduced in this paper is a result of a SZTAKI-TUW collaboration in the Runtime Environment research thread of JRA-2.3. It targets the management and deployment aspects of interoperating distributed systems, and proposes autonomic SLA management strategies to deal with the highly dynamic and error-prone nature of these systems. In the S-Cube deliverable CD-JRA-2.3.2, a conceptual architecture incorporating three closely related areas was introduced: agreement negotiation, service brokering and service deployment. The examinations of this architecture revealed the basic requirements for a future self-* realization of these core components. These basic requirements implied that there must be a negotiation phase when it is specified, what service is to be invoked and what are the conditions and constraints (temporal availability, reliability, performance, cost, etc.) of its use. The contribution to Deliverable CD-JRA-2.3.4 refines this vision, and presents a unified service virtualization environment representing the first attempt to combine SLA-based resource negotiations with virtualized resources in terms of on-demand service provision resulting in a holistic virtualization approach. The contribution to Deliverable CD-JRA-2.3.6 introduces the autonomic behaviour of this service virtualization architecture by summarizing the same contribution. The focus is on the SLA-awareness of the architecture.

**Relations to other workpackages.** The topic of this contribution is also closely related to research carried out in WP-JRA-1.2 and WP-JRA-1.3. Detailed adaptation-related capabilities of the architecture including cross-layer adaptation were reported in deliverable CD-JRA-1.2.5.

**Future Directions.** In this current contribution a refined architecture was introduced considering resource provision using a virtualization approach combined with the business-oriented utilization. This solution utilizes a heterogeneous SLA-coupled infrastructure for on-demand service provision based on SLAs with a MAPE-based autonomic behaviour, in order to cope with changing user requirements and on demand failure handling. Since newly emerged technologies such as Cloud Computing become
more and more utilized in business service solutions, the extension of the proposed SSV solution for additional Cloud infrastructures and platforms will require further research.

The volume of works collected in this deliverable present different approaches to the subject of the deliverable. The particular challenges studied in the partners’ contributions describe approaches taken from different perspectives and taking into account various relevant aspects of the Service-Oriented Architecture (SOA). In the next section, all partners present their contribution in the scope of this deliverables description.
Chapter 2

Contributions to QoS and SLA aware service runtime environment

2.1 Stimulating Skill Evolution in Market-based Crowdsourcing

Contributing partners: Vienna University of Technology (TUW)


Keywords: Human-centric BPM, Crowdsourcing, Online communities, Task markets, Auctions, Skill evolution

2.1.1 Background

Today, ever changing requirements force in-house business processes to rapidly adapt to changing situations in order to stay competitive. Changes involve not only the need for process adaptation, but also, require an additional inclusion of new capabilities and knowledge, previously unavailable to the company. Thus, outsourcing of parts of business processes became an attractive model. This work, in particular, focuses on a distinguished recent type of outsourcing called crowdsourcing. The term crowdsourcing describes a new web-based business model that harnesses the creative solutions of a distributed network of individuals [8], [72]. This network of humans is typically an open Internet-based platform that follows the open world assumption and tries to attract members with different knowledge and interests. Large IT companies such as Amazon, Google, or Yahoo! have recognized the opportunities behind such mass collaboration systems [14] for both improving their own services and as business case. In particular, Amazon focuses on a task-based marketplace that requires explicit collaboration. The most prominent platform they currently offer is Amazon Mechanical Turk (AMT) [2]. Requesters are invited to issue human-intelligence tasks (HITs) requiring a certain qualification to the AMT. The registered customers post mostly tasks with minor effort that, however, require human capabilities (e.g., transcription, classification, or categorization tasks [22]).

2.1.2 Problem Statement

In this work we assume that crowdsourcing can be build on top of a SOA environment. The main challenges addressed in this work relate to building and managing an automated crowd platform. There is only a few approaches towards integrating SLAs into crowdsourcing. In one of our previous works at TUW [57] we introduced an approach to include human tasks as available on the current crowd platforms into Web Service Level Agreements (WSLA). The interested reader is referred to the results of that
work for a more elaborated study of the idea. This present work relates more to QoS related issues. In crowdsourcing it is not only of importance to find suitable workers for a task and to provide the customer with satisfying quality, but also, to maintain a motivated base of crowd members and provide stimulus for learning required skills. Only a recurring, satisfied crowd staff is able to ensure high QoS and high output. As any crowd, fluctuations must be compensated and a skill evolution model must support new and existing crowd workers in developing their capabilities and knowledge. Finally, the standard processes on such a platform should be automated and free from intervention to handle the vast amount of tasks and to make it compatible with a SOA approach. Atop, the model should increase the benefit of all participants to support QoS.

2.1.3 Contribution Relevance

As outlined previously, a further major challenge hampering the establishment of a new service-oriented computing paradigm spanning enterprise and open crowdsourcing environments are quality issues. In our scenario this is strongly connected to correctly estimating the skills of workers. Thus, the presented skill evolution approach helps to increase the confidence in worker skills with qualification tasks. This would imply a huge overhead for the testing requester; s/he is also the only one who benefits from the gathered insights. Here, we take a different approach by integrating the capability of confidence management into the crowdsourcing platform itself. Instead of having point-to-point tests, we propose the automated assessment of workers to unburden requesters in inspecting workers’ skills. The approach is (semi-)automatic and offers great potential for inclusion of crowd capabilities in business environments. Knowing crowd capabilities by skill evolution is one of the major steps towards better QoS in an open crowdsourcing environment.

2.1.4 Contribution Summary

Our idea of skill evolution contains the following steps. We propose the automatic assessment of workers where confidence values are low. For example, newcomers who recently signed up to the platform may be high or low performers. To unveil the tendency of a worker, we create a hidden ‘tandem’ task assignment comprising a worker whose skills are known (high performer) with a high confidence and a worker where the crowdsourcing platform has limited knowledge about its skills (i.e., low confidence). The next step is that both workers process the same task in the context of a requester’s (real) task. However, only the result of the high confidence worker is returned to the requester, whereas the result of the low confidence worker is compared against the delivered reference.

This approach has advantages and drawbacks. First, skill evolution through tandem assignments provides an elegant solution to avoid training tasks (assessments are created automatically and managed by the platform) and also implicitly stimulates a learning effect. Of course, the crowdsourcing platform cannot charge the requester for tandem task assignments since it mainly helps the platform to better understand the true skill (confidence) of a worker. Thus, the platform must pay for worker assessments. As the evaluations show, performing assessments provides the positive effect that the overall quality of provided results and thus requester satisfaction increases due to a better understanding of worker skills.

2.1.5 Contribution Evaluation

To evaluate the ideas of the work we have implemented a Java-based simulation framework that supports all introduced concepts. An evaluation scenario consists of a set of workers and a set of requesters. In every round of the simulation each requester usually announces a task. An auction is conducted for each announced task which contains among other properties the expected quality. High quality requirements indicate highly sophisticated and demanding tasks. We applied different scenarios and tested those with and without skill evolution. Detailed description of the setup is available in the work’s section on implementation an evaluation.
The results show that the additional assessments provide remarkable good results for reducing misjudgements. As a summary, skill evolution generally performs better, however, is not antagonistic to overload scenarios. While with moderate task offering frequencies the model performs much better in all measurements, the differences become even when load increases and assessment task further overload the platform. The results show that it is the responsibility of the platform to balance the task load and trade only with a fair amount of requesters.

2.1.6 Conclusions

In the contribution we present a novel crowdsourcing marketplace based on auctions. The design emphasizes automation and low overhead for users and members of the crowdsourcing system. In order to increase the QoS in SOA-based crowdsourcing we introduce an approach with two novel auctioning variants and show by experiments that it may be beneficial to employ assessment task in order to estimate members’ capabilities and to train skills. Stimulating the demand for certain skills in such a way leads to skill evolution. From such an evolution can benefit all participants. New workers can be motivated by helping them to develop their skills with training. This way the platform provider can harvest a regular group of returning workers. The customers are also satisfied because the quality of the service because the auctioning mechanism guarantees that the best fitting worker gets their tasks.

2.2 End-to-End Support for QoS-Aware Service Selection, Binding and Mediation in VREScO

Contributing partners: Vienna University of Technology (TUW)

Status: Published in IEEE Transactions on Services Computing (2010)

Keywords: Web Services Publishing and Discovery, Metadata of Services Interfaces, Advanced Services Invocation Framework

2.2.1 Background

During the last years, Service-oriented Architecture (SOA) and Service-oriented Computing (SOC) have gained acceptance as a paradigm for addressing the complexity that distributed computing generally involves. In theory, the basic SOA model consists of three actors that communicate in a loosely coupled way as shown in Figure 2.1a. However, practice has shown that SOA solutions are often not as flexible and adaptable as claimed. We argue that there are some issues in current implementations of the SOA model. First and foremost, service registries such as UDDI did not succeed. We think this is partly due to their limited querying support that only provides keyword-based matching of registry content, and insufficient support for metadata and non-functional properties of services. This is also highlighted by the fact that Microsoft, SAP, and IBM have finally shut down their public UDDI registries in 2005. As a result, service registries are often missing in service-centric systems (i.e., no publish and find primitives). This leads to point-to-point solutions where service endpoints are exchanged at design-time (e.g., using E-mail) and service consumers statically bind to them (see Figure 2.1b). Besides that, support for dynamic binding and invocation of services is often restricted to services having the same technical interface. In this regard, the lack of service metadata makes it difficult for service consumers to know if two services actually perform the same task. Furthermore, support for Quality of Service (QoS) is necessary to enable service selection based on non-functional QoS attributes such as response time (in addition to functional attributes).
2.2.2 Problem Statement

Adaptive service-oriented systems bring along several distinct requirements, leading to a number of challenges that have to be addressed. In this section, we summarize the current challenges we see most important, and which are addressed in the paper summarized here. (1) Firstly, service interface description languages such as WSDL focus on the interface needed to invoke a service. However, from this interface it is often not clear what a service actually does, and if it performs the same task as another service. Service metadata [7] can give additional information about the purpose of a service and its interface (e.g., pre- and post-conditions). (2) Once services and associated metadata are defined, this information should be discovered and queried by service consumers. This is the focus of service registry standards such as UDDI. In practice, the service registry is often missing. (3) In enterprise scenarios, QoS plays a crucial role [77] in discriminating between services. This includes both network-level attributes (e.g., latency and availability), and application-level attributes (e.g., response time and throughput). (4) Finally, in order to technically enable actual dynamicity and runtime service binding, mechanisms that mediate between alternative services, possibly having different interfaces, need to be provided.

2.2.3 Contribution Relevance

In order to tackle the four challenges outlined above, we have devised and implemented a service runtime environment called VRESCo, which aimed at providing a practical, integrative solution to adaptive enterprise services computing. To be more specific, the present paper focuses on service metadata, QoS and service querying, plus dynamic binding, invocation, and mediation of services. Additionally, we provide an extensive performance evaluation of the different components and an end-to-end evaluation of the overall runtime, that shows the applicability of our approach.

2.2.4 Contribution Summary

The architectural overview of VRESCo is shown in Figure 2.2, which is adapted from [49]. The VRESCo core services are provided as Web services that can be accessed either directly using SOAP or by using the Client Library that provides a simple API. Furthermore, the DAIOS framework [41] has been integrated into the Client Library, and provides stubless, protocol-independent, and message-driven invocation of services. The Access Control Layer guarantees that only authorized clients can access the core services, which is handled using claim-based access control and certificates [49]. Services and associated metadata are stored in the Registry Database which is accessed using the Object-Relational Mapping (ORM) Layer. Finally, the QoS Monitor is responsible for regularly measuring the current QoS values. The overall system is implemented in C# using the Windows Communication Foundation [46]. Due to the platform-independent architecture, the Client Library can be provided for different platforms (e.g., C# and Java).

There are several core services. The Publishing/Metadata Service is used to publish services and metadata into the Registry Database. Furthermore, the Management Service is responsible for managing
user information (e.g., name, password, etc.) whereas the Query Engine is used to query the Registry Database. The Notification Engine informs users when certain events of interest occur inside the runtime, while the Composition Engine [59] provides mechanisms to compose services by specifying hard and soft constraints on QoS attributes. In this paper, we focus on the main requirements for our client-side mediation approach which are the Metadata Service (including the models for metadata, services and QoS), the Query Engine, and the dynamic binding, invocation and mediation mechanisms.

2.2.5 Contribution Evaluation

We give an evaluation of the VRESCo runtime focusing on the topics covered in this paper. The purpose of this evaluation is twofold: firstly, we show the runtime performance regarding service querying, rebinding, and mediation by using synthetic data. The main goal of this evaluation is to analyze the performance impact of each aspect in isolation. Secondly, we combine these aspects into a coherent end-to-end evaluation using an order processing workflow. The main goal is to understand the influence of each aspect with regard to the overall process duration in a realistic setting. Additionally, we show how the individual results of the first part interrelate in an end-to-end setting. For mediation, rebinding and end-to-end evaluation we have created different sets of test services and QoS configurations (with varying response times) using the Web service generation tool GENESIS [26].

2.2.6 Conclusions

One of the main promises of SOC is the provisioning of loosely-coupled applications based on the publish-find-bind-execute cycle. In practice, however, these promises can often not be kept due to the lack of expressive service metadata and type-safe querying facilities, explicit support for QoS, as well as support for dynamic binding and mediation. In this paper, we have proposed the QoS-aware VRESCo runtime environment which has been designed with these requirements in mind.

2.3 Cost-Based Optimization of Service Compositions

Contributing partners: Vienna University of Technology (TUW)
2.3.1 Background

Service-based applications have seen tremendous research activity in the last years, with many important results being generated around the world. However, to fully realize its potential, research and industry alike need to focus more strongly on non-functional properties and quality issue of services. In the business world, QoS promises are typically defined within legally binding Service Level Agreements (SLAs) between clients and service providers, represented, e.g., using WSLA. SLAs contain Service Level Objectives (SLOs), i.e., concrete numerical QoS objectives, which the service needs to fulfill. If SLOs are violated, agreed upon monetary consequences go into effect. For this reason, providers generally have a strong interest in monitoring SLAs and preventing violations, either by using post mortem analysis and optimization [74], or by runtime prediction of performance problems [39]. We argue that the latter is more powerful, allowing to prevent violations before they have happened by timely application of runtime adaptation actions.

2.3.2 Problem Statement

However, preventing SLA violations is, in general, not for free. For instance, some alternative services usable in a composition may provide faster response times (thereby improving the end-to-end runtime of the composite service, and reducing the probability of violating runtime related SLOs), but those services are often more expensive than slower ones. Therefore, there is an apparent tradeoff between preventing SLA violations and the inherent costs of doing so. We argue that this tradeoff is currently not covered sufficiently in research. Instead, researchers assume that the ultimate goal of service providers is to minimize SLA violations, completely ignoring the often significant costs of doing so (e.g., [42, 27]).

2.3.3 Contribution Relevance

In this paper, we contribute to the state of the art by formalizing this tradeoff as an optimization problem, with the goal of minimizing the total costs (of violations and applied adaptations) for the service provider. We argue that this formulation better captures the real goals of service providers. Additionally, we present possible algorithms to solve this optimization problem efficiently enough to be applied at composition runtime.

2.3.4 Contribution Summary

In the paper, we model the decision process of a service provider as in Equation 2.1. Therein, $TC$ are the total costs for the service provider; $S$ contains all SLOs contained in the SLA of the provider; $e^d_{sx}$ is an estimation function capturing the predicted costs for SLA violations; $A^*$ is the set of applied adaptation actions (from the set $A$ of potential adaptations); $c(a_x)$ are the costs of applying adaptation action $a_x$; finally, $v(A^*)$ is a penalty term that captures whether $A^*$ contains any conflicting adaptation actions. For more details, please refer to the original paper.

\[
TC(A^*) \approx v(A^*) + \sum_{s_x \in S} e^d_{sx} + \sum_{a_x \in A^*} c(a_x) \rightarrow \min
\]  

In addition to the optimization problem formalization, we also discuss different approaches for finding solutions to this problem. Firstly, we present a deterministic branch-and-bound approach, which is guaranteed to find the optimal solutions. However, given the problem structure and the generally very large solution space, for many problem instances a deterministic solution is unfeasible. For these cases,
we present two alternative heuristic approaches: a local search algorithm, which finds solutions very efficiently, and a genetic algorithm based approach, which takes more time to find solutions but is able to evade local optima.

2.3.5 Contribution Evaluation

In the paper, we evaluated our approach based on an illustrative example, which has been implemented using .NET Windows Communication Foundation\(^1\) (WCF) technology and the VRESCo SOA runtime environment on a server running Windows Server Enterprise 2007, Service Pack 2. The machine was equipped with 2 2.99GHz Xeon X5450 processors and 32 GByte RAM. More details on the experimental setup can be found in the accompanying experimentation web page\(^2\).

Drawing conclusions from our experiments, we note that Branch-and-Bound is applicable in situations where just a small set of actions is available. If more actions are available, Memetic Algorithms and GRASP are interesting candidate algorithms. GRASP produces good solutions in very little time and can generally be used even for short-running compositions where adaptation decisions need to be taken in a short time frame (below 1 second). Memetic Algorithms are very promising in case of long-running compositions, where the time necessary to find a solution is not critical. Memetic Algorithms often produce slightly better solutions than GRASP, but take much more time to do so. In a second set of experiments, we also evaluated the end-to-end effectiveness of our system. That is, we analyze if the system fullfills its main promise, preventing SLA violations and reducing the total costs for the service provider. As can be seen in the paper, our system fulfills its main promise: in the example case, the total number of SLO violations decreases to about 28% of the number of predicted violations. However, we can also see that it does not primarily prevent violations, but rather aims at minimizing the costs of violations. Thereby, the total costs for the service provider can be reduced to 56% of the predicted costs.

2.3.6 Conclusions

For providers of composite Web services, it is essential to be able to minimize cases of SLA violations. One possible route to achieve this is to predict at runtime, which instances are in danger of violating SLAs, and to apply various adaptation actions to these instances only. However, it is not trivial to identify which adaptations are the most cost-effective way to prevent any violation, or if it is at all possible to prevent a violation in a cost-effective way. In this paper, we have modelled this problem as a one-dimensional, discrete optimization problem. Furthermore, we have presented both, deterministic and heuristic solution algorithms. We have evaluated these algorithms based on a manufacturing case study, and shown which types of algorithms are better suited for which scenarios.

2.4 Towards Optimizing the Non-Functional Service Matchmaking Time

**Contributing partners:** University of Crete

**Status:** conditionally accepted (as a poster paper) at WWW’12

2.4.1 Background

One of the main drivers and mechanisms towards the Internet of Services (IoS), where millions of services will be available to users through a converged information, communication, and service infrastructure, is service-orientation as it promises the automatic construction of novel, added-value applications through the discovery and composition of services. However, service-orientation has not yet kept up

\(^1\)http://msdn.microsoft.com/en-us/library/ms735967(VS.90).aspx

\(^2\)http://www.infosys.tuwien.ac.at/prototype/VRESCo/experimentation.html
to its promises as it relies on a specific architecture, in which the service broker role, associated to the
discovery of services, has not been successfully fulfilled by the current implementations. Such imple-
mentations lack the appropriate scalability that is required for matching millions of services and rely on
service discovery mechanisms that are not very efficient in terms of matchmaking time and accuracy.

Concerning the functional service discovery, the state-of-the-art research work [10, 56, 31] relies on
using semantic I/O-based service descriptions and exploits Semantic Web techniques to perform the func-
tional service matchmaking. It has been shown that such work has a very good matchmaking time but not
a perfect accuracy as it does not rely on the service goals, expressed by service pre- and post-conditions,
as such descriptions are not yet provided by the service providers. Another line of work [16, 69, 52, 35]
has focused on scalability issues and on further optimizing the matchmaking time by appropriately orga-
nizing the service advertisement and query space.

2.4.2 Problem Statement

While the research status concerning functional service discovery is satisfactory, the same cannot be
stated for non-functional service discovery. The state-of-the-art approaches [11, 36] in the latter sub-area
exhibit perfect accuracy and have mainly focused on optimizing the time required to matchmake a single
non-functional request-to-advertisement pair by exploiting appropriate constraint solving techniques.
However, they have not yet focused on optimizing the overall non-functional matchmaking time. To this
end, they can take significant time to match a set of hundreds or thousands of non-functional service
advertisements against a non-functional service request, so they are not yet appropriate for the move to
the IoS era. In addition to the above problem, there have not been approaches focusing on scalability
issues.

Thus, there is a need for scalable non-functional service discovery techniques that can appropriately
manage a vast amount of non-functional service advertisements and optimize the time needed to match
them against non-functional service requests. If such techniques were coupled with those proposed
in functional service discovery, then a better service broker implementation would have been realized,
which could enable users and automated agents to discover those services that perfectly match their
tasks both functionally and non-functionally in a timely manner and with the appropriate, if not perfect,
accuracy.

2.4.3 Contribution Relevance

By exploiting the matchmaking metric of the approach in [36], this work partially closes the above
gap by proposing two different matchmaking techniques which are able to optimize the overall non-
functional service matchmaking time without sacrificing matchmaking accuracy. This is shown both
theoretically and empirically by comparing these two novel techniques against the most prominent state-
of-the-art one proposed in [36] in terms of matchmaking time. In fact, one of these two techniques,
called “Unary matching” technique, is shown to be far better than the other and the prominent one
not only concerning matchmaking but also insertion, deletion, and update time. Another significant
advantage of the proposed work is that both techniques can be easily distributed in order to realize
scalable matchmaking mechanisms.

2.4.4 Contribution Summary

The first proposed technique, called “Subsumes matching” technique, relies on the “subsumes” type of
matchmaking metrics and on the fact that if a non-functional service specification $A$ subsumes another
specification $B$ then it will also subsume all the specifications that are subsumed by $B$. To this end, it
organizes the non-functional service advertisement space in such a way that the number of non-functional
request-to-advertisements pairs examined is less than that of the state-of-the-art approach. In particular,
it constructs a forest of “subsumes” trees, where each node corresponds to a non-functional service
advertisement and a parent node in each tree subsumes all of its children nodes. In this way, when a service request is issued, it is compared against the nodes of each tree from the root until the leaves. However, if it is found that it subsumes a specific node, then there is no need to go further down to the node’s children/descendants as the request will certainly match/subsume them.

It is obvious that this technique is quicker than the state-of-the-art one, as each one uses the same matchmaking metric but the first technique performs less comparisons. However, the construction and update of a forest of “subsumes” trees is more costly than the construction and the update of a list of service advertisements (as it is the case for the prominent approach). To this end, this technique exhibits a higher insertion, deletion, and update time with respect to the prominent approach. This technique can be distributed by assigning the responsibility of matching a subset of the subsumes trees to different nodes.

The second proposed technique (i.e., the "Unary matching" one) relies on similar techniques performed in functional service matchmaking [10] in order to appropriately organize the non-functional service advertisement space. In particular, it maintains for each non-functional metric/property an ordered set of limits, where each limit may correspond to one or more non-functional specifications containing a respective metric bound or equality constraint on the limit’s value. To this end, when a non-functional service request is issued, each of its unary constraints are examined based on their containing metric. Depending on the metric bound and constraint type, a sub-part of the metric’s ordered list of limits is examined so as to produce a list of the matching non-functional advertisements’ URIs. For instance, if the request constraint is of the form: \( X \leq a \), then the limits that are equal or less to \( a \) are examined and the URIs of the non-functional specifications that have constraints of the form \( X \leq a_1 \), or \( X == a_1 \), where \( a_1 \leq a \), are collected. For each request constraint, its constructed URI list is concatenated with that of the previous constraint. If the URI list concatenation is empty, then the non-functional request does not have a matching advertisement. Otherwise, after the processing of the last request constraint, the final, concatenated URI list contains all the URIs of the advertisements that match the request.

The second technique is quicker than the other proposed technique as well as the prominent matchmaking approach not only in terms of matchmaking but also insertion, deletion, and update time. Moreover, due to the way it organizes the advertisement space, it can be easily distributed by assigning the responsibility of matching a sub-set of all non-functional metrics to different nodes. Its sole drawback is that it relies on exploiting only unary-constrained non-functional service specifications.

2.4.5 Contribution Evaluation

The two proposed techniques were both theoretically and empirically evaluated against the most prominent non-functional service matchmaking approach [36]. The results reported validate the comparison statements referenced in the previous subsection. In particular, the results showed that the “Unary matching” technique is far better than the other two techniques and more scalable. In addition, they showed that both proposed techniques significantly outperform the state-of-the-art technique in terms of matchmaking time.

2.4.6 Conclusions

This work has proposed two novel techniques that are able to optimize the overall non-functional service matchmaking time with respect to the state-of-the-art research work. The “Unary matching” proposed technique scales better than the other one and exhibits significant advantages in matchmaking as well as insertion, deletion, and update time against the state-of-the-art work and the other proposed technique. However, it is only able to deal with unary-constrained non-functional service specifications. This disadvantage is solved by the “Subsumes matching” technique which optimizes the non-functional service matchmaking time but pays the price of higher insertion, deletion, and update time. Both techniques can be distributed and incorporated in scalable, distributed service discovery mechanisms. Future work will concentrate on not only optimizing the insertion, deletion, and update time of the “Subsumes matching”
technique but also on developing scalable and distributed, functional and non-functional service discovery mechanisms that incorporate these two novel non-functional service matchmaking techniques. In this way, if the latter mechanisms are exploited by a service broker, then the vision of the Internet of Services will come closer to its realization.

2.5 Cost Reduction Through SLA-driven Self-Management

**Contributing partners:** INRIA

**Status:** Presented at the 9th IEEE European Conference on Web Services (ECOWS’11), 14th–16th September, 2011, Lugano, Switzerland.

2.5.1 Background

The Service-Oriented Computing (SOC) promotes the conception of service-based applications on top of loosely-coupled services from distinct providers [54]. The relationship between services are defined by means of electronic contracts which are often represented by Service-Level Agreements (SLAs). The SLA defines the obligations of both provider and customer services which includes the quality that should be provided by the provider [4, 6].

Because service execution environment is distributed, service providers often take advantage of distributed computing infrastructures as clouds [1, 53, 44] and grids [17, 24]. On the one hand, clouds provide resources on-demand along with an accounting model which allows service providers to pay for resources according to their usage. On the other hand, grids provide further programming abstractions useful for managing service instances on distributed resources.

2.5.2 Problem Statement

Cost reduction is a common concern among service providers once it positively contributes to increase their profit. However, it is a challenge to reduce costs while maintaining conformance to SLAs on top of distributed infrastructures. Indeed, just assuring the quality properties described in the SLA is a complex task owing to service load fluctuations and unpredictable faults. Moreover, it is not trivial by far to understand and translate high-level quality metrics and map them to system configuration in order to properly configure service instance to meet the agreed QoS (Quality of Service). In addition to these issues, the fact of dealing with a distributed environment makes harder to build a solution for the stated problem.

2.5.3 Contribution Relevance

Most of current work which tackles SLA management in SOC does not specify actual low-level mechanisms which ensure QoS properties. These approaches typically ensure QoS by replacing services by other services which probably are more suitable for guaranteeing the QoS. Moreover, this service replacement solution is placed in the service composition level where composite services are composed based on simpler services [23, 19]. However, such approaches do not address how basic, atomic services guarantee QoS properties. Additionally, further approaches have addressed SLA management in the context of large-scale distributed applications, such as e-science applications deployed on grids, or multi-tier enterprise applications deployed on clusters [18, 5, 25]. Even though these latter approaches considers SLA aspects, they do not address meeting the business objectives of service providers which involve profit aspects.
2.5.4 Contribution Summary

This work relies on the Qu4DS (Quality Assurance for Distributed Services) framework for managing SLA by minimizing provider costs. In this context, costs refer to infrastructure usage and fine payments owing to SLA violations. In order to reduce costs on infrastructure usage, Qu4DS shares a pool of booked resources among distinct SLA contracts. Regarding fine payments, Qu4DS prevents SLA violations by providing QoS assurance mechanisms which handle dynamic events, such as resource shortages and execution faults. The QoS assurance mechanisms are guided by configurable strategies which attempt to minimize fine payments by choosing the most suitable request to abort in case of resource shortages.

Furthermore, Qu4DS integrates a rich set of QoS management mechanisms which address SLA lifecycle, i.e., from SLA template creation to service termination. Qu4DS builds on a simple interface which is compatible with modern grid and cloud IaaS interfaces. In order to map resource-level configurations to QoS metrics, Qu4DS specifically translates QoS metrics to the right resource requirements able to meet the agreed QoS. Based on the translate resource requirements, resources are acquired on-demand through a common cloud IaaS interface. Then, service instances and requests are dealt with by managing jobs on the booked resources through a grid interface which is based on the Simple Grid API (SAGA) [17]. Moreover, in order to accommodate fluctuating service loads and unpredictable faults, Qu4DS uses dynamic adaptation techniques based on multiple interacting control loops. These control loops are configurable with distinct adaptation policies which allows to extend the applicability of the framework.

2.5.5 Contribution Evaluation

The flac2ogg service provider was implemented by using Qu4DS in order to evaluated Qu4DS effectiveness in performing SLA-driven self-management. The flac2ogg is a service provider which encodes audio files by compressing FLAC [70] files to the OGG [71] format. It concerns a Master/Worker application which delegates to Qu4DS the task of managing the execution of its workers during request treatment. Additionally, Qu4DS also assists the flac2ogg provider by managing contract negotiation, translating QoS to resource requirements, booking resources and deploying flac2ogg instances with the right resource configuration. In addition, Qu4DS treats customer requests by reacting to resource shortages or job faults and delays which may compromise to satisfy the agreed QoS.

The Qu4DS framework has been evaluated through experiments on top of Grid5000 [9]. A total of forty-three resources were used for a customer demand composed by fifteen customers with distinct types of SLA. Qu4DS showed to be efficient by reacting to faults and thus successfully treating customer requests. During resource shortages, Qu4DS managed to choose the more suitable request to treat by aiming at increasing the provider profit. These actions were favorable for increasing the provider thus approximating the general provider profit to the ideal profit. More details about this experiment can be found in [15].

2.5.6 Conclusions

This work presented the Qu4DS framework which supports to build services on top of distributed infrastructures, such as IaaS clouds. The framework provides SLA management features which enables service provider to negotiate, instantiate and deliver their service in accordance to quality properties held by the SLA terms. More specifically, Qu4DS offer an automatic support for service execution management by taking into account SLA prices, fines, and infrastructure costs. Therefore, the approach proposed by this work fills the gap between higher-level service objectives and the runtime environment by providing actual mechanisms which manage service execution on distributed infrastructures.

Finally, Qu4DS design relies on configurable and extensible control loops which allow to increase the framework applicability to further application domains, workload characteristics and adaptation objectives. A case study was implemented and evaluates on Grid5000 which demonstrates the framework
effectiveness in increasing the provider profit while maintaining SLA compliance in dynamic and distributed environments.

2.6 Autonomic SLA-aware Service Virtualization for Distributed Systems

Contributing partners: SZTAKI, Vienna University of Technology (TUW)

Status: Presented at the 19th Euromicro International Conference on Parallel, Distributed and Network-Based Computing (PDP’11)

Keywords: Cloud Computing, SLA-negotiation, Service Brokering, On-demand deployment

2.6.1 Background

Cloud Computing citeBuyya2009 builds on the latest achievements of diverse research areas, such as Grid Computing, Service-oriented computing, business processes and virtualization. Both Grids and Service Based Applications (SBAs) already provide solutions for executing complex user tasks, but they are still lacking non-functional guarantees. The newly emerging demands of users and researchers call for expanding service models with business-oriented utilization (agreement handling) and support for human-provided and computation-intensive services. Providing guarantees in the form of Service Level Agreements (SLAs) are highly studied in Grid Computing. Nevertheless in Clouds, infrastructures are also represented as a service that are not only used but also installed, deployed or replicated with the help of virtualization.

2.6.2 Problem Statement

In Cloud infrastructures services are not only used but also installed, deployed or replicated with the help of virtualization. These services can also appear in complex business processes, which further complicates the fulfillment of SLAs in Clouds. For example, due to changing components, workload and external conditions, hardware and software failures, already established SLAs may be violated. Frequent user interactions with the system during SLA negotiation and service executions (which are usually necessary in case of failures), might turn out to be an obstacle for the success of Cloud Computing. Thus, there is demand for the development of SLA-aware Cloud middleware, and application of appropriate strategies for autonomic SLA attainment. Despite cloud computing’s business-orientation, the applicability of Service-level agreements in the Cloud middleware is rarely studied, yet [76]. Most of the existing work address provision of SLA guarantees to the consumer and not necessarily the SLA-based management of loosely coupled Cloud infrastructure. In such systems it is hard to localize where the failures have happen exactly, what the reason is for the failure and which reaction should be taken to solve the problem. Such systems are implemented in a proprietary way, making it almost impossible to exchange the components (e.g. use another version of the broker). Autonomic Computing is one of the candidate technologies for the implementation of SLA attainment strategies. Autonomic systems require high-level guidance from humans and decide, which steps need to be done to keep the system stable [29]. Such systems constantly adapt themselves to changing environmental conditions. Similar to biological systems (e.g. human body) autonomic systems maintain their state and adjust operations considering changing components, workload, external conditions, hardware and software failures.

2.6.3 Contribution Relevance

In this contribution we have introduced a novel architecture considering resource provision using a virtualization approach and combining it with the business-oriented utilization used for the SLA agreement
handling. The solution can be used to autonomously manage diverse service infrastructures for on-demand service provision based on SLAs. We also exemplified how autonomic behaviour appears in the architecture in order to cope with changing user requirements and on-demand failure handling.

2.6.4 Contribution Summary

The main contributions of this paper include: (i) the presentation of the novel loosely coupled architecture for the SLA-based Service virtualization and on-demand resource provision, (ii) description of the architecture including meta-negotiation, meta-brokering, brokering and automatic service deployment with respect to its autonomic behaviour, and (iii) the validation of the SSV architecture with a biochemical case study in a Cloud simulation environment.

2.6.5 Contribution Evaluation

In order to evaluate our proposed SSV solution, we use a typical biochemical application as a case study called TINKER Conformer Generator application using molecular modeling for drug development, which was gridified and tested on production Grids. The application generates conformers by unconstrained molecular dynamics at high temperature to overcome conformational bias then finishes each conformer by simulated annealing and energy minimization to obtain reliable structures. Its aim is to obtain conformation ensembles to be evaluated by multivariate statistical modeling. This use case can be regarded as a special, corresponding case of the S-Cube EHEALTH-BG-03 scenario called "Easier Planning of Examinations and Treatments". For the evaluation, we have created a general simulation environment, in which all stages of service execution in the SSV architecture can be simulated and coordinated in both Cloud and Grid environments. SLA parameters have been predefined for each task of the application, and have been evaluated resource selection at runtime. From the achieved results we can clearly see that the simulated SSV architecture using different distributed environments outperforms the former solution using only Grid resources. Comparing the different deployment strategies we can see that on demand deployment introduces some overhead, but service duplication can enhance the performance and help to avoid SLA violations with additional virtual machine deployment costs.

2.6.6 Conclusions

The presented general, conceptual SSV architecture is built on three main components: the Meta-Negotiator responsible for agreement negotiations, the Meta-Broker for selecting the proper execution environment, and the Automatic Service Deployer for service virtualization and on-demand deployment. We have also discussed how the principles of autonomic computing are incorporated to the SSV architecture to cope with the error-prone virtualization environments. The proposed service virtualization architecture is validated in a simulation environment based on CloudSim, using a general biochemical application as a case study. The evaluation results clearly fulfil the expected utilization gains compared to a less heterogeneous Grid solution.
Chapter 3

Conclusions

3.1 Outlook and Future Research Challenges

This deliverable introduces a novel service runtime infrastructure, which will incorporate an active and QoS-aware registry and client components. This infrastructure ensures SLA compliance and suggests services as well as ad-hoc processes. The presented results related to elements and aspects of infrastructure and higher level mechanisms for specifying SLAs in regard of QoS requirements. These mechanisms are targeting the objectives of the 2.3 package.

To summarize the significant contributions: TUW studied the combination of service metadata, Quality of Service, service querying, dynamic binding and service mediation. Further, in their work the cost of adaptation on SLA violations is discussed. A third aspect is the establishment of some QoS in a service-based crowd environment. UoC propose two alternative techniques for improving the non-functional service matchmaking time. INRIA’s studies consider a SLAs management which satisfies the customers requirements and also their own business objectives, such as maximizing profits. Finally, SZTAKI introduces an SLA-aware Service Virtualization architecture that provides non-functional guarantees in the form of SLAs and consists of a three-layered infrastructure including agreement negotiation, service brokering and on demand deployment.

The deliverable is a collection of scientific papers, either published in conference proceedings, journals, or very recent work still under review, and organized along the research directions of WP-JRA-2.3. The papers all have been peer reviewed which ensures that the papers represent significant contributions to service-based system research and they demonstrate a final progress in the WP. The positioning of the papers within the adaptation framework, their relationship to the WP-JRA-2.3 research goals and vision and to other research WPs are exposed in Section 1.5. A more in detail discussion follows in Chapter 2. Here each contribution gives background information, states the problem statement, and the contribution relevance. This is followed by a contribution summary, an evaluation description and a conclusion with future ideas.

Despite the fact that the present deliverable is the last in the JRA-2.3 Workpackage series, all contributors agree, that future work will not only continue on individual tracks, but also consider collaborations that have certainly also been promoted in the context of SCube. The work on Self-* Service Infrastructures and Service Discovery Support will continue also after the project’s end with the hot topic of Cloud Computing rising in the service infrastructure community. The trend can also be recognized from some of the contributions in this deliverable.
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Abstract. Crowdsourcing has emerged as an important paradigm in human problem-solving techniques on the Web. One application of crowdsourcing is to outsource certain tasks to the crowd that are difficult to implement in software. Another potential benefit of crowdsourcing is the on-demand allocation of a flexible workforce. Businesses may outsource tasks to the crowd based on temporary workload variations. A major challenge in crowdsourcing is to guarantee high-quality processing of tasks. We present a novel crowdsourcing marketplace that matches tasks to suitable workers based on auctions. The key to ensuring high quality lies in skilled members whose capabilities can be estimated correctly. We present a novel auction mechanism for skill evolution that helps to correctly estimate workers and to evolve skills that are needed. Evaluations show that this leads to improved crowdsourcing.
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1 Introduction

Today, ever changing requirements force in-house business processes to rapidly adapt to changing situations in order to stay competitive. Changes involve not only the need for process adaptation, but also, require an additional inclusion of new capabilities and knowledge, previously unavailable to the company. Thus, outsourcing of parts of business processes became an attractive model. This work, in particular, focuses on a distinguished recent type of outsourcing called crowdsourcing. The term crowdsourcing describes a new web-based business model that harnesses the creative solutions of a distributed network of individuals [4], [18]. This network of humans is typically an open Internet-based platform that follows the open world assumption and tries to attract members with different knowledge and interests. Large IT companies such as Amazon, Google, or Yahoo! have recognized the opportunities behind such mass collaboration systems [8] for both improving their own services and as business case. In particular, Amazon focuses on a task-based marketplace that requires explicit collaboration. The most prominent platform they currently offer is Amazon Mechanical Turk (AMT) [3].
Requesters are invited to issue human-intelligence tasks (HITs) requiring a certain qualification to the AMT. The registered customers post mostly tasks with minor effort that, however, require human capabilities (e.g., transcription, classification, or categorization tasks [11]).

Reasons for companies to outsource tasks to a crowd platform are flexibility, high availability, and low costs. Workers from all over the world and different timezones are allowed to register with the platform. With 90% of tasks processed at a cost of $0.10 and less, the same task is usually also offered to multiple AMT workers. However, crowdsourcing platforms are loosely-coupled networks with members of different interests, working style, and cultural background. The flexible crowd structure allows workers to join and leave at any time. This hampers to predict or guarantee the quality of a task’s result. There are crowd providers such as CrowdFlower [6] that broker crowd resources to customers to overcome quality and reliability issues.

However, managing and adapting the crowd’s skills and resources in an automated manner remains challenging. Crowd customers prefer fully automated deployment of their tasks to a crowd, just as in common business process models. In this paper, we base our solution on the service-oriented architecture (SOA) paradigm. SOAs are an ideal grounding for distributed environments. With their notion of the participants as services and registries, resources can be easily and even automatically discovered for composing whole business processes. A plethora of standards supports seamless integration and registration of new services, and provides protocols for communication, interaction and control of the components. Altogether, we believe SOAs provide an intuitive and convenient technical grounding to automate large-scale crowdsourcing environments. Important to note, today SOA not only includes software-based services, but also Human-Provided Services [16] and BPEL4People [2] for human interactions in business processes and allow to host mass collaboration environments.

The main challenges addressed in this work relate to building and managing an automated crowd platform. It is not only of importance to find suitable workers for a task and to provide the customer with satisfying quality, but also, to maintain a motivated base of crowd members and provide stimulus for learning required skills. Only a recurring, satisfied crowd staff is able to ensure high quality and high output. As any crowd, fluctuations must be compensated and a skill evolution model must support new and existing crowd workers in developing their capabilities and knowledge. Finally, the standard processes on such a platform should be automated and free from intervention to handle the vast amount of tasks and to make it compatible with a SOA approach. Atop, the model should increase the benefit of all participants. In detail, we provide the following contributions in this paper:

- Automated matching and auctions. For providing a beneficial distribution of the tasks to the available resources we organize auctions according to novel mechanisms.
- Stimulating skill evolution. In order to bootstrap new skills and unexperienced workers we provide skill evolution by integrating assessment tasks into our auction model.
Evaluation. Experiments quantify the advantages of a skill evolution based approach in comparison to traditional auctions.

The remainder of this paper is structured as follows: In Section 2 related work is discussed. Section 3 describes the design of our crowdsourcing system, including its actors and their interaction. Then, Section 4 details our adaptive auction mechanisms and Section 5 presents the conducted experiments and discusses their results. Section 6 concludes the paper and points to future work.

2 Related Work

In this work we position crowdsourcing in a service-oriented business setting by providing automation. In crowdsourcing environments, people offer their skills and capabilities in a service-oriented manner. Major industry players have been working towards standardized protocols and languages for interfacing with people in SOA. Specifications such as WS-HumanTask [10] and BPEL4People [2] have been defined to address the lack of human interactions in service-oriented businesses [14]. These standards, however, have been designed to model interactions in closed enterprise environments where people have predefined, mostly static, roles and responsibilities. Here we address the service-oriented integration of human capabilities situated in a much more dynamic environment where the availability of people is under constant flux and change [5]. The recent trend towards collective intelligence and crowdsourcing can be observed by looking at the success of various Web-based platforms that have attracted a huge number of users. Well known representatives of crowdsourcing platforms include Yahoo! Answers [20] (YA) and the aforementioned AMT [3]. The difference between these platforms lies in how the labor of the crowd is used.

YA, for instance, is mainly based on interactions between members. Questions are asked and answered by humans, thereby lacking the ability to automatically control the execution of tasks. The interesting aspect of YA relevant for our crowdsourcing approach is the role of two-sided markets [13]. In YA, users get 100 points by signing-up to the platform [19]. For each answer being provided, users get additional points (more points if the answer is selected as best answer). However, users get negative points if they ask questions, thereby encouraging members to provide answers. Based on the rewarding scheme in YA, users tend to have either role – being answerer or asker – instead of having both roles. In the context of YA and human-reviewed data, [17] provided an analysis of data quality, throughput and user behavior. In contrast, AMT offers access to the largest number of crowdsourcing workers. With their notion of HITs that can be created using a Web service-based interface they are closely related to our aim of mediating the capabilities of crowds to service-oriented business environments. According to one of the latest analysis of AMT [11], HIT topics include, first of all, transcription, classification, and categorizations tasks for documents and images. Furthermore, there is also tasks for collecting data, image tagging, and feedback or advice on different subjects. The major challenges are to find
on request skilled workers that are able to provide high quality results for a particular topic (e.g., see [1]), to avoid spamming, and to recognize low-performers. To the best of our knowledge, these problems are still not faced by AMT. In this work we focus on these issues. The shortcoming of most existing real platforms is the lack of detailed skill information. Most platforms have a simple measure to prevent workers (in AMT, a threshold of task success rate can be defined) from claiming tasks. In [15], the automated calculation of expertise profiles and skills based on interactions in collaborative networks was discussed. In this work, we introduce a novel auction mechanism to promote skill evolution in crowdsourcing environments. Compared to open bidding systems used by popular online auction markets such as eBay [9], our auction mechanism is a closed bidding system similar to public procurement. In [7], a model of crowdsourcing is analyzed in which strategic players select among, and subsequently compete in, contests. In contrast, the presented approach in this paper supports the evolution of worker skills through auction mechanisms.

3 Design of Marketplaces in Crowdsourcing

The core activity in task-based crowd environments is members providing their labor by processing tasks. In this section, we explain our idea of task-based crowdsourcing on a market-oriented platform. The aim is to organize and manage the platform to the satisfaction and benefit of all participants: crowd members and platform provider. We will now introduce the basic design of the proposed crowdsourcing environment.

3.1 Skill-based Task Markets

In task markets different stakeholders can be identified. Generally, there is the requesters and workers representing the registered members of a crowd marketplace. The task of the third stakeholder, the crowd operator in between, is to manage the crowd task auctions. To satisfy any of the stakeholders the operator must assure that the requesters obtain a result of high quality in a timely manner. On the other hand, the workers would like to have tasks available whenever they are motivated to work and are interested in a high reward for processing a task. The operator itself works towards a long-term profit. To bootstrap the skill-based system, each member interested in offering of processing tasks is required to create a profile containing information about her/his interests and skills. The basic interactions and an external view on the proposed crowdsourcing environment are depicted in Fig. 1. The crowdsourcing environment consists of members who can participate in transactions (see Fig. 1(a)). Within a particular transaction a member can either adopt the role of a requester R, who initiates a transaction by announcing tasks (see Fig. 1(b)), or the role of a worker W, who processes a task. We propose a crowdsourcing marketplace that handles transactions transparently for its members; requesters and workers do not communicate directly, but only with the crowdsourcing marketplace in between. We
argue that this standardized style of interaction is less prone for misconceptions and more efficient because it allows members getting used to the system. Tasks (Fig. 1(b)) are created by requesters based on their current needs. Requesters initiate a transaction by submitting a task to the marketplace, with additional information about the amount of money he is willing to pay for the processing of the task and additional requirements (Fig. 1(c)). It is the responsibility of the marketplace operator to find a suitable worker, to submit the task to the worker, to collect the result, and to transmit it to the requester.

The interaction of a worker with the market platform is initiated by the latter by asking a member whether s/he is interested in processing a task (Fig. 1(d)). This interest can be expressed by bidding for the task. Workers have skill profiles denoted by the symbol $P$. These profiles are not statically defined, but are updated based on the level of delivered task quality. This procedure ensures an up-to-date view on workers’ capabilities and skills. Based on the bids and background information about the bidders, the system selects one or multiple workers, who are then asked to process the task.

3.2 Towards Auction-based Crowdsourcing

Auctions are a very old idea already used by the Babylonians but still an active area of research. The rise of e-commerce has drastically increased the number and diversity of goods traded via auctions. Many recently installed markets, such as energy or pollution permit markets, are based on auctions [12]. There are many different flavors of auctions differing in the number of items considered (single/multi item), the number of buyers and sellers (demand/supply/double auction), the bidding procedure (open/closed bids and ascending/descending), and how the price is determined (e.g., first/second price); however, four standard types are widely used [12]. They all assume a single seller and multiple buyers (demand auction) and, in their simplest forms, a single item to sell (single-item auction). The so-called English auction is an ascending open-bid auction, the Dutch auction is a descending open-bid auction. The other two standard auction types are closed-bid auctions, i.e., each bidder submits a single bid which is hidden for other buyers. We use an adapted version of a closed-bid auction; a single auction deals with the matching of one task to one or many crowd workers (single-item demand auction). We will introduce our crowdsourcing auction mechanisms in the following sections.
4 Auction-based Task Assignment

In the following we discuss the steps involved in transaction processing and outline the novel idea of skill evolution.

4.1 Processing of Transactions

Figure 2 illustrates the steps involved in the internal processing of a transaction. In the qualification step the marketplace identifies all members capable of processing the task (Fig. 2(a)), based on the task description and the members’ profiles. The preselection chooses a limited number of the most suitable workers (Fig. 2(b)) to have a reasonable amount of participants for the auction. The preselection step helps to avoid a flooding of auction announcements. In this way members are only exposed to tasks/auctions for which they actually have a realistic chance of being accepted as worker. Due to the voluntary, open nature of crowdsourcing environments, not all preselected workers may decide to follow the invitation to compete in an auction.

This fact is depicted by the transition phase between Fig. 2(b) and Fig. 2(c) where only a subset of preselected workers decides to participate. The auction phase (Fig. 2(c)) allows each participant to submit an offer and finally, a winner is determined who is supposed to process the task. In the case of a successful processing the marketplace returns the final result to the requester, handles the payment, and allows the requester to give feedback about the transaction in the form of a rating (Fig. 2(d)).

As mentioned before, tasks come with a description, a maximum amount of money the requester is willing to pay and further requirements, i.e., time requirements and quality requirements. The former is typically given in the form of a deadline, the latter could range from a simple categorization (e.g., low, high) to sophisticated quality requirement models. Each worker has a self-provided profile describing her/his skills and, additionally, the marketplace operator is keeping track of the actual performance. We propose to maintain a performance value per user and skill, encoded as tuple consisting of the observed performance and the confidence in that value. The input used to generate these performance values comes from the ratings of the requesters and a check whether the deadline was met, which can be performed by the system without feedback from the
requester. The qualification phase is based on a matching of the task description to the skills of the members considering their performance and confidence values. Higher requirements impose higher standards on the performance of the member. The result of this matching is a boolean value indicating whether a member is meeting the minimum requirements. In the next step, the preselection, the qualified members are ranked based on skill, performance, and the confidence in the performance; only the top-$k$ members are chosen to participate in the auction. This helps to reduce the number of auction requests to members in order to avoid spamming members and to spare members the frustration caused by not winning the auction. The marketplace operator as the auctioneer hides parts of the task’s data. Workers only see the task description and the time and quality requirements, but not the associated price determined by the requester. The auction is performed as a closed bid auction, whereas each participant is only allowed one bid. At the end of the auction a winner is determined based on the amounts of the bids and the performance-confidence combination of the bidders’ skills. If all bids are higher than the amount the requester is willing to pay the auctioneer would typically reject all bids and inform the requester that the task cannot be assigned under the current conditions. In this case the requester could change the task by increasing the earnings, lowering the quality requirements or extending the deadline and resubmit the task. With a selection strategy outlined in more detail in the next section the marketplace assigns the task to the worker for processing. After the processing of the task by the worker and the receipt of rating information, the performance of the worker is adjusted and the confidence value is increased.

Technically, an aptitude function estimates how well workers are suited for handling a task. It is used as basis for qualification and preselection and can be formally defined as

$$\text{aptitude} : W \times T \rightarrow [0, 1],$$  \hspace{2cm} (1)

where $W$ is the set of workers and $T$ represents tasks. $\text{aptitude}(w, t) = 1$ would mean that worker $w \in W$ is perfectly qualified for handling task $t \in T$. A mapping to zero would represent a total inaptness. Similarly, a ranking function is used to rank workers’ bids:

$$\text{rank} : W \times T \times B \rightarrow [0, 1],$$  \hspace{2cm} (2)

where $B$ is the set of bids. In addition to the aptitude, the $\text{rank}$ function also takes monetary aspects, contained in bid $b \in B$, into account. A property of a sound ranking function is that if two workers have the same aptitude for a task then the one with the lower bid will have a higher rank. The $\text{aptitude}$ function is used for performing qualification and preselection. As auction admittance strategy you can either admit all workers with an aptitude higher than a certain threshold, the top-$k$ workers according to aptitude, or a combination of the two strategies. The ranking function is used to determine the winner of an auction: the highest ranked worker.
4.2 Skill Evolution

The concepts discussed so far provide the fundamentals for automated matching of tasks to workers. As outlined previously, a further major challenge hampering the establishment of a new service-oriented computing paradigm spanning enterprise and open crowdsourcing environments are quality issues. In our scenario this is strongly connected to correctly estimating the skills of workers. One approach for increasing the confidence in worker skills are qualification tasks, with the shortcoming that these tasks would need to be created (manually) by the requesters who have the necessary knowledge. This implies a huge overhead for the testing requester; s/he is also the only one who benefits from the gathered insights. Here, we take a different approach by integrating the capability of confidence management into the crowdsourcing platform itself. Instead of having point-to-point tests, we propose the automated assessment of workers to unburden requesters in inspecting workers’ skills. We believe that this approach offers great potential for the (semi-)automatic inclusion of crowd capabilities in business environments. The first challenge one needs to address is to cope with the “hostile” environment in which computing is performed. Workers may cheat on results (e.g., copy and paste of existing results available in the platform), spam the platform with unusable task results, or even provide false information. A well-known principle in open, Web-based communities is the notion of authoritative sources that act as points of references. For example, this principle has been applied on the Web to propagate trust based on good seeds. Our idea of skill evolution is in a manner similar. We propose the automatic assessment of workers where confidence values are low. For example, newcomers who recently signed up to the platform may be high or low performers. To unveil the tendency of a worker, we create a hidden ‘tandem’ task assignment comprising a worker whose skills are known (high performer) with a high confidence and a worker where the crowdsourcing platform has limited knowledge about its skills (i.e., low confidence). The next step is that both workers process the same task in the context of a requester’s (real) task. However, only the result of the high confidence worker is returned to the requester, whereas the result of the low confidence worker is compared against the delivered reference. This approach has advantages and drawbacks. First, skill evolution through tandem assignments provides an elegant solution to avoid training tasks (assessments are created automatically and managed by the platform) and also implicitly stimulates a learning effect. Of course, the crowdsourcing platform cannot charge the requester for tandem task assignments since it mainly helps the platform to better understand the true skill (confidence) of a worker. Thus, the platform must pay for worker assessments. As we shall show later in our evaluation, performing assessments provides the positive effect that the overall quality of provided results and thus requester satisfaction increases due to a better understanding of worker skills. We embed skill evolution in our crowdsourcing platform as follows. After the winner of an auction has been determined it is evaluated whether an assessment task is issued to further workers. The function assess outputs 1 if an assessment task is to be assigned to a worker and 0 otherwise.
assess : W × T × B × W → {0, 1} (3)

An input tuple (w, t, b, w_r) checks whether tasks t ∈ T is to be assigned to w ∈ W who offered bid b ∈ B. Worker w_r ∈ W is the reference worker, in our case the worker who has won the corresponding auction and who will thus process the same task.

5 Implementation and Evaluation

In this section we discuss implementation aspects, introduce the detailed design of our experiments and present results.

5.1 Simulation Environment

We have implemented a Java-based simulation framework that supports all previously introduced concepts and interactions between requesters, the platform, and workers. All of the above introduced functions (1)-(3) have been implemented in our framework. Due to space limitations, we do not present a detailed discussion on implementation aspects. The interested reader can find details regarding the prototype as well as a Web-based demo online\(^1\).

5.2 Experiment Design and Results

An evaluation scenario consists of a set of workers W and a set of requesters R. In every round of the simulation each requester usually announces a task. An auction is conducted for each announced task t, which consists of a description of the skills needed for its processing, an expected duration, a deadline, and the expected quality. High quality requirements indicate highly sophisticated and demanding tasks. For each worker w and skill s the platform maintains a performance value pfmc(w, s) and a confidence in that value cnfd(w, s). This observed performance value is derived from requester ratings; if it is based on many ratings the confidence is close to one, if there are only a few ratings available the confidence is close to zero. Based on task t's skill requirements and a worker w's performance/confidence values for these skills it is possible to calculate the expected performance pfmc(w, t) and confidence cnfd(w, t) for that task. For the evaluation we assume that each worker w has a certain performance pfmc_real(w, s) for a skill s which is hidden but affects the quality of the results. Requesters rate the workers based on the results which in turn is the basis for the observed performance and confidence values. We assume that the processing of tasks demanding a certain skill causes a training effect of that skill, i.e., \( pfmc_{\text{real}}(w, s) \) increases. For the sake of simplicity in the evaluation we assume that there is only one skill. This does not change fundamental system properties and one skill allows to extrapolate the behavior of multiple skills. Whether a single or multiple skills are considered indeed affects qualification, preselection, bidding, and rating but all the mechanisms are naturally extensible from one to

\(^1\) http://www.infosys.tuwien.ac.at/prototyp/Crowds/Markets_index.html
multiple skills by performing the same computations for each skill and a final combination step. Hence, \( pfmc : W \times S \rightarrow [0, 1] \) and \( pfmc : W \times T \rightarrow [0, 1] \) are reduced to \( pfmc : W \rightarrow [0, 1] \). The same holds for \( cnfd \) and \( pfmc_{\text{real}} \).

For the simulation we have created 500 workers with random values for \( pfmc_{\text{real}}(w) \) and \( cnfd(w) \) according to a normal distribution \( N(\mu, \sigma^2) \). The initial performance value \( pfmc(w) \) is set according to the formula \( pfmc_{\text{real}}(w) + N(0, 1 - cnfd(w)) \) which ensures that for high confidence the expected deviation of \( pfmc(w) \) from \( pfmc_{\text{real}}(w) \) is small and for low confidence values it is high, respectively. All values are restricted to the range of \([0, 1]\). The following figures illustrate the simulation setup in detail.

**Scenario 1** assumes that there are three requesters (i.e., typically three tasks are issued in every round). It is an environment in which skilled workers are rare and the confidence in the workers’ performance is relatively low, i.e., there are many workers who have few ratings. The real performance \( pfmc_{\text{real}}(w) \) for a worker \( w \) is drawn according to \( N(0.3, 0.25) \), the confidence value \( cnfd(w) \) is randomly generated by \( N(0.2, 0.25) \). Given the two generated values \( pfmc_{\text{real}}(w) \) and \( cnfd(w) \) the observed performance is randomly drawn according to \( N(pfmc_{\text{real}}(w), 1 - cnfd(w)) \). Hence, a low confidence in the performance leads to highly distorted values for \( pfmc(w) \), higher confidence values decrease the variance. Figure 3 gives a detailed view on the statistical distributions of the workers’ performance and confidence in our experiments.

The histograms count the number of workers in the buckets \([0, 0.2)\), \([0.2, 0.4)\), \([0.4, 0.6)\), \([0.6, 0.8)\), and \([0.8, 1]\) according to real performance \( pfmc_{\text{real}} \) in Fig. 3(a) and according to the observed performance \( pfmc \) in Fig. 3(b). Fig. 3(c) represents the difference of real to observed performance; the confidence \( cnfd \) values is shown in Fig. 3(d).

**Scenario 2** contains 20 requesters which results in a much more “loaded” system. The workers are relatively skilled; their real performance \( pfmc_{\text{real}}(w) \) is generated according to \( N(0.7, 0.25) \), i.e., the mean performance value is 0.7 compared to 0.3 as in the previous scenario. We further assume that there is a higher amount of ratings already available and \( cnfd(w) \) is generated according to \( N(0.8, 0.25) \). Performance values are again generated as \( N(pfmc_{\text{real}}(w), 1 - cnfd(w)) \). The figures of Fig. 4 illustrate the generated worker population for Scenario 2 in the same way as for the previous one. In both scenarios tasks are issued in the first 500 rounds and the simulation ends when all workers have finished all accepted tasks.
Tasks are generated randomly with the following methodology. The real hidden result of a task is set to a uniformly distributed random value $U(0, 1)$ from the range $[0, 1]$. An expected duration is randomly drawn from the set \{1, 2, \ldots, 24\}. A randomly assigned quality requirement $U(0.4, 1)$ states whether the task poses high requirements to its processing. This means that requesters never state that the quality of their tasks’ results is allowed to be lower than 0.4. Last but not least a random deadline is generated for which is guaranteed that it is after the expected duration.

Requester Behavior. In every round of the simulation each requester is asked to submit a task. After processing requesters receive the result for the task. If they receive the result after the deadline they rate the transaction with a value of zero and suspend for 20 rounds, i.e., they would refuse to issue a new task due to the negative experience. If the result is transmitted on time requesters rate the quality of the received result. Computationally this is done by comparing the task’s real result with the received result. It is assumed that task requesters are able to estimate whether the received result is close to what was expected. The best possible rating is one, zero is the worst result, all values in between are possible. Ratings for a worker $w$, be it negative or positive, increase the confidence $cnfd(w)$ and update the observed performance $pfmc(w)$. If the rating is below a threshold of 0.3 the worker suspends for ten rounds, similar to a deadline violation. Hence, requesters with negative experiences tend to make less usage of the crowdsourcing marketplace. In addition to the pure task description requesters announce the maximum price they are willing to pay for the processing of the task. Prices are also represented by random values within the range $[0, 1]$. Tasks with high quality and high expected duration are more likely to have costs close to the maximum value.

Worker Behavior. When asked for a bid during an auction a worker first checks whether it is realistic to finish the task before the deadline considering all tasks the worker is working on. Each task has an expected duration $t$ and each worker would only submit a bid if s/he has at least $1.5 \cdot t$ of time to work on the task before the end of the deadline considering already accepted tasks. The actual processing time is set to a random value within $[t, 2t]$. For workers with high real performance the processing time is more likely to be close to $t$. This value is set by the simulation environment and the workers do not know about the exact processing time in advance. For the evaluation we consider workers with two different bidding behaviors: conservative and aggressive. Conservative workers determine the price according to a linear combination of a tasks effort (i.e., a normalized value of the expected duration), the workers real performance,
and her/his workload. The rationale is that workers want more money for work-intensive tasks; workers with a high real performance are aware of their capabilities which influences the price as well. Finally, the higher a worker’s current workload the more payment is conceived.

\[ \text{bid}(w, t)_{\text{conservative}} = 0.4 \cdot \text{effort}(t) + 0.4 \cdot \text{pfmc}_{\text{real}}(w) + 0.2 \cdot \text{load}(w) \]

Aggressive workers, in contrast to conservative workers, do not increase the bid’s price based on the workload but are more strongly driven by their own real performance.

\[ \text{bid}(w, t)_{\text{aggressive}} = 0.4 \cdot \text{effort}(t) + 0.6 \cdot \text{pfmc}_{\text{real}}(w) \]

Whether a worker is conservative or aggressive is chosen randomly with the same probability. The processing of a task has a positive influence on the real performance of the worker \( w \), i.e., \( \text{pfmc}_{\text{real,new}}(w) = \text{pfmc}_{\text{real}}(w) + 0.1 \cdot (1 - \text{pfmc}_{\text{real}}(w)) \). This modeling of a training effect results in a high learning rate for workers with low real performance and a slowed down learning effect for workers who are already very good.

**Auction Processing.** Auctions are conducted for the purpose of matching a task to a worker. As described in Section 4 there is a qualification and preselection stage before the actual auction in order to avoid spamming a huge worker base with auction request for which many workers may not have the necessary skills. Since we only consider one skill and have a limited number of 500 workers it is reasonable to admit all of them to the auctions. To achieve that the aptitude function, see Eq. 1, is set as follows:

\[ \text{aptitude} : w \mapsto 1 \]

After receiving the workers’ bids they are ranked by a ranking function as defined in Eq. 2. Since there is only one skill the function is slightly adjusted:

\[ \text{rank} : (w, b) \mapsto 0.6 \cdot \text{pfmc}(w) + 0.3 \cdot \text{cnfd}(w) + 0.1 \cdot (1 - \text{price}(b)) \]

Workers may either return a bid or refuse to submit a bid. From the received bids all values are removed whose price is higher than the price the requester is willing to pay. The remaining valid bids are ranked such that a high observed performance, high confidence, and a low price of the bid positively influence the rank. The emphasis at that stage clearly is on the performance and not on the price. It may happen that there is no valid bid; in that case the requester is informed that the task could not be processed.

**Skill Evolution.** In this work we want to investigate how crowdsourcing can benefit from skill evolution, which is achieved by assigning assessment tasks to workers. This is especially useful for workers with a low confidence value. For these workers only few or no ratings are available. An assessment task is a task that is assigned to a worker although another worker has won the auction and was assigned to the task as well. The workers are not aware of the fact that there are other workers processing the very same task; requesters are not either.
The crowdsourcing provider is responsible for paying for the training tasks. As usual, the result of the highest ranked worker is returned to the requester but it is additionally used as a reference for the training task. This enables the marketplace to generate a rating for the assessed worker by comparing her/his result to the reference. A further positive effect is the training of the assessed worker. The assignment of training tasks is based on the received list of valid bids. For controlling the skill evolution Equation 3 needs to be set accordingly.

The following definition of the assessment function, which results in disabling skill evolution and leads to purely profit driven auction decisions, maps each combination of workers, bids, and reference workers to 0.

\[ \text{assess}_{\text{profit}} : (w, b, w_r) \mapsto 0. \]

In the evaluation we have used the following setting for the skill evolution enabled auctions.

\[ \text{assess}_{\text{skill}} : (w, b, w_r) \mapsto \begin{cases} 
0, & \text{if working queue not empty} \\
& \text{or pfmc}(w_r) < 0.8 \\
& \text{or cnfd}(w_r) < 0.8 \\
\text{select}(w, b), & \text{otherwise}
\end{cases} \]

The function \( \text{assess}_{\text{skill}} \) guarantees that only workers with empty working queue are assessed and that reference workers have high performance and high confidence. This is crucial because the worker \( w \) is rated according to the result of the reference worker \( w_r \). If workers with a performance lower than 0.8 or confidence lower than 0.8 win an auction a training task assignment is prohibited. If all prerequisites are met the \( \text{select} \) function determines the workers who are assigned a training task. It is possible that multiple training tasks are assigned.

\[ \text{select} : (w, b) \mapsto \begin{cases} 
1, & \text{with probability } (1 - \text{cnfd}(w)) \cdot \text{urg} \\
0, & \text{otherwise}
\end{cases} \]

The \( \text{select} \) function assigns a training task based on the confidence of the considered worker. A low confidence increases the likelihood for a training task. The constant \( \text{urg} \) can be used to fine-tune the training task assignment procedure. In our experiments it is set to a value of 0.01. A high value raises the probability of assessment tasks.

**Discussions.** Based on the introduced scenarios and simulation parameters, we test the benefit of skill evolution (\( \text{skill} \)) compared to regular auction processing (\( \text{no skill} \)). In the simulations, requesters issue a number of tasks to be processed by the crowd. However, requesters suspend their activity if the task quality is low (observed by low ratings) or task deadlines are violated. We hypothesize that a higher quality of task processing, and thus received ratings, also has positive effects on the profit of workers and the crowdsourcing platform. Table 1 gives an overview of the task statistics in each scenario. The number of issued tasks is influenced by the requesters’ satisfaction. No bid means that a task could not be assigned to any matching worker.
The column *timeout* counts the number of tasks that were not delivered on time. Finally, the number of *training* tasks is depicted in the last column. All entries have the form *skill/no skill*.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Issued</th>
<th>No bid</th>
<th>Timeout</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>527/315</td>
<td>2/5</td>
<td>57/73</td>
<td>757/-</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>1687/1641</td>
<td>19/26</td>
<td>556/579</td>
<td>1310/-</td>
</tr>
</tbody>
</table>

*Table 1.* Tasks in Scenario 1 and Scenario 2.

In Fig. 5, we compare the results of Scenario 1 and 2 on the basis of total rating scores given by requesters and the average difference between the evolved real performance of the workers and the observed performance.

For the *rating* (Fig. 5(a)) results in Scenario 1, the difference is more significant than in Scenario 2: 19% difference compared to 2%. In Scenario 1, whilst with no skill evolution support only an average rating score of slightly above 60% is given by the requesters, the advantage of skill evolution support is most apparent. In this scenario with low load, the system can optimally exploit the better accuracy of worker skill estimation, resulting in an average rating of 80%. Interestingly, the ratings are far lower in Scenario 2, although the average true performance of the workers is higher. The reason is that the high number of requesters causes a heavily loaded system and increases the probability of deadline violations. Also, low performing workers are more likely to win an auction. The reaction of requesters to deadline violation and low quality is to give bad ratings, in this case an average rating of 60%. Due to the heavy load the benefit of skill evolution is small because for determining an auction’s winning bid, performance and confidence become less decisive but free working capacity is more important.

For the *misjudgement* of the workers in Fig. 5(b) (lower values are better), the results indicate clear benefits of skill evolution. Misjudgement is based on the average difference between the real and the observed performance. With more tasks, and in particular assessment-tasks being issued, worker capabilities can be estimated more correctly. For Scenario 1, the difference is below 20% with and below 30% without skill evolution support. For Scenario 2 with more load, the results considering misjudgement are evidently better. With more transactions, the average performance values’ difference in the skill evolution support model is around 7% and around 19% otherwise. Thus, assessments provide remarkable good results for reducing misjudgements.
In our simulation requester try to minimize expenses; workers and crowdsourcing marketplace try to maximize earnings. Currently, we use a simple model in which the marketplace collects for each transaction the difference between the maximum expenses, as specified by the requester, and the minimum salary, as specified by the worker bid. In a real setting, the crowdsourcing platform could decide to charge less for its service. The quality of the results, and thus, their satisfaction directly influences the task offering tendency of the requesters. Again, with skill evolution applied, more tasks are processed since good ratings encourage requesters in offering tasks at a constant rate (see Fig. 6(a)). Altogether, the requesters spend almost twice as much money with skill evolution. This is only true for Scenario 1 and similar to the previous results, the difference is far smaller considering overload situations. With more than six times as many requesters, their expenses remain way below the sixfold amount as spent in Scenario 1 with skill evolution support. In total, the expenses in Scenario 2 are almost the same with and without skill evolution. The ratios are similar for the benefits of the workers and the platform. As a summary, skill evolution generally performs better, however, is not antagonistic to overload scenarios. While with moderate task offering frequencies the model performs much better in all measurements, the differences become even when load increases and assessment-task further overload the platform. The results show that it is the responsibility of the platform to balance the task load and trade only with a fair amount of requesters.

6 Conclusions and Future Work

In this paper we present a novel crowdsourcing marketplace based on auctions. The design emphasizes automation and low overhead for users and members of the crowdsourcing system. We introduce two novel auctioning variants and show by experiments that it may be beneficial to employ assessment task in order to estimate members’ capabilities and to train skills. Stimulating the demand for certain skills in such a way leads to skill evolution. As part of our ongoing research we plan to investigate how to allow for complex tasks and collaboration. Workers may, for instance, decompose tasks into subtasks, “crowdsource” the subtasks, and finally assemble the partial results into the final one. In such a setting the crowd would contribute the knowledge how to compose and assemble complex tasks. Furthermore, crowd members could provide higher level services such as
quality control and insurance. Apart from auction-based mechanisms, specifications such as WS-HumanTask [10] and BPEL4People [2] for modeling human interactions in service-oriented business environments need to be extended to cope with the dynamics inherent to open crowdsourcing platforms. For example, providing skill and quality models based on prior negotiated service-level agreements (SLAs) that augment WS-HumanTask’s people assignment model.
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End-to-End Support for QoS-Aware Service Selection, Binding and Mediation in VRESCo
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Abstract—Service-oriented Computing has recently received a lot of attention from both academia and industry. However, current service-oriented solutions are often not as dynamic and adaptable as intended because the publish-find-bind-execute cycle of the SOA triangle is not entirely realized. In this paper, we highlight some issues of current Web service technologies, with a special emphasis on service metadata, Quality of Service, service querying, dynamic binding and service mediation. Then, we present the Vienna Runtime Environment for Service-oriented Computing (VRESCo) that addresses these issues. We give a detailed description of the different aspects by focusing on service querying and service mediation. Finally, we present a performance evaluation of the different components together with an end-to-end evaluation to show the applicability and usefulness of our system.

Index Terms—Web Services Publishing and Discovery, Metadata of Services Interfaces, Advanced Services Invocation Framework

1 INTRODUCTION

During the last few years, Service-oriented Architecture (SOA) and Service-oriented Computing (SOC) [1] has gained acceptance as a paradigm for addressing the complexity that distributed computing generally involves. In theory, the basic SOA model consists of three actors that communicate in a loosely coupled way as shown in Figure 1a. Service providers implement services and make them available in service registries. Service consumers (also called service requesters) query service information from the registry, bind to the corresponding service provider, and finally execute the service. Due to platform-independent service descriptions, one can implement flexible applications with respect to manageability and adaptivity. For instance, services can easily be exchanged at runtime and service consumers can switch to alternative services seamlessly, which increases organizational agility. Web services [2] represent the most common realization of SOA, building on the standards SOAP [3] for communication, WSDL [4] for service interface descriptions, and UDDI [5] for registries.

However, practice has shown that SOA solutions are often not as flexible and adaptable as claimed. We argue that there are some issues in current implementations of the SOA model. First and foremost, service registries such as UDDI and ebXML [6] did not succeed. We think this is partly due to their limited querying support that only provides keyword-based matching of registry content, and insufficient support for metadata and non-functional properties of services. This is also highlighted by the fact that Microsoft, SAP, and IBM have finally shut down their public UDDI registries in 2005. As a result, service registries are often missing in service-centric systems (i.e., no publish and find primitives). This leads to point-to-point solutions where service endpoints are exchanged at design-time (e.g., using E-mail) and service consumers statically bind to them (see Figure 1b).

Besides that, support for dynamic binding and invocation of services is often restricted to services having the same technical interface. In this regard, the lack of service metadata makes it difficult for service consumers to know if two services actually perform the same task. Furthermore, support for Quality of Service (QoS) is necessary to enable service selection based on non-functional QoS attributes such as response time (in addition to functional attributes).

In this paper, we discuss the issues we see in current SOC research and practice by describing the problems that arise when building SOC applications with current tools and frameworks. The main contribution is the presentation of the VRESCo service runtime environment that aims at solving some of these issues. To be more specific, the present paper focuses on service metadata, QoS and service querying, plus dynamic binding, invocation, and mediation of services. Additionally, we provide an extensive performance evaluation of the different components and an end-to-end evaluation of the overall
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Fig. 1: SOA Theory vs. Practice (adapted from [7])
runtime, that shows the applicability of our approach.

The remainder of this paper is organized as follows: Section 2 presents an illustrative example and summarizes some issues of SOC research and practice. Section 3 describes the details of the VRESCO runtime environment, while Section 4 gives a thorough evaluation of our work. Section 5 introduces related approaches and Section 6 finally concludes the paper.

2 MOTIVATION AND PROBLEM STATEMENT

This section first introduces a motivating example which is used throughout the paper. Then, we derive the problems developers face when engineering service-centric systems with current tools and frameworks.

2.1 Motivating Example

Figure 2 shows a typical enterprise application scenario from the telecommunications domain. The overview of this case study is depicted in Figure 2a.

![Case Study Overview](image)

![Number Porting Process](image)

Fig. 2: CPO Case Study

Cell phone operator CPO1 provides different kinds of services: Public Services (e.g., Rate Information Service) can be used by everyone. Customer Services (e.g., SMS Service) are used by customers of CPO1, whereas Inhouse Services (e.g., CRM Services) represent internal services which should only be accessed by the different departments of CPO1. Besides that, CPO1 consumes services from its partners (e.g., cell phone manufacturers and suppliers) and competitors (e.g., CPO2 and CPO3). As discussed later, this scenario bears several challenges that are typical in service-centric software engineering.

According to European law, consumers can keep their mobile phone number when switching to another CPO. Figure 2b shows a simplified number porting process (depicted as oval boxes). This process is interesting because it contains both internal and external services (depicted as rectangles), and multiple service candidates. After the customer has been looked up using the CRM Service, the external Number Porting Service of the old CPO has to be invoked. If the number is portable the porting is executed by the old CPO. If this step was successful the new CPO is informed, which activates the new number using the Mobile Operation Service. Finally, a notification is sent to the customer using the preferred notification mechanism (e.g., SMS, E-mail, etc.).

2.2 SOC Challenges

Adaptive service-oriented systems bring along several distinct requirements, leading to a number of challenges that have to be addressed. In this section, we summarize the current challenges we see most important. The contribution of VRESCO is to address these challenges in a comprehensive service runtime environment.

- **Service Metadata.** Service interface description languages such as WSDL focus on the interface needed to invoke a service. However, from this interface it is often not clear what a service actually does, and if it performs the same task as another service. Service metadata [8] can give additional information about the purpose of a service and its interface (e.g., pre- and post-conditions). For instance, in the CPO case study without service metadata it is not clear if the number porting services of CPO2 and CPO3 actually perform the same task.

- **Service Querying.** Once services and associated metadata are defined, this information should be discovered and queried by service consumers. This is the focus of service registry standards such as UDDI [5] and ebXML [6]. In practice, the service registry is often missing since there are no public registries and service providers often do not want to maintain their own registry [7]. Besides service discovery, another issue is how to select a service from a pool of service candidates [9] by means of a querying language. For instance, CPO1 may want to select the SMS Service with the highest availability.

- **Quality of Service (QoS).** In enterprise scenarios QoS plays a crucial role [10]. This includes both network-level attributes (e.g., latency and availability), and application-level attributes (e.g., response time and throughput). The QoS model should be extensible to allow service providers to adapt it for their needs. Furthermore, QoS must be monitored accordingly so that users can be notified when the measured values violate Service Level Agreements (SLA).

- **Dynamic Binding and Invocation.** One of the main advantages of service-centric systems has always been the claim that service consumers can dynamically bind and invoke services from a pool of candidate services. However, in practice this requires identical service interfaces, which is often not the case. Therefore, we argue that the bind and execute primitives of SOA are not solved sufficiently. This raises the need for mechanisms that mediate between alternative services possibly having different interfaces.
Considering the CPO case study, the interfaces of CPO2’s and CPO3’s number porting service might differ, but the number porting process of CPO1 should still be able to seamlessly switch between them at runtime.

Besides these core challenges, other aspects such as service versioning [11] or event processing [12] are of crucial importance for SOC. However, a detailed description is out of scope of this paper, and the interested reader is referred to our previous work.

3 System Description

This section describes in detail the VRESCO runtime which was first sketched in [7]. Besides an architectural overview, we discuss service metadata and querying, as well as dynamic binding together with our service mediation approach.

3.1 Overview

The architectural overview of VRESCO is shown in Figure 3, which is adapted from [13]. The VRESCO core services are provided as Web services that can be accessed either directly using SOAP or by using the Client Library that provides a simple API. Furthermore, the DAiOS framework [14] has been integrated into the Client Library, and provides stubless, protocol-independent, and message-driven invocation of services. The Access Control Layer guarantees that only authorized clients can access the core services, which is handled using claim-based access control and certificates [13]. Services and associated metadata are stored in the Registry Database which is accessed using the Object-Relational Mapping (ORM) Layer. Finally, the QoS Monitor is responsible for regularly measuring the current QoS values. The overall system is implemented in C# using the Windows Communication Foundation [15]. Due to the platform-independent architecture, the Client Library can be provided for different platforms (e.g., C# and Java).

There are several core services. The Publishing/Metadata Service is used to publish services and metadata into the Registry Database. Furthermore, the Management Service is responsible for managing user information (e.g., name, password, etc.) whereas the Query Engine is used to query the Registry Database. The Notification Engine informs users when certain events of interest occur inside the runtime, while the Composition Engine [16] provides mechanisms to compose services by specifying hard and soft constraints on QoS attributes. In this paper, we focus on the main requirements for our client-side mediation approach which are the Metadata Service (including the models for metadata, services and QoS), the Query Engine, and the dynamic binding, invocation and mediation mechanisms.

3.2 Service Metadata

The VRESCO runtime provides a service metadata model capable of storing information about services. This is needed to capture the purpose of services, which enables mediation between services that perform the same task. In this section, we describe service metadata and give examples from the CPO case study.

3.2.1 Metadata Model

The VRESCO metadata model introduced in [17] is depicted in Figure 4. The main building blocks of this model are concepts, which represent the definition of entities in the domain model. We distinguish between three different types of concepts:

- **Features** represent concrete actions in the domain that implement the same functionality (e.g., Check_Status and Port_Number). Features are associated with categories which express the purpose of services (e.g., PhoneNumberPorting).
- **Data concepts** represent concrete entities in the domain (e.g., customer or phone_number) which are defined using other data concepts and atomic elements such as strings or numbers.
- **Predicates** represent domain-specific statements that are either true or false. Each predicate can have a number of arguments (e.g., for feature Port_Number a predicate Portability_Status_OK(Number) expresses the portability status of a given argument Number).

Furthermore, features can have pre- and postconditions expressing logical statements that have to hold before and after the execution of the feature. Both types of conditions are composed of multiple predicates, each having a number of optional arguments. These arguments refer to a concept in the domain model. There are two different types of predicates:

- **Flow predicates** describe the data flow required or produced by a feature. For instance, the feature Check_Status from our CPO case study could have the flow predicate requires(Customer) as precondition and produces(Portability_Status) as postcondition.
3.2.2 Service Model

The VRESCO service model constitutes the basic information of concrete services that are managed by VRESCO. The service model depicted on the lower half of Figure 5 basically follows the Web service notation as introduced by WSDL with extensions to enable service versioning and represent QoS on a service runtime level.

A concrete service (e.g., Number Porting Service of CPO1) defines the basic information of a service (e.g., name, description, owner, etc.) and consists of at least one service revision. A service revision (e.g., the most recent version, or a stable one) contains all technical information that is necessary to invoke the service (e.g., a reference to the WSDL file) and represents a collection of operations (e.g., Check_Status). Every operation may have a number of input parameters (e.g., Customer), and may return one or more output parameters (e.g., PortabilityStatus). Revisions can have parent and child revisions that represent a complete versioning graph of a concrete service [11]. Both revisions and operations can have a number of QoS attributes (e.g., response time is 1200 ms) representing all service-level attributes as described below. The distinction in revision- and operation-specific QoS is necessary, because attributes such as response time depend on the execution duration of an operation, whereas availability is typically given for the revision (if a service is not available, all operations are generally also unavailable). In Section 3.5, we show how concrete services are mapped to the metadata and service model in order to perform service mediation.

3.2.3 QoS Model

Besides functional attributes described in the metadata model, non-functional attributes are also important. For instance, in our case study CPO1 may want to always bind to the Notification Service having the lowest response time. Therefore, QoS attributes can be associated with each service revision and operation in VRESCO. These QoS attributes can be either specified manually using the Management Service, or measured automatically (e.g., using the QoS Monitor introduced in [18]).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Formula</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>n/a</td>
<td>per invocation</td>
</tr>
<tr>
<td>Reliable Messaging</td>
<td>n/a</td>
<td>{true, false}</td>
</tr>
<tr>
<td>Security</td>
<td>n/a</td>
<td>{None, X.509,...}</td>
</tr>
<tr>
<td>Latency</td>
<td>[ q_{lat}(n) = \frac{1}{n} \sum_{i=0}^{n} q_{lat_i} ] ms</td>
<td></td>
</tr>
<tr>
<td>Response Time</td>
<td>[ q_{rt}(n) = \frac{1}{n} \sum_{i=0}^{n} q_{rt_i} ] ms</td>
<td></td>
</tr>
<tr>
<td>Availability</td>
<td>[ q_{av}(t_0, t_1, t_d) = 1 - \frac{t_f}{t_1-t_0} ] percent</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>[ q_{ac}(r_f, r_t) = 1 - \frac{r_f}{r_t} ] percent</td>
<td></td>
</tr>
<tr>
<td>Throughput</td>
<td>[ q_{th}(t_0, t_1, r) = \frac{r}{t_1-t_0} ] invocations/s</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1: QoS Attributes**

Table 1 briefly summarizes the QoS attributes that are currently considered in VRESCO. Latency represents the time a request needs on the wire. It is calculated as the average value of \( n \) individual measuring points. Response time consists of the latency for request and response plus the execution time of the service. Availability represents the probability a service is up and running (\( t_0, t_1 \) are timestamps, \( t_d \) is the total time the service was down). Accuracy is the probability of a service to produce correct results where \( r_f \) denotes the number of failed requests and \( r_t \) denotes the total number of requests. Finally, throughput represents the maximum number of requests a service can process within a certain period of time (denoted as \( t_1 - t_0 \)) where \( r \) is the total number of requests during that time. In addition to these pre-defined QoS attributes, users can define additional QoS properties for service revisions or operations.
3.3 Querying Approach

The VRESCo Query Language (VQL) provides a means to query all information stored in the registry (i.e., services and service metadata including QoS). In this section, we discuss the architecture of VQL followed by query specification and query processing.

3.3.1 Architecture

The VQL architecture was driven by the following requirements. First of all, declarative query languages such as SQL refer to database tables and columns, which makes queries invalid as soon as the database schema changes. Following the Query Object Pattern [19], queries can be built programmatically using query criteria that refer to classes and fields instead. These queries are finally translated into SQL statements, which makes them independent of the database schema. In this regard, VQL should provide such object-oriented querying interface and corresponding query expression library (similar to the Hibernate Criteria API [20]).

Moreover, it should be possible to define both mandatory and optional criteria by introducing different querying strategies that enable fuzzy or priority-based querying (e.g., services must have a response time below 500 ms and should be provided by company X). Finally, VQL queries should be type-safe (i.e., the query requester specifies the expected type of the query results) and secure (i.e., queries are protected against well-known security issues such as SQL injection).

The architecture of the VQL framework is shown in Figure 6. In general, the Client Library is used to invoke VRESCo core services (e.g., Publishing Service). Since these invocations represent remote method invocations, the Data Transfer Object pattern [19] is used to reduce the information sent from clients to the core services. Therefore, the VRESCo runtime operates on the core model (which represents the service metadata model introduced in Section 3.2), while clients operate on the user model. The task of the Data Access Layer (DAL) is to convert core objects to user objects and vice versa. The corresponding mapping between the two models is defined at design time using .NET attributes [21].

![VQL Architecture Diagram](image)

The advantage of this architecture is that clients operate on the user model, which represents a restricted view of the core model. Therefore, some information can be hidden from the clients (e.g., database IDs or versioning information for optimistic locking). Consequently, the VQL framework has to provide view-based querying, to be able to query on both models (depending on whether the query is issued client- or server-side). The task of the ORM Layer is then to map the entities of the core model to the database model (i.e., concrete database tables and columns), which is realized by NHibernate [20] using dedicated data access objects (DAOs).

According to this architecture, user queries are formulated using the Client Library, that provides an object-oriented querying interface to define query criteria, which is discussed in the next section. The query is then sent to the VRESCO runtime (step 1) and forwarded to the VQL Engine (step 2). The details of query processing (steps 3–5) are described in Section 3.3.3. Finally, the results are sent back to the query requester (step 6).

3.3.2 Query Specification

After describing requirements and architecture of the querying framework, we present how queries are specified. In general, VQL queries consist of six elements:

- **Return Type** \( R \) defines the expected data type of the query results. The return type needs to be an element of the VRESCo metadata model (e.g., a list of Feature objects).
- **Mandatory Criteria** \( C_m \) describe constraints which have to be fulfilled by the query (e.g., response time must be less than 500 ms).
- **Optional Criteria** \( C_o \) add constraints which should optimally be fulfilled but are not required (e.g., service provider should be company X).
- **Ordering** \( O \) can be used to specify the ordering of the query results (e.g., sort ascending by ID).
- **Querying Strategy** \( S \) finally defines how the query should be executed (e.g., exact or fuzzy matches).
- **Result Limit** \( L \) can be used to restrict the number of results (e.g., 10 or 0, which represents no limit).

The most important elements are criteria since they actually represent the constraints of the query. Moreover, criteria have different execution semantics depending on the querying strategy, which is discussed in Section 3.3.4. However, the main motivation is to allow the specication of mandatory and optional criteria.

In general, criteria consist of a set of expressions \( E \) that are used to define common constraints such as comparison (e.g., smaller, greater, equal, etc.) and logical operators (e.g., AND, OR, NOT, etc.). Table 2 shows criteria (C), expressions (E) and orderings (O) which are currently provided by VQL. Furthermore, the table indicates how each of these elements is translated to SQL, which is described in more detail later. It should be noted that VQL is extensible in that further expressions can be added easily.
Listing 1 shows an example query for finding services that implement the Notify_Customer feature in our CPO case study. As described above, queries are parameterized using the expected return type. In this case, the type `ServiceRevision` (line 2) expresses that the result of the query is a list of service revisions. In our example, two `Add` criteria (lines 5-7) are used to state that services have to be active and that each service has to implement the Notify_Customer feature (by using the `Eq` expression). The first parameter of expressions is usually a string representing a path in the user or core model (e.g., Service.Owner.Company describes the company property of the service owner). These strings are central to VQL, and are referred to as property paths. Additionally, three `Match` criteria are added in the example (lines 8–14). The first criterion expresses that services provided by CompanyX are preferred, while the second criterion defines that revisions should have tags starting with 'STABLE' (Like expression). The third criterion specifies an optional QoS constraint on response time, which should be less than 1000 ms. The operator '≤' in line 13 represents a shortcut for an `And` expression. All three `Match` criteria use priority values as third parameter to define the importance of a criterion.

The query is finally executed (lines 17–20) by instantiating a `querier` object using the Client Factory, and invoking the `FindByQuery` method using the desired querying strategy (e.g., `QueryMode.Priority`). Furthermore, the result limit of the query is set in order to return only 10 results.

### 3.3.3 Query Processing

Query processing is illustrated in Figure 6. When the query is sent to the VQL Engine, the specified querying strategy is executed, which is implemented using the strategy design pattern [22]. The query is forwarded to the Preprocessor component (step 3), which is responsible for analyzing the VQL query and generating the corresponding SQL query. Next, a NHibernate session is created to execute the generated SQL query on the database (step 4). After execution, the ResultBuilder component takes the results from the NHibernate session context. Since these results represent core objects, they may have to be converted back into the corresponding user objects (i.e., if the return type refers to the user model). This is done dynamically by invoking the constructor of the corresponding object using reflection. For both models, however, the ResultBuilder guarantees type-safety of the results, which are finally sent back to the client (step 5).

Algorithm 1 depicts the pseudo-code of the Preprocessor. If the query refers to the user model, it is first transformed to the core model (lines 1–3). The Preprocessor then iterates over all criteria and expressions (lines 5–10). The ResolveAssoc function recursively analyzes the property paths of each expression to determine the necessary table joins. Similarly, the ResolveProp function extracts the property values of each expression. To give an example, reconsider line 8 of Listing 1: The property path `Service.Owner.Company` represents two associations Service and Owner that will be resolved using joins, and one property `Company.X` that will be compared with the expression’s property value `Company.X`. The concrete association/table and property/column names are retrieved using the ORM Layer. The collected information is finally used to build `FROM`, `WHERE` and `ORDER` clauses of the SQL query (lines 11–13), according to the VQL/SQL translation shown in Table 2.

### Table 2: VQL/SQL Translation

<table>
<thead>
<tr>
<th>Type</th>
<th>VQL</th>
<th>SQL</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cn</td>
<td>Add</td>
<td>WHERE</td>
<td>Mandatory criteria</td>
</tr>
<tr>
<td>Cn</td>
<td>Match</td>
<td>IN/JOIN</td>
<td>Optional criteria</td>
</tr>
<tr>
<td>And</td>
<td>AND</td>
<td>Conjunction</td>
<td>Disjunction of two expressions</td>
</tr>
<tr>
<td>Or</td>
<td>OR</td>
<td>Disjunction</td>
<td>Disjunction of two expressions</td>
</tr>
<tr>
<td>Not</td>
<td>NOT</td>
<td>Negation</td>
<td>Negation of an expression</td>
</tr>
<tr>
<td>Eq</td>
<td>=</td>
<td>Equal operator</td>
<td>Equal operator</td>
</tr>
<tr>
<td>Lt</td>
<td>&lt;</td>
<td>Less operator</td>
<td>Less operator</td>
</tr>
<tr>
<td>Le</td>
<td>&lt;=</td>
<td>Less or equal</td>
<td>Less or equal operator</td>
</tr>
<tr>
<td>Gt</td>
<td>&gt;</td>
<td>Greater operator</td>
<td>Greater or equal operator</td>
</tr>
<tr>
<td>Ge</td>
<td>&gt;=</td>
<td>Greater operator</td>
<td>Greater or equal operator</td>
</tr>
<tr>
<td>Like</td>
<td>LIKE</td>
<td>Similarity operator</td>
<td>Similarity operator for strings</td>
</tr>
<tr>
<td>IsNull</td>
<td>IS NULL</td>
<td>Property is null</td>
<td>Property is null</td>
</tr>
<tr>
<td>IsNotNull</td>
<td>NOT NULL</td>
<td>Property is not null</td>
<td>Property is not null</td>
</tr>
<tr>
<td>In</td>
<td>IN</td>
<td>Property is in a given collection</td>
<td>Property is in a given collection</td>
</tr>
<tr>
<td>Between</td>
<td>BETWEEN</td>
<td>Property is between two values</td>
<td>Property is between two values</td>
</tr>
<tr>
<td>O</td>
<td>Order</td>
<td>ORDER BY</td>
<td>Ordering of query results</td>
</tr>
<tr>
<td>Asc</td>
<td>ASC</td>
<td>Ascending</td>
<td>Ascending ordering</td>
</tr>
<tr>
<td>Desc</td>
<td>DESC</td>
<td>Descending</td>
<td>Descending ordering</td>
</tr>
</tbody>
</table>

Listing 1: VQL Sample Query

```csharp
1 // create query object
2 var query = new VQuery(typeof(ServiceRevision));
3
4 // add query criteria
5 query.Add(Expression.Eq("IsActive", true));
8 query.Match(Expression.Like("Tags.Property.Name", "STABLE", LikeMatchMode.Start));
9 query.Match(Expression.Lt("QoS.DoubleValue", 1000.0));
10 query.Match(Expression.Gt("QoS.Property.Name", "ResponseTime") & Expression.Lt("QoS.DoubleValue", 1000.0));
11 query.Match(Expression.Lt("QoS.DoubleValue", 1000.0) & Expression.Lt("QoS.Property.Name", "ResponseTime"));
12 query.Match(Expression.Lt("QoS.DoubleValue", 1000.0) & Expression.Lt("QoS.Property.Name", "ResponseTime") & Expression.Lt("QoS.DoubleValue", 1000.0));
13 query.Match(Expression.Lt("QoS.DoubleValue", 1000.0) & Expression.Lt("QoS.Property.Name", "ResponseTime") & Expression.Lt("QoS.DoubleValue", 1000.0) & Expression.Lt("QoS.Property.Name", "ResponseTime") & Expression.Lt("QoS.DoubleValue", 1000.0));
14 query.Match(Expression.Lt("QoS.DoubleValue", 1000.0) & Expression.Lt("QoS.Property.Name", "ResponseTime") & Expression.Lt("QoS.DoubleValue", 1000.0) & Expression.Lt("QoS.Property.Name", "ResponseTime") & Expression.Lt("QoS.DoubleValue", 1000.0) & Expression.Lt("QoS.Property.Name", "ResponseTime") & Expression.Lt("QoS.DoubleValue", 1000.0));
15
16 // execute query
17 var querier = VRESCoClientFactory.CreateQuerier();
18 var results = querier.FindByQuery(query, 10,
19 QueryMode.Priority); // ILList<ServiceRevision>
```
3.3.4 Querying Strategies

The querying strategy influences how queries are executed. More precisely, it defines the Preprocessor’s behavior during SQL generation. The basic transformation process can be summarized as follows: Add criteria are transformed to predicates within the SQL WHERE clause, whereas Match criteria are handled as SQL sub-selects (IN or JOIN, see Table 2).

The exact querying strategy forces all criteria to be fulfilled, irrespective whether this is Add or Match. However, there are scenarios where Match has to be used instead of Add in order to get the desired results (i.e., by enforcing sub-selects using IN instead of WHERE predicates). In particular, when mapping N:1 and N:M associations (i.e., collection mappings in Hibernate terminology), a query cannot have the same collection more than once in the WHERE predicate. The use of sub-selects eliminates this effect in VQL, otherwise such queries would result in null since the associated tables are joined more than once. As an example reconsider the query in Listing 1 using the exact strategy. When having only one criterion with respect to QoS, Add can be used. However, if there would be a second QoS criterion, Match is required.

The priority querying strategy uses priority values for each criterion in order to accomplish a weighted matching of results. Therefore, each Match criterion allows to append a weight to specify its priority, which is internally added if the criterion is fulfilled. The query finally returns the results sorted by the sum of priority values. To give an example, the query in Listing 1 uses the priority values “1”, “3” and “5”. This means that the constraint on response time is more important than the constraint on revision tags. More precisely, queries that fulfill only the third Match criterion are preferred over queries that fulfill the first and the second Match criterion (since $5 > 3 + 1$).

The relaxed querying strategy represents a special variant of priority querying where each Match criterion has priority 1. Thus, this strategy simply distinguishes between optional and mandatory criteria. Results are then sorted based on the number of fulfilled Match criteria. This allows to define fuzzy queries by relaxing the criteria, which can be useful when no exact match can be found for a query. To achieve the necessary behavior, relaxed and priority querying both translate Match criteria into sub-selects using JOIN predicates.

3.4 Dynamic Binding

Dynamic binding is claimed to be one of the main advantages of SOA. In practice, however, services are often bound using pre-generated stubs that do not provide support for dynamic binding. Similar to querying strategies, we use the strategy pattern to implement a number of different rebinding strategies. We summarize all available strategies in Table 3.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Proxy reconsiders binding...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>never</td>
</tr>
<tr>
<td>Periodic</td>
<td>periodically</td>
</tr>
<tr>
<td>OnDemand</td>
<td>on client requests</td>
</tr>
<tr>
<td>OnInvocation</td>
<td>prior to service invocations</td>
</tr>
<tr>
<td>OnEvent</td>
<td>on event notifications</td>
</tr>
</tbody>
</table>

TABLE 3: Rebinding Strategies

All rebinding strategies have their advantages and disadvantages. Fixed proxies are used in scenarios where rebinding is not needed (e.g., because of existing contractual obligations). Periodic rebinding causes background queries on a regular basis, which is inefficient if invocations happen infrequently. OnDemand rebinding results in low overhead but has the drawback that the binding is not always up-to-date. In contrast to this, OnInvocation rebinding guarantees accurate bindings but seriously degrades the service invocation time since service bindings are checked before every invocation. Finally, OnEvent re-binding uses the VRESCO Event Notification Engine [12] to combine the advantages of all strategies. Therefore, clients use subscriptions for defining in which situations to rebind, which is then triggered by events.

3.5 Service Mediation

Dynamic binding as described above naturally brings up the problem of how differences in service interfaces can be resolved at runtime. In this section, we introduce the VRESCO Mapping Framework (VMF) that handles the mapping from abstract features to concrete service operations (as described in Section 3.2), and perform mediation between different services that implement the same feature. The elements of the service model are mapped to our service metadata model as follows (see Figure 5): services are grouped into categories, where every service may belong to several categories at the same time. Services within the same category provide at least one feature of this category. Service operations are mapped to features, where every operation implements exactly one feature. However, we plan to provide support for more complex mappings using the VRESCO Composition Engine [16] (i.e., features will be represented as compositions of several service operations). The input and output parameters of service operations map to data concepts. Every parameter is represented by one or more concepts in the domain model. This means that all data that a service accepts as input or passes as output is well-defined using data concepts and annotated with the flow predicates requires (for input) and produces (for output). The concrete mapping of service parameters to concepts is described using mapping scripts, which will be discussed extensively below.

In general, the mediation approach follows the “feature-driven” metadata model. Therefore, a client that wants to invoke a service does not provide the input of the concrete service directly but in the conceptual high-level representation (i.e., the feature input in VRESCO terminology). The runtime takes care of lowering and
lifting the feature input and output, respectively. Lowering represents the transformation from high-level concepts into a low-level format (i.e., feature input to SOAP input) whereas lifting is the inverse operation (i.e., SOAP output to feature output).

We give a concrete mapping example in Figure 8. In this example, the abstract feature Notify_Customer from the CPO case study (see Section 2) is mapped to the concrete operation SendSMS1. The feature provides three input parameters and produces one output parameter. The parameter Message is identical in both interfaces, and can therefore be mapped directly (using only Assign). Note that for the Assign function to work both sides need to be represented using the same data concept (in this case string). The parameter SenderNr is split into the area code and the actual number. This is done using the string operation SubString, which takes the start index of the string and the length of the substring as parameters. Afterwards, both substrings are converted to integers using the ConvertToInt function. This is necessary since assigning a string to an integer is not possible. The ReceiverNr is handled similarly. So far, only input parameters have been mapped (i.e., all information given so far forms the lowering script for this service). The lifting script, which defines how the service output is mapped to the feature output, consists only of a ConvertToBoolean and another Assign function.

Listing 2 illustrates the first two mappings (Message and SenderNr) in C# code. Lines 4–5 show how the Mapper is created for feature Notify_Customer and operation SendSMS1. Both objects have to be queried beforehand (not shown in Listing 2 for brevity). The Assign function is again used as a connector to link the Message from the feature to the Message of the operation, whereas mapper.AddMappingFunction() adds the function to the mapping. Lines 14–21 get the area code from the feature’s SenderNr as substring and convert it with the ConvertToInt function to an integer.
4 Evaluation

In this section, we give an evaluation of the VRESCO runtime focusing on the topics covered in this paper. The purpose of this evaluation is twofold: Firstly, we show the runtime performance regarding service querying, rebinding, and mediation by using synthetic data. The main goal of this evaluation is to analyze the performance impact of each aspect in isolation. Secondly, we combine these aspects into a coherent end-to-end evaluation using an ordering processing workflow. The main goal is to understand the influence of each aspect with regard to the overall process duration in a realistic setting. Additionally, we show how the individual results of the first part interrelate in an end-to-end setting. All experiments have been executed on an Intel Xeon Dual CPU X5450 with 3.0 GHz and 32GB RAM running under Windows Server 2007 SP1. Moreover, we use .NET v3.5 and MySQL Server v5.1.

For mediation, rebinding and end-to-end evaluation we have created different sets of test services and QoS configurations (with varying response times) using the Web service generation tool GENESIS [25]. These testbeds are described in detail in the corresponding subsections.

4.1 Querying Performance

First of all, we show the performance of the VQL Engine, which has been measured using the query shown in Listing 1. The test data are generated automatically: In every step, 5 categories are inserted, each having 5 alternative services with 10 revisions, while every revision has 1 tag and 11 QoS attributes with random values. It should be noted that in every step 20% of all services match the queried feature Notify_Customer and service owner CompanyX, while only 2% of all service revisions match all query criteria. To eliminate outliers, the results represent the median of 10 runs, while the database and Hibernate session cache are cleared after each run.

Figure 9 compares the performance of the queries generated by SQL, HQL and VQL. Therefore, the query from Listing 1 was manually translated into HQL and SQL, while the VQL query is executed on core objects using the exact strategy without result limit (NL). The queries return only the ID of the matching revisions. Therefore, this table shows the performance of the native queries and does not include the time needed for converting the results back into ServiceRevision objects. The results indicate that the queries generated by all three approaches perform equally. In this regard, all approaches exhibit the same peaks, which are due to internal processing of the database.

Figure 10 compares the querying strategies using the same query on user objects and limited to 10 results (L10). The limit was chosen since relaxed and priority return more revisions than exact (which influences the results). It can be seen that exact is much faster than relaxed, while relaxed and priority have similar performance. The reason for the significant difference is that relaxed and priority use different table joins, and need to sum up and order by the total sum of priority values, while the query in exact mode can be optimized by the database.
Finally, Table 5 depicts the duration of the individual steps during VQL query processing. Therefore, the previous query is executed on both core and user objects using the exact strategy. Generation (G) indicates how long the Preprocessor needs to analyze and generate the query. Execution (E) depicts the actual query execution time, while Conversion (C) represents the time needed by the ResultBuilder to convert the query results.

<table>
<thead>
<tr>
<th>Revisions</th>
<th>User</th>
<th>Core</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>G</td>
<td>E</td>
</tr>
<tr>
<td>1000</td>
<td>4.8</td>
<td>13.5</td>
</tr>
<tr>
<td>2000</td>
<td>4.8</td>
<td>14.6</td>
</tr>
<tr>
<td>3000</td>
<td>4.8</td>
<td>7.7</td>
</tr>
<tr>
<td>4000</td>
<td>4.8</td>
<td>9.8</td>
</tr>
<tr>
<td>5000</td>
<td>4.8</td>
<td>12.0</td>
</tr>
<tr>
<td>6000</td>
<td>4.8</td>
<td>13.5</td>
</tr>
<tr>
<td>7000</td>
<td>4.8</td>
<td>15.9</td>
</tr>
<tr>
<td>8000</td>
<td>4.8</td>
<td>17.9</td>
</tr>
<tr>
<td>9000</td>
<td>4.8</td>
<td>19.8</td>
</tr>
<tr>
<td>10000</td>
<td>4.8</td>
<td>22.2</td>
</tr>
</tbody>
</table>

TABLE 5: VQL Query Processing (in ms, User/Core, L10)

The results show that G is almost constant for core/user objects, while the latter is slightly slower since queries have to be translated to refer to core objects. Obviously, E is almost equal for both approaches. Finally, the table indicates that C is fast for core objects, while it takes some time for user objects. The main reason is that queries actually return IDs, while the corresponding entities are loaded from the NHibernate session context. Furthermore, revision objects have a number of collections (e.g., tags, QoS, etc.) that have to be converted by the ResultBuilder using reflection, which internally leads to a number of additional queries (since most collections are lazy-loaded [19]). In this setting, the time for C is constant for all revisions due to the result limit of 10.

4.2 Rebinding Performance

In the following subsection, we give an evaluation of the different rebinding strategies introduced in Section 3.4. For measuring the rebinding performance, we used GENESIS to simulate 10 services that implement the same feature. Then, we leveraged the QoS plug-in to continuously modify the response time of all services using a Gaussian distribution, and we additionally increased the variance after each step in order to simulate an environment where the QoS of services is subject to significant change. Finally, we implemented one client for each rebinding strategy and measured the average response time when invoking the service. As a result, we can see the impact of the different rebinding strategies for each client.

The results of this experiment are depicted in Figure 11. It should be noted that the response time of the best service is decreasing since we increase the variance. All services start with a (server-side) execution time of 2000 ms. The (client-side) response time differs about 400 ms which is caused by the network latency and the time needed for wrapping SOAP messages.

Obviously, clients with fixed binding usually perceive the worst response time because they are always bound to the same service. Clients using periodic rebinding mostly use services with good response time. However, since rebinding is done in pre-defined intervals the bindings are not always up-to-date (e.g., steps 17–18, 24–25, and 27–28 represent such situations). In contrast to that, clients with OnInvocation rebinding always invoke the best service since the rebinding is re-considered just before the service is invoked. However, this leads to a constant overhead of about 400 ms which is needed to check the binding and update if necessary. Finally, clients with OnEvent rebinding always bind to the best service without invocation overhead because the clients are notified asynchronously when the QoS changes and better services get available. However, the (optional) VRESO eventing support must be turned on and the client needs a listener Web service. It should be noted that the performance of the Event Engine is sufficient which is detailed in [12]. Thus, all rebinding strategies have their strengths and weaknesses, and it depends on the specific situation which strategy to use.

4.3 Mediation Performance

Besides rebinding, we have also evaluated the overhead introduced by the VRESO mediation facilities. We have again used the GENESIS tool for these tests.

Figure 12 depicts the response time of a single Web service invocation depending on the size of the message sent to the service. We have evaluated five different scenarios: (1) no mediation, (2) mediation using only constant mapping functions (replacing an input parameter with a constant string), (3) using mathematical functions (replacing a parameter with a calculated value), (4) using string modification functions (adding a constant string to a string parameter), and finally (5) using CS-Script (a simple script which exchanges the order of two parameters). Unsurprisingly, unmediated invocations are generally faster than any type of mediation. The performance of mediated invocations is similar no matter what type of mapping functions have been applied. However,
in our experiments mediation using string operations introduces slightly more overhead than the other types. This is due to the fact that string operations naturally become more expensive when the strings become bigger.

In Figure 13 we have studied the overhead introduced by different mapping functions in more detail. We have evaluated how the overhead introduced by mediation depends on the amount of mediation necessary (measured in the number of mapping functions applied). We have evaluated the same scenarios as before, but omitted the tests using unmediated invocations. Generally, the additional overhead introduced by a larger number of mapping functions is rather small: the difference between 1 and 100 mapping functions varies between 5 and 20 ms, which seems acceptable. As before, the overhead introduced by string operations heavily depends on the size of the strings to modify. Our experimentation string was rather sizable at 73 kByte, which explains the comparatively big overhead incurred by this type of mapping function. Note that the overhead of CS-Script mappings is constantly around 10 ms since the main overhead is the initialization of the scripting engine, while the execution of the actual script is negligible (as long as the script does not do any heavy computation, which would not be typical for mapping scenarios).

4.4 End-to-End Evaluation and Discussion

The end-to-end scenario combines all aforementioned aspects (i.e., querying, rebinding, mediation and invocation) into a larger order processing case study with the goal of ordering new cell phone contracts online (including mobile phone and SIM card). We implemented this workflow in C#. It consists of 19 overall activities split into 4 subprocesses. Basically, the process starts upon receiving an order via the company Web site. Afterwards the internal stock is checked for the availability of the phone and the SIM card. If one of those components is missing, it is ordered by using one of the internal or external suppliers, which is followed by a contracting subprocess. This subprocess creates a new contract and, if necessary, it adds a new customer to the CRM system. If the customer wants to transfer her old number, the number porting subprocess as depicted in Figure 2b is executed. Finally, the payment and shipping subprocesses are enacted and the cell phone number is activated in the GSM network.

The services used in the case study have been deployed on a different machine using GENESIS [25]. For each internal service (e.g., CRM, contracting) we have deployed only one alternative, whereas for each external service (e.g., Credit Card Service) multiple alternatives are available (between 60 and 250). For the internal notification service which is used to notify customers of their order status (using SMS, E-mail, mail, etc.) 30 alternatives are provided. This service is the only one that requires significant mediation. We use GENESIS to simulate a response time of 30–100 ms for each service.

In Figure 14, we show the average process duration in this case study based on 40 concurrent clients running on one host that is also hosting the VRESCO environment. Each client continuously executes the process over an experiment time of 16 min. We have chosen the Periodic rebinding strategy for this scenario, to accommodate for our highly dynamic scenario with many alternatives for each external service. In order to get a big number of rebindings during our experiment time we have chosen a rebinding interval of 5 sec. The x-axis of the figure shows the experiment time (in minutes) and the y-axis
depicts the averaged process durations of the currently executing process instances. Right after bootstrapping the system, there is a steep incline in the overall duration because each client performs some initialization. This includes querying the available services (red part), as well as creating proxies and binding to one service candidate (blue part). Additionally, the services are invoked (green part) and a certain amount of mediation occurs (black part). After the initialization phase, the system stabilizes and the response times and mediation time are constant. The mediation overhead reflects our detailed mediation results from Figure 12. Together, service response times and mediation accounts for about 92% of the average process duration after the initialization phase. The remaining 8% (blue part) represent other factors such as thread handling or the workflow business logics. Please note that querying and an occasional rebinding still happens after the initialization phase, but it is no longer part of the average process execution times (on the y-axis). This is because the rebinding clients perform querying and rebinding asynchronously in a separate thread. Therefore, it solely depends on the rebinding strategy whether querying and rebinding is part of the process execution time or just part of the initialization phase (as shown in Figure 14). In case of the **OnInvocation** rebinding strategy, there would be querying and rebinding overhead in the overall process execution time, whereas for **OnDemand** and **OnEvent** the behavior would be similar as shown above.

Generally, the decision which rebinding strategy to use depends on the particular domain and the requirements. For example, for the Number Porting Service **fixed** binding is not a reasonable choice because even simple changes of the partner CPO’s services (e.g., a different endpoint) would break the process. **OnDemand** is only reasonable if changes happen infrequently, and adaptation to changes is not time-critical. **Periodic** rebinding, on the other hand, is only adequate when services change frequently enough to warrant permanent polling for updates. Since number porting is not time-critical, we could have also used the **OnInvocation** rebinding strategy, which has a constant invocation overhead but always finds the best available service, or even better **OnEvent** which also eliminates this invocation overhead.

5 Related Work

In this section, we review related work concerning service repositories and service metadata, as well as service selection, invocation, and mediation.

Currently, several approaches and standards for service registries exist. We have compared some existing solutions with the VRESCO runtime, considering a carefully selected range of established standards, mature open-source frameworks and commercial tools. We consider the standards UDDI [5] and ebXML [6] (with special emphasis on the registry), Mule ESB and Galaxy repository [26], WSO2 ESB and registry [27], and IBM WebSphere [28] (including ESB, service registry and repository). Our comparison in Table 6 is structured according to the challenges introduced in Section 2.

Generally, all systems allow to store service metadata. Mostly, this is done in an unstructured way (e.g., using tModels in UDDI). There is only limited support for structured metadata in most approaches, whereas WebSphere provides an extensive structured metadata model (e.g., supporting OWL). To access data and metadata within the registry a query language or API is needed, which is provided by all approaches (WSO2 supports querying only based on Atom [29]). In contrast to VRESCO, type-safe queries are not supported by most approaches since querying is usually done on the unstructured service metadata model using languages such as SQL. Only WebSphere provides partial support by using XPath expressions for querying. Currently, explicit support for QoS attributes is not widely available — it is to some extent possible in WSO2 and WebSphere, and fully supported by VRESCO. WSO2 supports QoS only in terms of WS-Security and WS-ReliableMessaging. However, none of these frameworks except VRESCO provide QoS monitoring. Integration of dynamic binding, invocation and mediation of services is obviously not supported by pure registries such as UDDI or the ebXML registry. The other systems provide support in this respect due to their integrated ESBs. All systems except UDDI and VRESCO allow to store multiple versions of service metadata in the registry. However, only VRESCO provides end-to-end versioning support, which enables to seamlessly rebind and invoke different service revisions at runtime [11]. Finally, all approaches provide basic event notifications (e.g., if services are published) using E-mail, Web service notifications or Atom. Only WebSphere and VRESCO allow clients to subscribe to more complex events and event patterns using a rich subscription language.

Besides UDDI and ebXML, there are other standards for describing service metadata [8]. Some of them are used by semantic Web service approaches [30] (such as OWL-S [31], WSML [32] and SAWSDL [33]). It should be noted, however, that the VRESCO service metadata model introduced in Section 3.2 is not intended to compete with these approaches. We aim at enterprise development where metadata is an important business asset which should not be accessible for everyone, as opposed to the semantic Web service community where domain ontologies should be public to facilitate integration among different providers and consumers.

In general, several standards and research approaches have emerged that address the complexities of managing and deploying Web services [34]. In these approaches, service querying and selection play a crucial role, especially regarding service composition (e.g., [10], [35], [16]). However, the query models of current registries and Web service search engines [36] mainly focus on keyword-based matching of service properties which often do not cover the rich semantics of service metadata.
Yu and Bouguettaya [37] introduce a Web service query algebra and optimization framework. This framework is based on a formal model using service and operation graphs that define a high-level abstraction of Web services, and also includes a QoS model. Service queries are specified as algebraic operators on functionality, quality and composition of services, and finally result in service execution plans. Optimization techniques are then applied to select the best service execution plan according to user-defined QoS properties. This work is complementary to ours: while the authors focus on their formal service model and introduce a query algebra for this model, we present a service runtime that provides end-to-end support for service management and querying functionality. Furthermore, we address dynamic binding and service mediation since service interfaces of different service providers are not always identical in practice. Dynamic binding of services has been addressed by other approaches (e.g., [38], [39]).

Pautasso and Alonso [38] discuss various binding models for services, together with different points in time when bindings are evaluated. They present a flexible binding model in the JOpera system where binding is done using reflection and does not require a specific language construct. Di Penta et al. [39] present the WS-Binder framework for enabling dynamic binding within WS-BPEL processes. Their approach uses proxies to separate abstract services from concrete service instances. Both approaches have in common that they rather focus on dynamic binding with respect to composition environments whereas VRESCo addresses binding at the core SOA level.

6 Conclusion

One of the main promises of SOC is the provisioning of loosely-coupled applications based on the publish-find-bind-execute cycle. In practice, however, these promises can often not be kept due to the lack of expressive service metadata and type-safe querying facilities, explicit support for QoS, as well as support for dynamic binding and mediation. In this paper, we have proposed the QoS-aware VRESCo runtime environment which has been designed with these requirements in mind. VRESCo offers an extensive structured metadata model and VQL as type-safe query language. Furthermore, we provide dynamic binding and mediation mechanisms that use pre-defined service mappings. We have evaluated our work regarding performance and discussed the results together with the experience gained in the CPO case study. The results show that the VRESCo runtime is applicable to large-scale adaptive service-centric systems.

As part of our ongoing and future work we want to link the VRESCo eventing [12] and composition [16] mechanisms. Furthermore, we envision to integrate SLA enforcement capabilities on top of VRESCo.
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Abstract—For providers of composite services, preventing cases of SLA violations is crucial. Previous work has established runtime adaptation of compositions as a promising tool to achieve SLA conformance. However, in order to get a realistic and complete view of the decision process of service providers, the costs of adaptation need to be taken into account. In this paper, we formalize the problem of finding the optimal set of adaptations, which minimizes the total costs arising from SLA violations and the adaptations to prevent them. We present possible algorithms to solve this complex optimization problem, and detail an end-to-end system based on our earlier work on the PREvent (prediction and prevention based on event monitoring) framework, which clearly indicates the usefulness of our model. We discuss experimental results that show how the application of our approach leads to reduced costs for the service provider, and explain the circumstances in which different algorithms lead to more or less satisfactory results.

Index Terms—Service Composition, Service Level Agreements, Adaptation, Optimization

1 INTRODUCTION

Service-based applications have seen tremendous research activity in the last years, with many important results being generated around the world [1]. This global interest is justified by the ever increasing services industry, which is still only starting to explore the potential that new paradigms like Everything-as-a-Service (XaaS) or Cloud Computing provide [2]. However, to fully realize this potential, research and industry alike need to focus more strongly on non-functional properties and quality issue of services (generally referred to as QoS). In the business world, QoS promises are typically defined within legally binding Service Level Agreements (SLAs) between clients and service providers, represented, e.g., using WSLA [3]. SLAs contain Service Level Objectives (SLOs), i.e., concrete numerical QoS objectives, which the service needs to fulfill. If SLOs are violated, agreed upon monetary consequences go into effect. For this reason, providers generally have a strong interest in monitoring SLAs and preventing violations, either by using post mortem analysis and optimization [4], [5], or by runtime prediction of performance problems [6], [7]. We argue that the latter is more powerful, allowing to prevent violations before they have happened by timely application of runtime adaptation actions [8]–[10].

However, preventing SLA violations is, in general, not for free. For instance, some alternative services usable in a composition may provide faster response times (thereby improving the end-to-end runtime of the composite service, and reducing the probability of violating runtime related SLOs), but those services are often more expensive than slower ones. Therefore, there is an apparent tradeoff between preventing SLA violations and the inherent costs of doing so. We argue that this tradeoff is currently not covered sufficiently in research. Instead, researchers assume that the ultimate goal of service providers is to minimize SLA violations, completely ignoring the often significant costs of doing so (e.g., [9], [10]).

In this paper, we contribute to the state of the art by formalizing this tradeoff as an optimization problem, with the goal of minimizing the total costs (of violations and applied adaptations) for the service provider. We argue that this formulation better captures the real goals of service providers. Additionally, we present possible algorithms to solve this optimization problem efficiently enough to be applied at composition runtime. We evaluate these algorithms within our PREVENT (prediction and prevention based on event monitoring) framework [8].

The remainder of this paper is structured as follows. In Section 2, we motivate our work and present an illustrative example, which will guide us through the rest of the paper. Following in Section 3, we present our earlier work on prevention of SLA violations. In Section 4, we formalize the problem of cost-based optimization of service compositions. We explain possible algorithms to solve this problem efficiently in Section 5, which are experimentally evaluated in Section 6. Finally, we compare our work with the most important related scientific approaches in Section 7, and conclude the paper in Section 8.

2 MOTIVATION

In this paper, we use the scenario depicted in Figure 1 (in BPMN [11] notation) to motivate and explain our approach.
This scenario considers the case of a manufacturer of industry products. These products are constructed on-demand by assembling various parts, some of which can be produced in-house by the manufacturer, while others need to be ordered from external suppliers. The manufacturing process depicted in Figure 1 consists of two segments: firstly, the customer sends a request for quotation (RFQ), which the manufacturer responds to with an offer (consisting of estimated price and delivery time for the finished product), secondly, the customer can then order this product to the offered conditions. For reasons of brevity we concentrate on the two roles “Customer” and “Assembly Service” in the figure, even though the manufacturer interacts with many different external partners (e.g., suppliers of parts, shippers, credit card companies) to implement the described functionality. Since the manufacturer’s business is based entirely on a service-based notion, the manufacturing process is implemented as a service composition, i.e., activities in the process are mapped to one or more invocations of (Web) services.

### TABLE 1: Service Level Objectives

<table>
<thead>
<tr>
<th>#</th>
<th>SLO Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Time to Offer</td>
<td>Time between receiving the RFQ and responding with an offer (in working days).</td>
</tr>
<tr>
<td>2</td>
<td>Order Fulfillment Time</td>
<td>Time between receiving the order and finishing the process (in working days).</td>
</tr>
<tr>
<td>3</td>
<td>Process Lead Time</td>
<td>Time between initializing the process and finishing it (excluding activities at customer side) in working days.</td>
</tr>
<tr>
<td>4</td>
<td>Cost Compliance</td>
<td>Cost overrun with regard to the offer in % of the offer.</td>
</tr>
<tr>
<td>5</td>
<td>Product as Specified</td>
<td>Product is exactly as specified.</td>
</tr>
</tbody>
</table>

With its key customers, the manufacturer has some established service level agreements. We provide a list of typical SLOs in Table 1. Note that these objectives can be of quantitative (SLOs #1 to #4) or of qualitative (SLO #5) nature.

All SLOs have some target values and penalties for violating these targets associated (see Table 2). Therefore, the manufacturer has a strong interest in complying to these SLOs, as long as the costs of doing so do not exceed the benefit. The manufacturer may apply a number of runtime adaptations to the process. We sketch some example adaptation actions in Table 3. The columns + and - refer to SLOs in Table 1, and indicate that the respective action has a positive (+) or negative (-) impact on this SLO. Note that these actions and impacts are just of exemplary nature, that is, while for some business cases outsourcing may reduce costs and increase the process duration (and error rate), this does not necessarily hold for all processes. Additionally, applying these actions generally also has some associated costs, which need to be taken into account (for instance, express shipping is more expensive than regular shipping). As we can see, for the manufacturer there is a tradeoff between the three dimensions duration, costs and quality, which is well-known in many fields of engineering.

Since the manufacturer business process is implemented as a service composition, applying these adaptations essentially boils down to adapting the service composition. This can be done by either adapting the data flow of the composition (e.g., to use a different shipping option), by invoking different base services, or by changing the structure of the composition itself. In
TABLE 3: Possible Adaptation Actions

<table>
<thead>
<tr>
<th>#</th>
<th>Adaptation Action</th>
<th>+</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Use faster shipper or faster shipping option, e.g., express shipping.</td>
<td>#2, #3</td>
<td>#4</td>
</tr>
<tr>
<td>2</td>
<td>Order more parts instead of producing them in-house.</td>
<td>#2, #3</td>
<td>#4</td>
</tr>
<tr>
<td>3</td>
<td>Generate offer with higher priority.</td>
<td>#1, #3</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Outsource assembling and quality control.</td>
<td>#4</td>
<td>#2, #3, #5</td>
</tr>
<tr>
<td>5</td>
<td>Skip quality assurance or do it less thoroughly.</td>
<td>#2, #3, #4</td>
<td>#5</td>
</tr>
<tr>
<td>6</td>
<td>Add an additional quality assurance step.</td>
<td>#5</td>
<td>#2, #3, #4</td>
</tr>
</tbody>
</table>

Generally, the idea of PREVENT is to use event-based monitoring of composition data to generate runtime predictions of SLA violations before they have happened. Based on these predicted violations, adaptation actions are triggered with the goal of preventing the violation. In this paper we focus on the implementation of the Cost-Based Optimizer component in Figure 2, which we have not discussed so far in our earlier work. For every composition instance, this component receives estimations of concrete SLO values from the Violation Predictor component, and decides (based on these estimations as well as on knowledge of standing SLAs and available adaptation actions), which adaptations should be applied to a composition instance. In the following, we refer to this decision procedure as cost-based optimization. We use the term optimization time as the point in time during a composition instance’s execution at which cost-based optimization happens. The interested reader may download our current version of the PREVENT prototype.

3.1 Prediction of SLOs

Generally, the PREVENT approach to prediction of SLA violations is based on the idea of predicting concrete SLO values based on monitoring data. We distinguish three different types of information. Facts represent data which can already be measured at optimization time. Unknowns are the opposites of facts. They represent data which is entirely unknown at optimization time. Evidently, unknown data cannot be used in the prediction. Estimates are a kind of middle ground between facts and unknowns, in that they represent data which is not yet available, but can in some way be estimated. This is often the case for QoS data, since techniques such as QoS monitoring [15] can be used to get an idea of e.g., the response time of a service before it is actually invoked. The Violation Predictor uses both facts and estimates from previously monitored historical service executions to train a machine learning function (we use multi-layer artificial neural networks [16] for quantitative SLOs and C4.5 decision trees [17] for qualitative SLOs), which can then be used to produce a numerical estimation of the SLO values at runtime. More details about our approach to prediction of SLOs can be found in our earlier work.

We have sketched this machine learning based implementation of the SLO Predictor in Figure 3. One model is trained per SLO that needs to be predicted (even though the same model can be used if this SLO is used in multiple customer SLAs), and every model is trained from different data. Please see below for a discussion of how to identify which data to use for each SLO. Apparently, some historical executions of the service composition are necessary to bootstrap the training. The concrete amount of instances that are necessary depend both on the expected quality of prediction (more historical information in tendency improves the prediction quality) and on the size and complexity of the service.

composition. This prediction approach cannot be used while no historical information is available. If this is the case, one could still use an alternative prediction approach, which is not data-based, e.g., [18]. However, a detailed discussion of this remains part of our future work.

For understanding the remainder of the paper, it is important to keep in mind that the SLO Predictor essentially implements a set of estimator functions, which can be used for any partially known instance of the composition (i.e., an instance, whose facts and estimates are partially known, for instance a half-finished instance) to generate an estimation of the SLO value when the instance is finished. We will use these estimator functions in our modelling in Section 4.

### 3.2 Identification of Factors of Influence

As input to the machine learning based SLO Predictor approach, we need to identify the most significant metrics that influence the SLO compliance of the composition. We refer to these metrics as the factors of influence of the service composition. Factors of influence are rarely obvious, even to domain experts. Hence, we have devised a process called dependency analysis, which can be used by business analysts to identify factors of influence. We summarize this process here, to the extent that is necessary for understanding the core contribution of the current paper.

![Fig. 3: Predicting SLOs Using Machine Learning](image)

Using this data set, a dependency tree can be generated, as discussed in [5]. The dependency tree is essentially a decision tree, containing the factors that best explain SLO violations in the composition. The third step is then to use these factors to try and train a prediction model from the identified factors of influence. If this prediction model has a sufficiently high training data correlation against the measured data set (i.e., if the predictions generated with the predictor are highly correlated with the actual measured values), we can accept these factors and influence and use them in the SLO Predictor for the SLO. If the correlation is not sufficient, the business analyst needs to identify the reason for the lacking performance. Generally, the analyst will define additional potential factors of influence, and repeat from the second step.

### 3.3 Adaptation Actions

The PREVENT Adaptation Executor can execute a range of different adaptations of service composition instances. Generally, we distinguish three types of adaptations: data manipulation, service rebinding and structural adaptation. Data manipulation actions represent the most simple type of adaptation, where the composition is in fact not changed. Instead, the data flow of the composition instance is intercepted and some datum is changed (e.g., the priority parameter of the service invoked as part of the “ship” activity is changed to “high priority”). Service rebinding represents the common case where a different service is used to implement an activity in the composition, e.g., a faster shipping service is used in the activity “ship”. For this type of adaptation, we differentiate between three types, one-to-one service rebinding without interface mediation (the original and the new service have identical interfaces), one-to-one service rebinding with interface mediation (the services have different interfaces, but the same number of service invocations is needed to achieve the required functionality), and substitution with subflow (the original service invocation is not only replaced with another single service invocation, but with a whole subcomposition). This adaptation is similar to the another type of adaptation, structural adaptation. In this case not only the data or service bindings of a composition change, but the logical structure of the composition itself.

![Fig. 4: Schematic Dependency Analysis Process](image)
This includes simpler cases like removing activities in an instance (e.g., skip the “quality control” activity) and more complex adaptations, where an entire subtree of the composition definition is replaced (e.g., outsource the assembling process to an external provider). Please refer to our earlier publications [8], [9] for details on how these actions are implemented. Most important for the remainder of this paper is to know how adaptation actions are defined in the PREVENT framework. We have sketched this in Figure 5.

![Fig. 5: Definition of Adaptation Actions](image)

We can define any number of adaptation actions, which can be applied to an instance of the composition. Each of those definitions contains the description of the actual action, which can be any of the action types discussed above. In addition, the action definition also contains the impact model of the action, a list of constraints and ordering clauses, and the costs of applying this action. We assume that every adaptation action has a constant, non-negative cost. For example, the cost of using a faster shipping service is the cost of using the new service minus the costs of using the original shipping service. The impact model contains a set of impact clauses. Every impact clause represents the concrete impact that applying this adaptation action has on one concrete monitorable fact or estimate. Essentially, therefore, the clauses model updates to the data used to generate predictions (see Figure 3). Every adaptation action can have any number of positive as well as negative impacts on any fact or estimate. This impact value can be determined in several ways: (1) based on measured history data if the corresponding advice has already been used before, for example, using data mining; (2) based on SLAs with external providers, if such SLAs exist; or (3) by using QoS aggregation techniques [20]. We assume that the impact model specifies impact clauses for all metrics which the advice affects. Of course, impact clauses do not need to be exact (very often it will realistically be impossible to statically define an exact impact model before execution), however, more exact impact models lead to better predictions of SLOs after adaptation, which in turn leads to a better end-to-end performance of the PREVENT system.

4 Optimization Problem Formulation

In this section we formalize the problem of selecting the most cost-effective adaptation actions to prevent one or more predicted SLA violations. We consider an interaction of the service composition with a given client, who has a given SLA with the composition provider. Let \( I \) be the set of all possible composition instances of this client, and let \( i \in I \) be concrete instances that we can monitor using the PREVENT tooling. Furthermore, let \( S = \{s_1, s_2, \ldots, s_k\} \) be the set of SLOs defined in the relevant SLA. As part of the SLO definition, a penalty function is associated with all SLOs in \( S \). Collectively, we refer to these functions as \( P = \{p_{s_1}, p_{s_2}, \ldots, p_{s_k}\} \). Penalty functions define the costs for the provider based on a measured SLO value, i.e., they are functions defined as \( p_s : \mathbb{R} \to \mathbb{R}, s \in S \). Similarly, the measured value of an SLO \( m_s \) is a function \( m_s : I \to [0 : 1] \). We normalize SLO values to the interval \([0 : 1]\) in order to make them comparable. Putting it all together, we define the penalty function for a given SLO \( s \) and instance \( i \) as \( p_s(i) \). Penalty functions for SLOs can take many different shapes. The most important ones are (1) constant penalty (a constant payment needs to be made if a certain SLO threshold value is surpassed), (2) staged penalty (similar to a constant penalty, but with different levels of penalty), (3) linear penalty (the penalty is linearly increasing with the degree of violation), and (4) linear penalty with cap (the penalty is linearly increasing up to a maximum value). Even though these functions span many different types of mathematical functions, they share two essential characteristics. Firstly, SLO penalty functions are always monotonically increasing, i.e., \( \forall p_s \in P : \forall x_1, x_2 \in \mathbb{R} : (x_1 < x_2) \implies (p_s(x_1) \leq p_s(x_2)) \). This is evident, since the penalty for a higher degree of violation should never be smaller than the penalty for a lesser violation. Secondly, SLO penalty functions always have a point discontinuity in a special violation threshold point \( (t_1) \). Before (and including) \( t_1 \) the penalty is generally 0 (no violation has occurred), and beyond this point a positive penalty needs to be paid (\( \forall s \in S : \forall x \in \mathbb{R} : (x \leq t_1 \iff p_s(x) = 0) \land (x > t_1 \iff p_s(x) > 0) \)). This also means that penalty functions are generally discontinuous. Furthermore, this property signifies that there is no incentive for the service provider to apply further adaptation and improve an SLO value below \( t_1 \), since all further improvements do not further reduce his costs (they are already 0 for this SLO).

To prevent violations, we are able to apply a number of possible adaptations to an instance \( i \). We define \( A = \{a_1, a_2, \ldots, a_l\} \) as the set of all possible adaptation actions, and \( A' \in \mathcal{P}(A) \) (\( \mathcal{P}(A) \) denotes the powerset of \( A \)) as the subset of adaptation actions that are selected to be applied. We assume that all adaptations have some costs associated, defined as a cost function \( c : A \to \mathbb{R} \). We assume that cost functions are constant, that is, we do not consider cross-pricing models for services [21], which would lead to non-constant costs of adaptation. Further-
more, adaptation actions, if applied, have some defined impact on the composition instance \( i \). Hence, we define the transformation of \( i \) to a modified instance \( i' \) using the \( o \) operator, defined as a function \( o : I \times \mathcal{P}(A) \rightarrow I \). This is captured by the impact model, which has to be specified as part of the action definition (see Section 3).

Selecting the most cost-effective adaptation actions means finding the adaptation actions \( A^* \) that minimize the total costs for the service provider. The total costs \( TC \) are defined in Equation 1 as the sum of the costs of SLA violations after adaptation (\( VC \)) and the costs of adaptation (\( AC \)).

\[
TC : \mathcal{P}(A) \rightarrow \mathbb{R}, \quad TC(A^*) = VC(i \circ A^*) + AC(A^*) 
\]  

\( AC : \mathcal{P}(A) \rightarrow \mathbb{R}, \quad AC(A^*) = \sum_{a_s \in A^*} c(a_s) \) \hspace{1cm} (2)

\( VC \) is defined as the sum of all penalty functions applied to an instance (Equation 3).

\[
VC : I \rightarrow \mathbb{R}, \quad VC(i) = \sum_{s_a \in S} v_{sx}^i 
\]  

\( (3) \)

Obviously, the goal of the service provider is to minimize \( TC \). Hence, the optimization objective becomes finding the \( A^* \) that minimizes \( TC \) for a given instance \( i \) (Equation 4).

\[
TC(A^*) = \sum_{s_a \in S} v_{sx}^i + \sum_{a_s \in A^*} c(a_s) \rightarrow \text{min!} 
\]  

\( (4) \)

Note that we can easily calculate \( AC \) for any given \( A^* \), but at optimization time \( VC \) is unknown (we do not know for sure which SLOs will be violated, with or without adaptation). However, the SLO Predictor provides estimations for SLOs based on instance data (see Section 3). Hence, we assume that we have estimation functions \( c_s : I \rightarrow \mathbb{R}, s \in S \) available for each SLO, which estimate the concrete penalty values in advance with a reasonably small prediction error \( \epsilon \) (\( \forall s \in S, i \in I : |c_s(i) - p_s(i)| < \epsilon \)). Replacing \( VC \) with its prediction using \( c_s \) leads to Equation 5, which we can solve.

\[
TC(A^*) \approx \sum_{s_a \in S} v_{sx}^i + \sum_{a_s \in A^*} c(a_s) \rightarrow \text{min!} 
\]  

\( (5) \)

However, not all combinations of adaptation actions are legal. Some adaptation actions are mutually exclusive (e.g., use Shipping Service DHL and use Shipping Service UPS), while others depend on each other (see our earlier work [9] for details on dependencies between adaptation actions). For simplicity, we capture these additional constraints using a penalty term \( v : \mathcal{P}(A) \rightarrow \mathbb{N} \). The definition of \( v \) is shown in Equation 6.

\[
v(A^*) = \begin{cases} \infty & A^* \text{ contains constraint violation} \\ 0 & \text{otherwise} \\ \end{cases} 
\]  

\( (6) \)

By incorporating this penalty term we arrive at our final target function (Equation 7).

\[
TC(A^*) \approx v(A^*) + \sum_{s_a \in S} v_{sx}^i + \sum_{a_s \in A^*} c(a_s) \rightarrow \text{min!} 
\]  

\( (7) \)

We have all necessary information to evaluate Equation 7 at optimization time for any set of actions \( A^* \). However, finding the \( A^* \) that minimizes \( TC(A^*) \) is still far from trivial, since Equation 7 is discrete and cannot be optimized analytically. We present algorithms to find a (near)-optimal solution in Section 5.

5 ALGORITHMS

We will now discuss different approaches for finding solutions to this problem. These algorithms are implemented in the Cost-Based Optimizer component. Optimization is always triggered by a predicted violation of at least one SLO, and receives as input a list of monitored facts and estimates of the current instance.

5.1 Branch-and-Bound

Branch-and-Bound is a very general deterministic algorithm for solving optimization problems. The high-level idea of this approach is to enumerate the solution space in a “smart” way, so that at least some sub-optimal solutions can be identified and discarded prematurely, i.e., before they have been fully constructed and evaluated. We use a binary encoding to represent solutions, i.e., every solution is represented as a binary vector, and an adaptation action with index \( j \) is applied if \( j \) the solution vector is 1 at index \( j \). For example, the solution vector 00110100 encodes that the third, fourth and sixth adaptation action should be applied. Evidently, \( 2^{|A|} \) different solutions exist for each optimization problem, where \(|A|\) is the number of possible adaptation actions (but not all combinations need to be legal). For solutions that are still being constructed we allow a third symbol, “\( \_ \)”, representing an action which is still undecided (alive). We refer to solutions, which contain at least one alive action, as partial, and solutions, which do not contain any alive actions, as complete. Therefore, the vector 001101 \* 0 is a partial solution, where the last-but-one action is alive.

We describe our general branch-and-bound algorithm in Figure 6. The algorithm is easy to understand. What is most important is the implementation of Line 13, the rules for pruning the search tree (i.e., for prematurely discarding solutions). In our branch-and-bound approach, we prune a partial solution in two cases: (1) if the partial solution already contains at least one conflict, or (2) if the partial solution already prevents all SLA violations (the penalty function \( p_s \) is 0 for all...
the actions in reverse order (from back to front). Now, the “useful” action is investigated first, and a large part of this solution tree can be pruned according to pruning case (2).

Therefore, we can conclude that it is beneficial to investigate actions in a specific order that maximizes the number of solutions that can be pruned. We specify two possible criteria for this ordering: (1) the impact of an action on the SLOs (actions with higher total impact should be investigated first), and (2) the utility of an action (actions with higher utility should be investigated first). We will now define those two orderings.

Based on the set of historical process instances that we have already used to train the Violation Predictors, we can calculate an estimation of impact and utility of each action as follows. We define the set of available historical process instances as \( H = \{h_1, h_2, \ldots, h_q\} \), with \( H \subseteq I \). We refer to the number of historical instances as \( q = |H| \). Now, we are able to calculate an estimation of the overall impact of an adaptation action \( a \) on a SLO \( s \) as \( \Delta_{a,s} \) (Equation 8). Simply put, the impact is the arithmetic mean of the difference between SLO value with and without applying the adaptation to each historical instance.

\[
\Delta_{a,s} = \sum_{h \in H} \frac{m_s(h) - m_s(h \circ \{a\})}{q}
\]  

Note that we have already defined in Section 4 that SLA penalty functions are monotonically increasing. Hence, higher impact values are generally good. However, the impact value may also be negative (i.e., \( m_s(h) < m_s(h \circ \{a\}) \)). In this case this action has a negative impact on one of the SLOs, which is reasonable and realistic. For instance, an adaptation which reduces the process lead time can very well have a negative impact on the SLO cost compliance. Based on \( \Delta_{a,s} \), we can now define the total impact of each action as the sum of its impact on all SLOs. Furthermore, we can define the utility of an action as its total impact divided by its costs. Now, we are able to improve the branch-and-bound algorithm trivially: instead of investigating the actions in the order they are specified in the solution vector, we now investigate them either in the order of their impact \( \Delta_s \) (impact-based sorting), or in order of their utility \( u_a \) (utility-based sorting). We will evaluate and discuss both alternatives in Section 6, and compare them to Branch-and-Bound with randomly ordered actions.
5.2 Local Search

While the Branch-and-Bound algorithm discussed above has the advantage of always finding the optimal set of actions for any composition instance, the execution time of the algorithm increases exponentially with the number of available actions. Even though we can reduce the runtime using impact- or utility-based sorting of actions, the complexity still remains exponential. Hence, there is an evident need to find strong heuristics, i.e., non-deterministic algorithms that find "good" (even if not necessarily optimal) solutions in polynomial time.

A simple heuristic that is often used to very good ends is Local Search. Local Search is a metaheuristic, i.e., final solutions are constructed by iteratively improving a start solution. The general idea is that in each iteration the algorithm searches a specified neighborhood for better solutions than the current one. If at least one such solution is found, the algorithm progresses to the next iteration with one of the better solutions (typically the best one in the neighborhood, equivalent to steepest descent). If no better solution can be found in the neighborhood, the algorithm has converged to a local optimum and is terminated. Usually, this algorithm is repeated multiple times with different starting solutions (since different starting solutions can lead to different local optima). This kind of algorithm typically depends on the definition of (1) a suitable neighborhood and (2) a senseful selection of starting solutions. We use the following neighborhood definition: a complete solution is selected into the next generation. The parameter \(t\) steers the selection pressure: low \(t\) increases the danger of converging against a local optimum instead of the global one. However, some attention needs to be paid to using a greedy construction heuristic that actually generates start solutions, which are both of reasonable quality and at the same time widely spread over the search space.

We have sketched the construction heuristic that we have used in our implementation of GRASP in Figure 8. Summarizing, the algorithm constructs \(n\) solutions by stepwise addition of actions selected randomly from a restricted candidate set (RCS). The heuristic is based on similar concepts that we have already used in our discussion of Branch-and-Bound: the idea is to stop adding actions if either no more SLOs are violated or no senseful actions are available anymore (the RCS is empty), and to prefer adding actions which have a high utility value (\(u_a\)). Hence, in every step the RCS consists of the \(r\) (maximum size of the RCS) actions with highest non-negative \(u_a\), which have not yet been added and which do not lead to a conflict.

5.3 Genetic Algorithm

As an alternative to locality-based heuristics (local search, GRASP) we also present a solution based on the concept of evolutionary computation. More precisely, we use genetic algorithms [23] (GA) as a more complex, but potentially also more powerful heuristic to generate good solutions to the cost-based optimization problem. The overall idea of GA is to mimic the processes of evolution in biology, specifically natural selection of the fittest individuals, crossover, and mutation. Therefore, in GA, we rather work on a population of solutions instead of a single one. We use the term "fit" to describe solutions with a good (low) target function value. Firstly, we generate a random start population. For this, we use the same primitive construction scheme as discussed above for local search: we randomly apply \(m\) actions in every solution. Every following iteration of the algorithm (referred to as generations) essentially follows a three-step pattern.

Firstly, we select a set of solutions from the population to "survive" into the next generation. In our genetic algorithm implementation, the fittest solution (i.e., the one with the lowest target function value) is selected deterministically (elitism), while all remaining slots in the next generation population are selected using a process called tournament selection. In tournament selection, \(t\) random solutions from the last generation are put into a tournament. The fittest solution of the tournament is selected into the next generation. The parameter \(t\) steers the selection pressure: low \(t\) increases the time that the population takes to converge against a solution, but high \(t\) increases the danger of converging against a local optimum instead of the global one.

Secondly, crossover is used to produce new solutions based on the selected ones from the last generation.
The main challenge of implementing a strong crossover mechanism is to ensure that the crossover product of two fit solutions is also likely to be fit. Given the binary vector representation we use to encode solutions, we can make use of a simple one-point crossover scheme. We choose a random crossover point \( cp \) from \([1 : |A| - 1]\). To construct a new child, we copy the binary vector of the first solution from the start until \( cp \), and the vector of the second solution from \( cp + 1 \) to the end of the vector.

This simple procedure ensures that characteristics of both original solutions are preserved. However, because of the random selection of \( cp \), it is possible that the child solution has a conflict, even if this was not the case for any of the parents. In this case, we remove one of the conflicting actions at random.

Thirdly, we use mutation to introduce entirely new features into the population. The need for mutation can be illustrated easily: assume that a given action \( a \) is not applied in any solution in the population. Using one-point crossover as discussed above it is not possible to create any solution that uses \( a \). Hence, we introduce some additional randomization. After crossover, we may randomly flip every bit in every solution in the population with a very small probability. This means that most solutions in the population are not mutated, but sometimes new actions are applied, which are not the product of crossover.

In literature, such combinations of GA and local search are often referred to as Memetic Algorithms [24] (MA).

In the following section, we will numerically validate the algorithms discussed in Section 5 based on an implementation of the scenario presented in Section 2. For reasons of brevity, we only summarize the experiment setup here. More details can be found in the accompanying experimentation web page\(^2\). In addition, we do not explicitly evaluate the prediction quality (i.e., the SLO Predictor component) here. The interested reader may find a numerical evaluation of the prediction in [6], as well as in [8].

\(^2\) http://www.infosys.tuwien.ac.at/prototype/VRESCo/experimentation.html

### Table 4: GA Configuration Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>Number of solutions in every generation</td>
<td>150</td>
</tr>
<tr>
<td>Selection Pressure</td>
<td>Number of solutions to select for tournament selection</td>
<td>2</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>Probability per solution that crossover is applied</td>
<td>0.8</td>
</tr>
<tr>
<td>Mutation Probability</td>
<td>Probability per bit that mutation is applied</td>
<td>0.02</td>
</tr>
<tr>
<td>Break Condition</td>
<td>Condition for stopping the algorithm</td>
<td>No impr. in all iterations</td>
</tr>
</tbody>
</table>

![Fig. 9: Memetic Algorithm](image)

6 Experimentation

In the following section, we will numerically validate the algorithms discussed in Section 5 based on an implementation of the scenario presented in Section 2. For reasons of brevity, we only summarize the experiment setup here. More details can be found in the accompanying experimentation web page\(^2\). In addition, we do not explicitly evaluate the prediction quality (i.e., the SLO Predictor component) here. The interested reader may find a numerical evaluation of the prediction in [6], as well as in [8].

\(^2\) http://www.infosys.tuwien.ac.at/prototype/VRESCo/experimentation.html
We have implemented the scenario from Section 2 using .NET Windows Communication Foundation (WCF) technology and the VRES-Co SOA runtime environment on a server running Windows Server Enterprise 2007, Service Pack 2. The machine is equipped with 2.99GHz Xeon X5450 processors and 32 GByte RAM. In order to train PREVENT, we have initialized the system with a set of 9796 historical composition instances. These instances were created by executing the service composition repeatedly. In this historical data set, 3660 instances have not been adapted, while one or more adaptation actions have been applied in the remaining 6136 instances. In our experiments, we consider the case of an SLA containing up to five SLOs, similar to the previous example. Note that we have used an integer value in $[0 : 15]$ to represent product quality in this example, in order to allow for more fine-grained distinctions of different levels of product faults. In Table 5 we have sketched these SLOs and their basic statistics. $\mu$ is the mean value of the SLO without adaptation, $\mu^*$ is the mean among instances to which some adaptation has been applied. $\sigma$ and $\sigma^*$ are the respective standard deviations. As before, $t_1$ is the violation threshold. Furthermore, SLO 1 is associated with a staged penalty function with 9 stages, SLO 2 and 3 are both associated with fixed penalty functions, SLO 4 is associated with a linear penalty function with cap, and SLO 5 with a linear penalty function without cap. Additionally, we have defined 49 adaptation actions that have positive and negative influences on some or all of these SLOs. Every action has been associated with a positive cost value.

As a first experiment, we analyse the suitability of different variants of the Branch-and-Bound algorithm. As all of these algorithms are deterministic, we are guaranteed to find the optimal solution to any optimization problem eventually. However, the three different versions of the algorithm (Branch-and-Bound with random action sorting, with impact-based sorting, and with utility-based sorting) may differ significantly with regard to their runtime. As an independent measure of algorithm runtime, we use the number of solutions that have to be evaluated. All results concerning algorithms with randomized elements are arithmetic means of 5 repeated runs.

### Table 5: Case Study SLOs

<table>
<thead>
<tr>
<th>Nr.</th>
<th>SLO Name</th>
<th>$\mu$</th>
<th>$\mu^*$</th>
<th>$\sigma$</th>
<th>$\sigma^*$</th>
<th>$t_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Order Fulfillment</td>
<td>3851</td>
<td>35960</td>
<td>4.18</td>
<td>6.004</td>
<td>4.000</td>
</tr>
<tr>
<td>2</td>
<td>Payment Time</td>
<td>4182</td>
<td>39410</td>
<td>6.00</td>
<td>11.24</td>
<td>11.24</td>
</tr>
<tr>
<td>3</td>
<td>Shipping Time</td>
<td>1285</td>
<td>1284</td>
<td>1.14</td>
<td>4.97</td>
<td>1.14</td>
</tr>
<tr>
<td>4</td>
<td>Product Quality</td>
<td>2.6</td>
<td>3</td>
<td>1.9</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Cost Compliance</td>
<td>851</td>
<td>1149</td>
<td>212</td>
<td>321</td>
<td>1400</td>
</tr>
</tbody>
</table>

Figure 10 plots the number of solutions depending on the number of adaptation actions that are available (up to a maximum of 17 actions, note the logarithmic scale on the y-axis). For reasons of comparison we also plot local search in the figure, whose runtime grows linearly with the number of actions. It was not feasible to evaluate Branch-and-Bound for more than 17 actions.

**Fig. 10: Solutions Evaluated For Branch-and-Bound**

As we can see, there is little difference between the three variants of Branch-and-Bound, and none is able to reduce the number of solutions that have to be evaluated significantly below full enumeration. The reason for this unsatisfying result is that, in this concrete optimization instance, very little combinations of actions can prevent the violation of all SLOs (the SLOs are conflicting), i.e., bounding condition 2 cannot be applied very often. We can see that, by relaxing the problem and disabling SLOs 4 and 5, a significant performance boost can be achieved (Figure 11) by both impact-based and utility-based sorting. The difference between impact-based and utility-based sorting is not significant.

**Fig. 11: Solutions Evaluated Without Conflicting SLOs**

However, even though smart action sorting can reduce the solution space if there are no conflicting SLOs, the number of solutions that need to be evaluated still grows exponentially with the number of available actions. Hence, solving the cost-based optimization problem deterministically is only possible for very small problems. If the set of possible adaptations grows, we need to fall back to heuristic optimization. For these algorithms, there are no guarantees about the quality of the solution. That means that we need to compare them
in two dimensions. Firstly, and similar to before, we need to look at the number of solutions that are evaluated before the algorithm produces the final result (Figure 12), as a measure of the runtime of the algorithm. Secondly, we also need to take into account the quality of the best found solution (Figure 13).

In Figure 12 we can see that, not surprisingly, all algorithms scale much better than Branch-and-Bound (note the linear scale on the y-axis and compare with Figure 11). GRASP is very efficient, and the fastest algorithm in this experiment with an almost constant runtime. The computation of local search is also reasonably efficient, but the number of solutions that have to be evaluated increases more strongly as compared to GRASP. This is because for GRASP the start solutions are already better, hence less local search steps are necessary before a solution is reached. Note that the number of solutions evaluated for local search is directly proportional to the number of start solutions used. In this experiment we used 25 start solutions. If we had used 50 start solutions instead, the runtime of local search would have been almost on the level of MA. GA also has a relatively constant runtime, but on much higher level than GRASP. The slowest algorithm in this experiment is MA, which is due to its unique combination of local optimization and genetic algorithm.

In Figure 13, the algorithms are compared with regard to solution quality, measured as predicted total costs (TC, as defined in Section 4) for the service provider. We observe a quite clear ordering of algorithms in this experiment. GRASP and MA generally perform best. For most instances, MA is slightly better, even though this is not true for all cases. GA comes in third, and local optimization with random start solutions usually produces solutions vastly inferior to all competitors.

Drawing conclusions from these experiments, we note that Branch-and-Bound is applicable in situations where just a small set of actions is available. In general, impact-based or utility-based sorting should be used instead of random sorting, since there is no evident disadvantage to these approaches and they may be helpful if there are no conflicting SLOs. We did not discover a significant difference in the performance of these two variants. If more actions are available, MA and specifically GRASP are interesting candidate algorithms. GRASP produces good solutions in very little time and can generally be used even for short-running compositions where adaptation decisions need to be taken in a short time frame (below 1 second). MA is very promising in case of long-running compositions, where the time necessary to find a solution is not critical. MA often produces slightly better solutions than GRASP, but takes much more time to do so.

In a second set of experiments, we now evaluate the end-to-end effectiveness of PREVENT. That is, we analyze if the system fulfills its main promise, preventing SLA violations and reducing the total costs for the service provider. Hence, we execute 500 instances of the scenario composition and monitor the actual total costs and violations (after adaptation). We compare these numbers with the number of violations and the total costs that the PREVENT SLO Predictor can predict after roughly half of the service composition is finished. We assume that these predictions reflect the violations and costs that we would end up with if we did nothing at all. Since our case study is rather short-running, but uses a relatively large set of adaptations, we use GRASP for cost-based optimization. The results of this experiments are depicted in Table 6.

Evidently, the usage of PREVENT fulfills its main promise. Using PREVENT the total number of SLO violations decreases to about 28% of the number of predicted violations. However, we can also see that PREVENT does not primarily prevent violations, but rather aims at minimizing the costs of violations. For instance, for SLO 4 and 5 the total number of violations even increases. This is because these SLOs are conflicting with the first SLOs, and SLO 1 is in general the most expensive one to violate. Hence, PREVENT happily trades violations of SLO 4 and 5 for preventing violations of SLO 1. Thereby, the total costs for the service provider can be reduced to 56% of the predicted costs. The lower part of the table validates the claim of the paper that it makes sense to incorporate the costs of adaptation into the decision pro-
Table 6: End-to-End Results

<table>
<thead>
<tr>
<th></th>
<th>SLO 1</th>
<th>SLO 2</th>
<th>SLO 3</th>
<th>SLO 4</th>
<th>SLO 5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Considering Costs</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
</tr>
<tr>
<td>Avg. Costs Predicted/Actual</td>
<td>209/129</td>
<td>442/1</td>
<td>390/42</td>
<td>75/104</td>
<td>0/41</td>
<td>1116/317 (28.4%)</td>
</tr>
<tr>
<td>Avg. Costs Actual</td>
<td>5207/2904</td>
<td>884/2</td>
<td>6264/558</td>
<td>840/1068</td>
<td>0/9</td>
<td>14923/8415 (56.4%)</td>
</tr>
</tbody>
</table>

Table 7: Total Costs

<table>
<thead>
<tr>
<th></th>
<th>SLO 1</th>
<th>SLO 2</th>
<th>SLO 3</th>
<th>SLO 4</th>
<th>SLO 5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Considering Costs</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
<td>Violations Predicted/Actual</td>
</tr>
<tr>
<td>Avg. Costs Predicted/Actual</td>
<td>223/40</td>
<td>449/0</td>
<td>245/17</td>
<td>66/218</td>
<td>0/115</td>
<td>983/390 (39.7%)</td>
</tr>
<tr>
<td>Avg. Costs Actual</td>
<td>5521/756</td>
<td>898/0</td>
<td>4086/216</td>
<td>756/2364</td>
<td>0/29</td>
<td>12632/22241 (176.1%)</td>
</tr>
</tbody>
</table>

7 Related Work

To the best of our knowledge, no approaches with the exact focus of this paper (cost-based optimization of service compositions) have been published so far. However, there are some areas relevant or related to this problem, which we discuss in the following.

On a fundamental level, our work is based on the notion that both atomic and composite services exhibit some measurable quality (QoS). Monitoring QoS has been an active research area for some time. Different techniques proposed in this direction include monitoring based on client feedback [25], monitoring of TCP-level metrics using network analysis techniques [15] or event-based monitoring based on event-condition-action rules [26]. We use the VRESCO event engine and event-based monitoring in a manner very similar to the approach presented in [26].

The PREVENT approach aims at autonomous optimization of service compositions with regards to SLA violations and costs of adaptation. This bears a natural resemblance to the idea of QoS optimization for service compositions, as prominently described in [27]. Later approaches tried to improve on this concept by using more efficient heuristic algorithms, e.g., H1_RELAX_IP [28] (a heuristic relaxation of integer programming), WFLOW [29] (based on stochastic workflow reduction) or the immune algorithm [30]. Different authors approached the problem by combining global optimization and local selection (which can be done much more efficient than global optimization). This approach can also be considered a heuristic, since the combination with local selection does not guarantee a globally optimal solution [31]. Most comparably to our work, the authors of [32] use a genetic algorithm combined with local search to efficiently solve the QoS optimization problem. The main difference of our work to all these approaches is that we do not optimize the composition with regard to global QoS goals. Instead, our optimization goal is to minimize the costs resulting from SLA violations and adaptations. Therefore, in our work, some SLAs are allowed to be violated if it is financially desirable for the provider to do so. Hence, the optimization problem we have to solve is different.

To our work, even more important than the measurement of past quality is the prediction of future QoS. One well-known approach to establishing predictable QoS levels in a composite service is QoS aggregation, i.e., the process of calculating the quality dimensions of a composite service based on the QoS of the utilized services and aggregation functions. QoS aggregation has for instance been discussed in [20]. The concept of QoS aggregation has been extended to SLA aggregation by several authors [33], [34]. As an alternative to QoS and SLA aggregation, different authors have proposed to use various machine learning techniques to predict composition QoS from monitored runtime data [6], [7]. This approach is also the one that we use in PREVENT, as explained in Section 3. The main advantage that we see in using machine learning is that it is very easy to incorporate non-QoS data (composition instance data, such as customer identifiers or ordered products) without the need to explicitly specify aggregation rules describing how this data influences the composition performance. However, note that the contribution discussed in this paper is in principle agnostic of the actual approach used for prediction of violations.

Generally, PREVENT is a system to monitor and prevent SLA violations. In this area, some works exist, which discuss the runtime monitoring of composition quality, such as [35]. This paper is of particular interest to us, since it discusses an integrated approach towards monitoring based on events. As stated above, this is quite related to monitoring in PREVENT. These works do not attempt to explain the reasons for SLA violations, and neither do they try to prevent them. The MoDe4SLA approach [4] is a top-down approach towards identifying these influential factors of SLA violations. Research in a similar direction, but using data mining techniques instead of top-down analysis, has also been presented in [5]. Our work is different in that we do not only try to identify which parts of a service composition cause SLA violations, but actively prevent them by applying targeted adaptation actions. Therefore, our system essentially implements the paradigm of self-adapting service compositions. This is related to the area of flexible service composition, as introduced in [36]. Flexible service compositions reoptimize their composition at runtime, in order to deal with unanticipated problems. Similar ideas (self-healing processes) have also been presented as part...
of the DISC framework [37], which implements dynamic and only partially defined processes. A different kind of self-healing processes have been discussed in [38]. In this paper, the authors present the VieDAME framework, which autonomously monitors the QoS of services used in the composition, and triggers service re-selection if the monitored QoS falls below a given threshold. This is similar to the PREVENT approach, but our system supports a wider range of adaptation actions (as discussed in our earlier work [8]). Additionally, [38] does not take the costs of adaptation into account. Another middleware for self-adapting compositions is MASC [39]. However, the authors of this paper focus more on adaptation for functional reasons, while our main goal is the optimization of non-functional aspects. Furthermore, the MASC system also does not explicitly incorporate costs of adaptation.

The core contribution of this paper is the notion that there generally is a tradeoff to consider between preventing SLA violations and the costs of doing so. Hence, a composite service provider is maximizing his own revenue by minimizing his total costs. Similar models have been investigated in many related areas before. For instance, [40] describes a model for revenue maximizing in Web services hosting using dynamic admission policies. Similarly, techniques to optimize application servers in a way to maximize the provider profit in distributed systems have been proposed in [41]. Other tradeoffs that have been discussed in the literature include the performance-security tradeoff [42] or the tradeoff between composition QoS and the costs of monitoring [43].

8 Conclusion and Future Work

For providers of composite Web services, it is essential to be able to minimize cases of SLA violations. One possible route to achieve this is to predict at runtime, which instances are in danger of violating SLAs, and to apply various adaptation actions to these instances only. However, it is not trivial to identify which adaptations are the most cost-effective way to prevent any violation, or if it is at all possible to prevent a violation in a cost-effective way. In this paper, we have modelled this problem as a one-dimensional, discrete optimization problem. Furthermore, we have presented both, deterministic and heuristic solution algorithms. We have evaluated these algorithms based on a manufacturing case study, and shown which types of algorithms are better suited for which scenarios.

The main current limitation is that adaptation is only considered on instance level, that is, for each composition instance separately. Aggregate SLOs, which are defined over a number of instances, are out of scope. Similarly, at the moment we do not consider ‘permanent’ adaptations, i.e., adaptations which are done for all future instances. We believe that the PREVENT adaptation model can be extended to this kind of SLOs and actions, but new approaches to predict violations and impact models are needed to this end.
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ABSTRACT
The Internet is moving fast to a new era where million of services and things will be available. In this way, as there will be many functionally-equivalent services for a specific user task, the service non-functional aspect should be considered for filtering and choosing the appropriate services. The related approaches in service discovery mainly concentrate on exploiting constraint solving techniques for inferring if the user non-functional requirements are satisfied by the service nonfunctional capabilities. However, as the matchmaking time is proportional to the number of non-functional service descriptions, these approaches fail to fulfill the user request in a timely manner. To this end, two alternative techniques for improving the non-functional service matchmaking time have been developed. The first one is generic as it can handle non-functional service specifications containing n-ary constraints, while the second is only applicable to unary-constrained specifications. Both techniques were experimentally evaluated. The preliminary evaluation results show that the service matchmaking time is significantly improved without compromising matchmaking accuracy.
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1. INTRODUCTION
The Web is now moving to a new era, called the Web of Services (WoS), where millions of services and things will be available to users through a converged information, communication, and service infrastructure. Service-orientation enables such a change, as it is one of the main mechanisms exploited by application developers to build added-value applications through the discovery and composition of services. However, service-orientation has not yet delivered its promise as it relies on the role of the service broker, which is not successfully fulfilled by current realizations. Such realizations have failed due to the following factors. First, they are not scalable to handle thousands or millions of service requests and advertisements. Second, they exhibit low matchmaking performance and accuracy. Third, they have mainly concentrated on the functional aspect and have neglected the non-functional one. However, as there will be many functionally-equivalent services for a specific user task, the non-functional aspect should be considered for filtering and selecting the best among these services.

Concerning the functional aspect, many matchmaking approaches have been developed [1, 4], mainly exploiting Semantic Web techniques and focusing solely on the service I/O. Such approaches exhibit good performance but their accuracy is not perfect. This is justified by the fact that the service functionality in terms of its pre- and post-conditions is not considered, partly because the service specifications (advertisements and requests) do not include the description of such an aspect. Due to the move to the WoS, specific approaches [5, 3] have concentrated on scalability issues and on further optimizing the service matchmaking time by appropriately organizing the service advertisement and request space. Such approaches move to the right direction but still face the challenge of imperfect accuracy.

While the research status concerning functional service discovery is satisfactory, the same cannot be stated for non-functional service discovery. The state-of-the-art approaches in the latter sub-area exhibit perfect accuracy and mainly focus on optimizing the time required to matchmake a single non-functional request-to-advertisement pair by exploiting appropriate constraint solving techniques. However, they have not yet focused on optimizing the overall non-functional matchmaking time. As such, they can take significant time to match a set of hundreds or thousands of non-functional service advertisements against a non-functional service request, so they are not yet appropriate for the move to the IoS era. In addition to the above problem, there have not been approaches focusing on scalability issues.

Thus, there is a need for scalable techniques that are able to appropriately manage a vast amount of non-functional service offers and optimize their matchmaking time. If such techniques were coupled with those exploited for functional service discovery, then a better service broker realization would be offered, enabling users to discover those services matching their tasks both functionally and non-functionally in a timely manner and with the appropriate accuracy.

Two novel techniques were developed to close this research gap that significantly optimize the non-functional service matchmaking time with respect to the techniques already proposed.
2. PROPOSED NON-FUNCTIONAL SERVICE MATCHING TECHNIQUES & EVALUATION

The first proposed technique, called “Subsumes matching” technique, relies on the “subsumes” type of matchmaking metrics and on the fact that if a non-functional service specification $A$ subsumes another specification $B$ then it will also subsume all the specifications subsumed by $B$. To this end, it organizes the non-functional service advertisement space in such a way that the number of non-functional request-to-advertisements pairs examined is less than that of the state-of-the-art approach in [2]. In particular, it constructs a forest of “subsumes” trees, where each node corresponds to a non-functional service advertisement and a parent node in each tree subsumes all of its children nodes. In this way, when a service request is issued, it is compared against the nodes of each tree from the root until the leaves. However, if it is found that it subsumes a specific node, then there is no need to go further down to the node’s children/descendants as the request will certainly match/subsume them.

This technique is obviously quicker than the state-of-the-art one, as each one uses the same matchmaking metric but the first technique performs less comparisons. However, the construction and update of a forest of “subsumes” trees is more costly than the construction and the update of a list of service advertisements (as it is the case for the state-of-the-art approach). To this end, this technique exhibits a higher insertion, deletion, and update time with respect to the state-of-the-art approach. This technique can be distributed by assigning the responsibility of matching a subset of the subsumes trees to different nodes.

The second proposed technique (i.e., the “Unary matching” one) relies on similar techniques performed in functional service matchmaking [1] in order to appropriately organize the non-functional service advertisement space. In particular, it maintains for each non-functional metric/property an ordered set of limits, where each limit may correspond to one or more non-functional specifications containing a respective metric bound or equality constraint on the limit’s value. To this end, when a non-functional service request is issued, each of its unary constraints are examined based on their containing metric. Depending on the metric bound and constraint type, a sub-part of the metric’s ordered list of limits is examined so as to produce a list of the matching non-functional advertisements’ URIs. For instance, if the request constraint is of the form: $X \leq a_1$, then the limits that are equal or less to $a$ are examined and the URIs of the non-functional specifications that have constraints of the form $X \leq a_1$ or $X == a_1$, where $a_1 \leq a$, are collected. For each request constraint, its constructed URI list is concatenated with that of the previous constraint. If the URI list concatenation is empty, then the non-functional request does not have a matching advertisement. Otherwise, after the processing of the last request constraint, the final, concatenated URI list contains all the URIs of the advertisements that match the request.

The second technique is quicker than the other proposed technique as well as the prominent matchmaking approach not only in terms of matchmaking but also insertion, deletion, and update time. Moreover, due to the way it organizes the advertisement space, it can be easily distributed by assigning the responsibility of matching a sub-set of all non-functional metrics to different nodes. Its sole drawback is that it relies on exploiting only unary-constrained non-functional service specifications.

Both techniques were experimentally evaluated against one state-of-the-art technique. The preliminary results show that both techniques exhibit a better matchmaking time than that of the state-of-the-art one and that the second technique is significantly better and more scalable than the others.

3. CONCLUSION

This paper has proposed two novel techniques for optimizing the non-functional service matchmaking time. Moreover, it has reported some initial preliminary evaluation results which indicate that both techniques are significantly better than the state-of-the-art one and that the second proposed technique is more scalable.

Concerning future work, as there is a trade-off in optimizing both matchmaking and offer registration performance, research must concentrate on discovering the exact point where the performance in both aspects is satisfactory. In addition, future research should concentrate on further experimenting with the proposed techniques and appropriately integrating such techniques in functional service brokers. Moreover, additional techniques can be considered which intelligently organize also the service demand space. Finally, scalable and distributed, functional and non-functional service discovery mechanisms must be developed incorporating the two novel non-functional service matchmaking techniques. In this way, if the latter mechanisms are exploited by a service broker, then the vision of the Internet of Services will come closer to its realization.
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Abstract—A main challenge for service providers is managing service-level agreements (SLAs) with their customers while satisfying their business objectives, such as maximizing profits. Most current systems fail to consider business objectives and thus to provide a complete SLA management solution. This work proposes an SLA-driven management solution that aims to maximize the provider’s profit by reducing resource costs as well as fines owing to SLA violations. Specifically, this work proposes a framework that comprises multiple, configurable control loops and supports automatically adjusting service configurations and resource usage in order to maintain SLAs in the most cost-effective way. The framework targets services implemented on top of large-scale distributed infrastructures, such as clouds. Experimental results demonstrate its effectiveness in maintaining SLAs while reducing provider costs.

I. INTRODUCTION

Service-based systems are built by integrating loosely-coupled services from a range of providers. To handle varying service loads, providers are increasingly taking advantage of large-scale distributed infrastructures, such as clouds and grids, which deliver remote resources in a flexible, on-demand fashion. A major challenge for service providers is managing such infrastructures in order to meet their business objectives while maintaining conformance to Service-Level Agreements (SLAs) with customers.

A large part of the research on SLA management in service-oriented architectures (SOAs) targets composite services; that is, services composed of simpler services, and thus shielded from the details of the underlying infrastructure. SLA management in this context typically involves replacing services by more suitable ones [10], [22]. Such work does not address how basic, atomic services guarantee Quality of Services (QoS) properties, which invariably requires managing the underlying distributed infrastructure, and is the focus of this paper. A significant amount of work has focused on SLA management for large-scale distributed applications, such as e-science applications deployed on grids, or multi-tier enterprise applications deployed on clusters [9], [4], [12]. However, such work does not address meeting the business objectives of service providers, such as maximizing profit.

This paper proposes a generic framework to assist service providers in honoring SLAs while reducing the costs of infrastructure usage. The proposed framework integrates a rich set of QoS management mechanisms supporting the complete SLA life-cycle, from SLA template creation to service termination. To manage infrastructure usage, the framework builds on a simple interface, compatible with modern grid and IaaS cloud APIs. To accommodate fluctuating service loads and unpredictable faults, the framework includes flexible support for self-adaptation in the form of multiple interacting control loops. Importantly, the control loops build on replaceable adaptation strategies, which can be combined in multiple ways, thus extending the applicability of the framework.

The rest of the paper is structured as follows. Section II introduces the Qu4DS (Quality Assurance for Distributed Services) framework while its adaptation strategies are exposed in Section III. Section IV discusses some aspects of service provisioning, how Qu4DS profiles service providers and the assumptions on which it relies. Next, Section V presents implementation details along with the flac2ogg service provider. Section VI discusses the evaluation, its environment and the results. Finally, related work is commented in Section VII, followed by the conclusion in Section VIII.

II. QU4DS

A. Architecture

The main goal of Qu4DS is to provide SLA management that minimizes the service provider’s costs. Costs include the price of using the underlying infrastructure and the payment of fines due to SLA violations. Specifically, Qu4DS divides a pool of booked resources among distinct SLA contracts and uses these resources to execute service requests based on agreed QoS properties. In order to handle dynamic events, such as resource shortages and faults, Qu4DS performs management actions guided by configurable strategies, which attempt to minimize costs. For example, to deal with resource shortages, Qu4DS chooses the most suitable request to abort in order to minimize fine payment.

The Qu4DS architecture is described by Figure 1. It is located at the PaaS layer and uses resources from an IaaS provider in order to provide support to the upper SaaS layer. In the SaaS layer, customers contact the Web Service (WS) in order to establish a contract. The contract proposal is forwarded to the SLA Negotiator that asks the QoS Translator to translate its QoS to the resource configuration able to ensure such QoS. The SLA Negotiator then checks through the infrastructure management interface whether the resource requirements can
be met. If so, the SLA Negotiator configures and deploys the service instance on the infrastructure through the job management interface and confirms the contract agreement to the right customer which is now able to send requests.

When a customer sends a request, the SLA Negotiator asks the request arrival control loop whether it can be treated. If so, the SLA Negotiator forwards the request to the right service instance deployed on the infrastructure. The service instance prepares the distributed tasks necessary to treat the request and asks Qu4DS to execute the tasks. These tasks are also deployed by Qu4DS on the infrastructure through the job management interface and monitored by the job management interface according to provider requirements.

![Fig. 2. The job life-cycle extended from the SAGA Task life-cycle.](image)

**TABLE I**

<table>
<thead>
<tr>
<th>Infrastructure Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>getResourceTypes()</td>
</tr>
<tr>
<td>getNumberOfAvailableResources(resourceClass)</td>
</tr>
<tr>
<td>reserveOrResources(resourceClass, starTime, endTime)</td>
</tr>
<tr>
<td>release(resourceClass, endTime, resourcesId)</td>
</tr>
<tr>
<td>getReservedResources(reservationId)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Job Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>createJob(jobDescription)</td>
</tr>
<tr>
<td>runJob(job, resourceAddress)</td>
</tr>
<tr>
<td>cancelJob(job)</td>
</tr>
<tr>
<td>cancelAllJobsOnResource(resource)</td>
</tr>
<tr>
<td>checkpointJob(job)</td>
</tr>
<tr>
<td>suspendJob(job)</td>
</tr>
<tr>
<td>resumeJob(job)</td>
</tr>
<tr>
<td>resumeJob(job, checkpointVersion)</td>
</tr>
<tr>
<td>migrateJob(job, resourceAddress)</td>
</tr>
<tr>
<td>getAllJobs(reservationId)</td>
</tr>
<tr>
<td>getJobs(jobState)</td>
</tr>
<tr>
<td>getJobsOnResource(resourceAddress)</td>
</tr>
<tr>
<td>registerCallback(job, metric, activate, observer)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Web Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>getListOfContractTemplates()</td>
</tr>
<tr>
<td>contractEstablishment(contractTemplate)</td>
</tr>
<tr>
<td>request(args)</td>
</tr>
</tbody>
</table>

**B. Interfaces**

To define the interactions between Qu4DS and underlying infrastructures, we have investigated several distributed infrastructure interfaces [11], [6], [7], [8]. Grid interfaces, such as the SAGA [8] interface, define a complex but complete set of functionalities based on the job abstraction. The main limitation of such interfaces is that they mix together two distinct concerns, job management and resource acquisition. On the other hand, current IaaS cloud providers provide decoupled, simple resource provisioning interfaces [1], [20], [3], [16]. However, these interfaces are limited to the provisioning of low-level resources, typically virtual machines, with no support for high-level abstractions, such as jobs.

Therefore, we have structured the interaction among Qu4DS, underlying infrastructures and customers around the three interfaces depicted in Table I. First, the infrastructure management interface exposes a set of operations to reserve resources of specific types. This interface can be implemented on top of existing IaaS cloud APIs, which provide operations to create and manage virtual machine (VM) instances. Second, since we believe that jobs are a useful, high-level abstraction for managing service instances, we defined a job management interface based on SAGA. This interface extends the SAGA job life-cycle (cf. Figure 2) and enables creating, canceling, suspending as well as migrating jobs between resources. Finally, we defined the Web Service interface at the highest level through which contracts are negotiated and customers send requests. The idea here is to enable the provider to negotiate contracts rather than to define a complete protocol for SLA negotiation, such as [17], [2]. The negotiation process requires that the customer obtains contract templates from the provider which is in charge of auditing the provision and monitoring penalties. Further methods for service provisioning may be added to this interface according to provider requirements.

![Fig. 1. Qu4DS Architecture.](image)
III. SELF-ADAPTATION

The application of adaptation mechanisms depends on the Qu4DS request life-cycle, which is described by Figure 3. When a customer demands the service, a request is created containing information about its SLA specifications and the request state is set to NEW. If the request cannot be treated, the state is set to ABORTED. Otherwise, the state is set to TREATING until the end of the treatment. If the request is successfully treated, it is then considered as TREATED, otherwise it is ABORTED. In addition, during request treatment, Qu4DS registers information about aborted requests in order to subsequently compute the penalties.

Qu4DS applies the Autonomic Computing [13] concept by implementing three MAPE (Monitor, Analyze, Plan, Execute) control loops as shown in Figure 1. The first control loop, the request arrival loop, is driven by request arrival events and is in charge of checking whether just-arrived, NEW requests can be treated. Specifically, the loop asks the QoS Translator to translate the QoS to resource requirements and then checks resource availability with the infrastructure. If the resource requirements cannot be met, the control loop decides if it will abort this request or another request that is currently being treated. Furthermore, the loop aborts a request to let another be executed only if the resource requirements of the former satisfy the resource requirements of the latter.

The other control loops ensure the proper execution of requests and operate over TREATING requests. Indeed, these control loops act as self-healing mechanisms in order to prevent SLA violations. While the job failure control loop reacts to job failure events by providing reliable request treatment, the job delay control loop reacts to job delays and ensures performance aspects of the request treatment.

Furthermore, all control loops take decisions based on the adaptation strategies with which each loop is configured. We have currently designed the adaptation strategies described in Table II. These strategies are driven by the high-level goal of minimizing the provider costs of fine payments, thus maximizing the provider’s profit.

IV. COST-REDUCING SERVICE PROVISIONING

A. Service-Level Agreement

We compiled a basic SLA template based on common aspects of current SLA specifications [2], [17], as exposed in the following.

<table>
<thead>
<tr>
<th>Request Arrival Strategies</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VFC (Violation based on Fine Cost)</td>
<td>Aborts the request whose fine is the cheapest.</td>
</tr>
<tr>
<td></td>
<td>VBP (Violation Based on Priority)</td>
<td>Aborts the request with lowest priority.</td>
</tr>
<tr>
<td></td>
<td>RVC (Random Viola-</td>
<td>Random choice of request to be aborted.</td>
</tr>
<tr>
<td>tion Criterion)</td>
<td>tion Criterion)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Job Failure Strategies</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FJV (Failed Job implies Violation)</td>
<td>Aborts the request immediately.</td>
</tr>
<tr>
<td></td>
<td>SRFJ (Single Re-Submission of Failed Jobs)</td>
<td>Replaces the failed job once. If the same job is failed again, it aborts the request.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Job Delay Strategies</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LJV (Late Job implies Violation)</td>
<td>Aborts the request immediately.</td>
</tr>
<tr>
<td></td>
<td>SKLJ (Single Replacement of Late Jobs)</td>
<td>Replaces the delayed job once. If the same job gets late again, it aborts the request.</td>
</tr>
</tbody>
</table>

**TABLE II**

**QU4DS ADAPTATION STRATEGIES ARE TRIGGERED BY THE ARRIVAL OF NEW REQUESTS, THE OCCURRENCE OF JOB FAILURES AND DELAYS.**

- **Parties**
  - Service Customer
  - Service Provider

- **Terms**
  - **Description:** the service functional requirements
  - **Duration:** $t$ seconds
  - **Customer’s obligations:** should not exceed the maximum request frequency $\phi_{\text{max}}$, i.e., the maximum number of requests per $t$.
  - **Provider’s obligations:** should provide the agreed service according to its QoS.
  - **SLA type:** varies among platinum, gold, silver
  - **Priority:** varies among low, normal, high
  - **Price model:** pay-per-use (usage-dependent)
  - **Price:** $p_i$

- **QoS**
  - **Throughput (MB/sec):** $th$

The SLA types (platinum, gold, silver) are differentiated by the throughput that they allow. The SLA template includes the contract priority, which means that higher-priority customers are preferred against lower-priority customers in case of demand overload. Regarding the pricing model, customers pay depending on the duration of using the service in a usage-dependent fashion [14], [15]. This pricing model was chosen because infrastructure costs are typically based on the same model. The provider can thus adjust the price of the service based on infrastructure costs. Specifically, the total price of a contract is given by $p_i = p_{\text{type}}(t) + p_{\text{priority}}$ where $p_{\text{type}}(t)$ is the price per time for each SLA type and $p_{\text{priority}}$ is the price of the chosen priority. Both prices are defined by the provider, which fills the SLA templates. These templates are then selected by customers according to the suitable SLA type and priority.

- **Fig. 3. Qu4DS request life-cycle.**
B. Profiling

Qu4DS relies on profiling the service provider by executing requests with different resource configurations. During profiling, the QoS Translator collects the response time threshold \( r_{\text{threshold}} \) to process a given amount of data \( d \) and the job execution time threshold \( j_{\text{threshold}} \). This data is then used to calculate QoS values and further information for checking adaptation strategies conditions. First, the QoS Translator calculates the standard deviations for both thresholds \( r_{\text{std}_d} \) and \( j_{\text{std}_d} \) respectively. Then it calculates the job execution time threshold \( j_{\text{threshold}} \) using the following equation, where \( e_1 \) and \( e_2 \) are adjusting coefficients:

\[
    j_{\text{threshold}} = e_1 \times j_{\text{mean}} + e_2 \times j_{\text{std}_d} \tag{1}
\]

Following that, the QoS Translator calculates the request response time threshold \( r_{\text{threshold}} \) which defines the maximum amount of time that request treatment can take. If the request elapsed time \( r_{\text{time}} \) is greater than \( r_{\text{threshold}} \), then the request is aborted implying an SLA violation. In Equation 2, \( r_{\text{threshold}} \) is defined, where \( a_{\text{overhead}} \) is a fixed time that represents the overhead of employing adaptation actions:

\[
    r_{\text{threshold}} = r_{\text{mean}} + r_{\text{std}_d} + a_{\text{overhead}} + j_{\text{threshold}} \tag{2}
\]

Subsequently, the adaptation threshold \( a_{\text{threshold}} \) is calculated, which is used to decide whether there is enough time to trigger an adaptation action:

\[
    a_{\text{threshold}} = r_{\text{mean}} + r_{\text{std}_d} \tag{3}
\]

Finally, the QoS Translator calculates the QoS throughput \( t_h \) based on the following equation, where \( d \) is the size of the profiling data:

\[
    t_h = \frac{d}{r_{\text{threshold}}} \tag{4}
\]

C. Assumptions

To make the service provisioning model more concrete, let us rely on the following assumptions and equations.

**Assumption 1**: The service provider’s profit is given by the difference between its total revenue and total costs of fine payments and infrastructure utilization.

Based on Assumption 1, the Equation 5 defines the service provider’s profit \( P_t \) given an operational time \( t \). The \( \sum_{i=0}^{n_t} P_i \) is the sum of the provider’s revenue from all agreed contracts, where \( n_t \) is the total number of contracts and \( P_i \) is the total revenue of a contract (cf. Section IV-A). Let us define the set \( F_t \) as the set of all fines during \( t \) where \( f_k \in F_t \); hence \( \sum_{k=1}^{F_t} f_k \) is the sum of all the fines the service provider has to pay during \( t \). Finally, \( c_t \times a_t \) is the total cost for all booked resources during \( t \) where \( c_t \) is the price for using a single resource during \( t \) and \( a_t \) is the total amount of booked resources.

\[
    P_t = \sum_{i=0}^{n_t} P_i - \sum_{k=1}^{F_t} f_k - c_t \times a_t \tag{5}
\]

**Assumption 2**: If all requests are violated, the service provider will make zero profit.

The Equation 6 calculates the maximum frequency a customer can reach in terms of number of requests during the contract duration \( t \) for contract \( i \):

\[
    q_{\text{max}} = \frac{t}{r_{\text{threshold}}} \tag{6}
\]

Based on Assumption 2 and supposing that customers perform the maximum feasible number of requests \( q_{\text{max}} \) per \( t \), we deduce from Equation 5 the fine value of the contract \( i \) where \( r_i \) is the number of resources required by \( i \):

\[
    f_i = p_i - c_t \times r_i \times q_{\text{max}} \tag{7}
\]

**Assumption 3**: The service provider wants to share the resources among distinct contracts in order to reduce the costs of resource acquisition.

Thus, let us assume that service instances are deployed on dedicated resources and their associated distributed tasks are deployed on shared resources in order to save costs. In particular, we assume that this sharing leads to a \( g\% \) decrease in the amount of needed resources. The following equation defines \( a \) as the total number of acquired resources by the service provider, where \( n \) is the total number of contracts, \( type \) is the SLA type index \( (0 \text{ means silver, } 1 \text{ gold and } 2 \text{ platinum} \)), \( u_{\text{type}} \) is the number of contracts of \( type \), and \( w_{\text{type}} \) is the number of distributed tasks that \( type \) requires:

\[
    a = n + \frac{(100 - g)}{100} \times \sum_{type=0}^{2} u_{\text{type}} \times w_{\text{type}} \tag{8}
\]

V. Implementation and Case Study

A. Qu4DS Components

We have implemented the infrastructure management interface (cf. Section II-B) using Grid’5000 [5] as the IaaS layer. A customized Grid’5000 image was created ¹ that contains all programs and libraries required to execute Qu4DS, including an implementation of the job management interface. A similar image would be used in an Amazon EC2-based implementation.

The implementation of the job management interface (cf. Section II-B) follows a layered design. The higher layer deals with job life-cycle state management (cf. Figure 2) and keeps Qu4DS informed about job metrics following the publish/subscribe pattern. In this layer, raw job metrics (e.g., UNIX process metrics) are mapped to high-level job metrics and job states. The middle layer abstracts over the use of different backend batch systems, implemented at the lower layer.

¹The details of this image can be accessed here: https://www.grid5000.fr/mediawiki/index.php/Lenny-x64-quads
layer. Currently, two backend implementations are available: one that supports the XtreemOS grid [6] and another on top of SSH (Secure Shell). In addition, the job management implementation is able to simulate job misbehavior by randomly choosing jobs that will present failures or delays.

Concerning the implementation of the control loops, they rely on an event-condition-action decision engine. The adaptation strategies that will guide them are loaded from the Qu4DS configuration file and applied at runtime. When events are received, the control loops check the strategy conditions and decide whether to trigger adaptations. While the request arrivals control loop always reacts to the arrival of new requests, the other control loops check more specific conditions. For instance, if the SRFJ adaptation strategy is enabled (cf. Table II), the job failure control loop checks if there is enough time to adapt ($r_{etime} < a_{ithreshold}$, cf. Equation 3) and whether the misbehaving job is already a job replacement (since replacements should not be replaced).

B. Case Study: flac2ogg Service Provider

The current Qu4DS implementation targets distributed service providers based on the Master/Worker paradigm. In this context, the service instance represents the master, and the distributed tasks represent the workers. As a case study, we have implemented the flac2ogg service provider that converts FLAC [23] audio files to OGG [24] files, as illustrated by Figure 4. Based on SLA templates, customers establish contracts with the service provider by choosing the desired throughput ($th_{QoS}$ MB/sec) and the priority. The QoS translation gives the amount of resources necessary to satisfy a given throughput by means of number of workers ($w$). Next, the SLA Negotiator configures the master with the right number of workers that can provide the required throughput and deploys the master on the infrastructure. When a request sent by a customer reaches the master through the SLA Negotiator, the master splits the FLAC file in $w$ parts, prepares $w$ workers for encoding each part, and asks Qu4DS to execute and manage the workers. Qu4DS wraps the workers as jobs and submits them to be executed in parallel through the job management interface. During worker execution, the control loops may react to job metric-related events triggering adaptation actions. When the workers finish encoding the FLAC parts, Qu4DS executes the results to the master, which merges them and calls the SLA Negotiator. The SLA Negotiator finally forwards the OGG file to the right customer.

VI. EVALUATION

An evaluation was performed in order to study the effectiveness of Qu4DS in performing SLA-driven self-management. The following paragraphs discuss how Qu4DS was calibrated, the scenarios, the testbed and the obtained results.

A. Calibrating Qu4DS to flac2ogg

We profiled the flac2ogg service provider based on a 194MB FLAC file which means approximately thirty minutes of recorded audio. Table III shows the QoS table together with $r_{P_{i_{threshold}}}$ and $\phi_{max_i}$ (cf. Equations 2 and 6) where $e_1 = 1.5$ and $e_2 = 3$ (cf. Equation 1).

Figure 5 represents the customers’ demand by means of a request schedule for contract duration $t = 1800$ seconds. The beginning of the bars represents the start time of each request and the end represents $r_{P_{i_{threshold}}}$. The Y-axis represents the IDs of customers’ contracts, whose total number is fifteen. Their priorities were chosen randomly; the bolder the line is, the higher priority it has. With respect to SLA types, the first five contracts hold silver SLA type, the next five gold, and the last five platinum. Note that even though the end of some requests may overlap the beginning of others, this does not necessarily mean that they will be running at the same time. For instance, if a request is executed normally with no need to adapt, it will probably finish in time $r_{P_{mean}} + r_{P_{delay}}$ and not in time $r_{P_{threshold}}$. Moreover, although the mean of requests per hour was set to 75% of $\phi_{max}$, the actual request frequency $\phi_i$ for each customer $i$ was obtained from a Poisson number generator, which explains why the total request numbers of contracts of the same SLA type are not the same. Additionally, we decreased by two the value of $\phi_{max}$ (cf. Equation 6) to introduce some spare time, which was convenient for our practical scenarios.

B. Scenarios and Testbed

The evaluation scenarios were defined based on the combinations of adaptation strategies shown in Table IV. The amount of jobs that were configured to be failed was 10% and 10% for delayed jobs. Further, we assume that a job could not be failed and late simultaneously which means that eighteen jobs were failed as well as other eighteen were delayed. Regarding the delayed jobs, they never stopped processing which led the request elapsed time reach $r_{P_{threshold}}$ thus triggering adaptation actions in A scenarios. With respect to job failures,
job crash times were randomly chosen during their execution. Additionally, all the contracts were established before starting the request scheduling to ensure that the time to establish the contracts would not compromise the request scheduling punctuality.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>VFC</th>
<th>VBP</th>
<th>RVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRFJ and SRLJ</td>
<td>A1</td>
<td>A2</td>
<td>A3</td>
</tr>
<tr>
<td>FJV and LJV</td>
<td>B1</td>
<td>B2</td>
<td>B3</td>
</tr>
</tbody>
</table>

TABLE IV

The evaluation scenarios were defined by combining the adaptation strategies.

Regarding the testbed, the experiments were performed on Grid’5000 resources which have the same characteristics: 8-core 2.5 GHz CPU, 32GB RAM computers interconnected through a Gigabit network connection. In order to set the number of booked resources, Qu4DS relied on Equation 8 setting $g = 50$ resulting in $a = 43$ booked resources. Moreover, we assumed that the cost of using a resource was $c_{1800} = 0.05\, \text{€}$.

![Fig. 5. The request scheduling took into account a mean of $\phi = 75\%$ of $\phi_{\text{max}}$. Contract priorities were chosen randomly.](image)

C. Results

Figures 6, 7 and 8 show the results of the aforementioned evaluation scenarios. In Figures 6 and 7, each cluster represents a sub-scenario on which is plotted the mean of the percentage of TREATED and ABORTED requests for each contract ID. In these figures, the mean of the profit is also plotted for each contract ID. Figure 7 shows a box-and-whisker diagram for the profit values; note that the maximum profit a scenario could reach (i.e., with no SLA violations) is $P_{1800} = 15.225$. Furthermore, each experiment was repeated five times.

When analyzing the results, the first important aspect to observe is the effectiveness of the SRFJ and SRLJ strategies in reducing the number of SLA violations. This is evident in the greater percentage of aborted requests on Scenario B (cf. Figs. 6 and 7) as well as their lower profit values if compared to Scenario A (cf. Fig. 8). This was an expected behavior since FJV and LJV automatically abort requests when either a job failure or delay occurs in order to free the resources before reaching the request response time threshold.
Interestingly, the results show an unexpected behavior in Scenario B: the RVC strategy was more efficient than anticipated. It guaranteed greater profit than VFC and practically the same profit as VBP (cf. Fig. 8). This occurred because no adaptation strategy considers future consequences on request scheduling when taking decisions. Indeed, the strategies do not rely on predicting customers’ demand. Thus, random choices of which request should be aborted might fit better the request scheduling, as observed in Scenario B. This unexpected behavior leads to the observation that VFC and VBP adaptation strategies are efficient if combined to others that handle job failures and delays such as the configuration of Scenario A.

Finally, there was no significant difference among the profit values of the same scenario even though different percentages of requests were aborted. This is because fine values (cf. Equation 7) varied weakly among 0.05 and 0.09 \( \epsilon \) approximatively. Moreover, the amount of requests (\( \phi = 75\% \) of \( \phi_{\text{max}} \)) was relatively low for the reduced amount of shared resources (\( g = 50 \)); besides, the requests were well dispersed and thus there were no rush moments on the request scheduling.

VII. RELATED WORK

Service-oriented computing has widely investigated how services can be discovered, composed, monitored and managed in order to guarantee the proper execution of service-based applications. With regards to SLA management, specifications such as WS-Agreements [2] and WSLA [17] specify how agreements can be negotiated and provide guidelines for monitoring and auditing service behaviors. Much research work addresses specific aspects of SLA management, such as application on resource management [9], SLA enforcement [12] and integrated SLA management [25]. In [21], the author proposes hierarchical SLA management that enforces SLA on top of distinct adaptation policies; the policies adjust network traffic based on current QoS values, guided by high-level objectives.

While all aforementioned approaches address QoS assurance, they do not provide techniques aiming specifically at reducing costs. In this context, in [18], [19] the authors propose to maximize the profit of cloud IaaS providers by means of resource over-provisioning and dynamically setting the price according to the supply and demand. Some virtual machines (VMs) are chosen to be shut down to enable resource over-provisioning. Although this approach targets profit maximization, it relies on the availability QoS which is measured as VM up-time and SLA violation means the time VMs had been shut down. Moreover, the solution is placed on the IaaS layer thus not directly supporting the development of SaaS service providers as Qu4DS supports.

The SLA@SOI project [25] addresses a similar problem with this work, but in a different way. Specifically, SLA@SOI proposes an integrated architecture for SLA management that associates SLAs with multiple elements of the software stack at multiple layers. On the other hand, Qu4DS addresses SLA management at a single (PaaS) layer. Furthermore, the SLA@SOI project provides a set of highly generic building blocks, intended to be applicable to arbitrary deployment contexts. Qu4DS provides a complete management solution for web-service providers that build on utility infrastructures, while allowing extensibility with respect to adaptation strategies and infrastructure technologies.

VIII. CONCLUSIONS

This paper has presented a framework, Qu4DS, that facilitates SLA management for services built on distributed infrastructures, such as IaaS clouds. The framework contributes to increasing the provider profit by dynamically managing services and resources, taking into account SLA prices, fines, and infrastructure costs. The framework is modularly structured as a set of control loops configured with replaceable adaptation strategies, thus increasing its applicability to different application domains, workload characteristics, and adaptation objectives. The framework includes mechanisms for SLA negotiation and QoS translation, thus supporting in an integrated way the full SLA life-cycle, from contract negotiation to service termination. The paper has also presented detailed experimental results demonstrating that the framework can effectively increase provider profits and maintain SLA compliance in dynamic environments.

We intend to continue this work in several ways. First, we intend to add support for dynamically adjusting the number of booked resources to match current demand and to avoid over-provisioning, taking full advantage of the elastic capabilities of cloud infrastructures. Second, we intend to develop additional adaptation strategies and to evaluate them in the context of various workload and infrastructure conditions. Supporting the automated selection of suitable adaptation strategies is a longer-term goal of this work.
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Abstract—Cloud Computing builds on the latest achievements of diverse research areas, such as Grid Computing, Service-oriented computing, business processes and virtualization. Managing such heterogeneous environments requires sophisticated interoperation of adaptive coordinating components. In this paper we introduce an SLA-aware Service Virtualization architecture that provides non-functional guarantees in the form of Service Level Agreements and consists of a three-layered infrastructure including agreement negotiation, service brokering and on demand deployment. In order to avoid costly SLA violations, flexible and adaptive SLA attainment strategies are used with a failure propagation approach. We demonstrate the advantages of our proposed solution with a biochemical case study in a Cloud simulation environment.
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I. INTRODUCTION

Cloud Computing [6] builds on the latest achievements of diverse research areas, such as Grid Computing, Service-oriented computing, business processes and virtualization. Both Grids and Service Based Applications (SBAs) already provide solutions for executing complex user tasks, but they are still lacking non-functional guarantees. The newly emerging demands of users and researchers call for expanding service models with business-oriented utilization (agreement handling) and support for human-provided and computation-intensive services [6]. Providing guarantees in the form of Service Level Agreements (SLAs) are highly studied in Grid Computing [18]. Nevertheless in Clouds, infrastructures are also represented as a service that are not only used but also installed, deployed or replicated with the help of virtualization. These services can appear in complex business processes, which further complicates the fulfillment of SLAs in Clouds. For example, due to changing components, workload and external conditions, hardware and software failures, already established SLAs may be violated. Frequent user interactions with the system during SLA negotiation and service executions (which are usually necessary in case of failures), might turn out to be an obstacle for the success of Cloud Computing. Thus, there is demand for the development of SLA-aware Cloud middleware, and application of appropriate strategies for autonomic SLA attainment. Despite cloud computing’s business-orientation, the applicability of Service-level agreements in the Cloud middleware is rarely studied, yet [23]. Most of the existing work address provision of SLA guarantees to the consumer and not necessarily the SLA-based management of loosely coupled Cloud infrastructure. In such systems it is hard to localize where the failures have happen exactly, what the reason is for the failure and which reaction should be taken to solve the problem. Such systems are implemented in a proprietary way, making it almost impossible to exchange the components (e.g. use another version of the broker).

Autonomic Computing is one of the candidate technologies for the implementation of SLA attainment strategies. Autonomic systems require high-level guidance from humans and decide, which steps need to be done to keep the system stable [10]. Such systems constantly adapt themselves to changing environmental conditions. Similar to biological systems (e.g. human body) autonomic systems maintain their state and adjust operations considering changing components, workload, external conditions, hardware and software failures. An important characteristic of an autonomic system is an intelligent closed loop of control. The Autonomic Manager (AM) manages the element’s state and behaviour. It is able to sense state changes of the managed resources and to invoke appropriate set of actions to maintain some desired system state. Typically control loops are implemented as MAPE (monitoring, analysis, planning, and execution) functions [10]. The monitor collects state information and prepares it for the analysis. If deviations to the desired state are discovered during the analysis, the planner elaborates change plans, which are passed to the executor. However, for the successful implementation of the autonomic principles loosely coupled SLA-based Cloud middleware is required. In such system failure source should be identified based on violated SLAs and located exactly considering different components of a Cloud middleware (virtualization, brokering, negotiation, etc. components). Thus, once the failure is identified Service Level Objectives (SLOs) can be used as a guideline for the
In this paper we introduce a novel architecture considering resource provision using a virtualization approach and combining it with the business-oriented utilization used for the SLA agreement handling. Thus, we provide an SLA-coupled infrastructure for on-demand service provision based on SLAs (called SLA-based Service Virtualization – SSV). We also exemplify how autonomic behaviour appears in the architecture in order to cope with changing user requirements and on demand failure handling. The main contributions of this paper include: (i) the presentation of the novel loosely coupled architecture for the SLA-based Service virtualization and on-demand resource provision, (ii) description of the architecture including meta-negotiation, meta-brokering, brokering and automatic service deployment with respect to its autonomic behaviour, and (iii) the validation of the SSV architecture with a biochemical case study in a Cloud simulation environment.

II. RELATED WORK

Though Cloud Computing is highly studied and a large body of work has been done trying to define and envision the boundaries of this new area, despite business-orientation, the applicability of Service-level agreements in the Cloud middleware is rarely studied, yet [23]. The envisioned framework in [7] proposes a solution to extend the web service model by introducing and using semantic web services. The need for SLA handling, brokering and deployment also appears in this vision, but they focus on using ontology and knowledge-based approaches. Most of related works consider either virtualization approaches [8] without taking care of agreements or concentrate on SLA management neglecting the appropriate resource virtualizations [21]. The work by Van et. al. [22] studied the applicability of the autonomic computing to Cloud-like systems, but they almost exclusively focus on virtualization issues like Virtual Machine (VM) packing and placement.

Comparing the currently available solutions, autonomic principles are not implemented in a adequate way because of they are lacking an SLA-coupled Cloud infrastructure, where failures and malfunctions can be identified using well defined SLA contracts. Work presented in this paper is the first attempt to develop an SLA-coupled autonomic Cloud infrastructure in an adequate way. Works presented in [19], [17] discuss incorporation of SLA-based resource brokering into existing Grid systems, but they do not deal with virtualization. The Rudder framework [15] facilitates automatic Grid service composition based on semantic service discovery and space based computing. Venugopal et al. propose a negotiation mechanism for advance resource reservation using the alternate offers protocol [26], however, it is assumed that both partners understand the alternate offers protocol.

Current deployment solutions do not leverage their benefits on higher level. For example the Workspace Service (WS) [8] as a Globus incubator project supports wide range of scenarios involving virtual workspaces, virtual clusters and service deployment from installing a large service stack to deploy a single WSRF service if the Virtual Machine image of the service is available. It is designed to support several virtual machines. The XenoServer open platform [20] is an open distributed architecture based on the XEN virtualization technique aiming at global public computing. The platform provides services for server lookup, registry, distributed storage and a widely available virtualization server. Also the VMPlants [14] project proposes an automated virtual machine configuration and creation service which is heavily dependent on software dependency graphs, but this project stays within cluster boundaries.

III. THE AUTONOMIC, SLA-BASED SERVICE VIRTUALIZATION (SSV) ARCHITECTURE

In this section we present a unified service architecture that builds on three main areas: agreement negotiation, brokering and service deployment using virtualization (more detailed descriptions on the architecture can be read in [11]). We suppose that service providers and service consumers meet on demand and usually do not know about the negotiation protocols, document languages or required infrastructure of the potential partners. Figure 1 shows our
proposed, general architecture. The main components of the architecture and their roles are gathered in Table I, while the sequence diagram in Figure 3 reveals the interactions of the components and the utilization steps of the architecture:

**Agreement negotiation.** First the user starts a negotiation for executing a service with certain QoS requirements (specified in a Service Description (SD) with an SLA). Then the Meta-Negotiator (MN) asks the Meta-Broker (MB), if it could execute the service with the specified requirements. Later on MB matches the requirements to the properties of the available brokers and replies with an acceptance or a different offer for renegotiation. After this phase the MN replies with the answer of MB. These initial steps may continue for renegotiations, until both sides agree on the terms.

**Service request.** After the agreement has been established the user calls the service with the SD and SLA. Then the MN passes SD and the transformed SLA (to the protocol the selected broker (B) understands) to the MB. In the next phase the MB calls the selected Broker with SLA and a possibly translated SD (to the language of the Broker). Then the broker executes the service with respect to the terms of the SLA (if needed deploys the service before execution). Finally the result of the execution is reported to the Broker, the MB, the MN, finally to the User (or workflow engine).

**Information collection.** While serving requests the architecture also processes background tasks that are not in the ideal execution path, these are also presented on Figure 3. The following background tasks are information collecting procedures that provide accurate information about the current state of the infrastructure up to the meta-broker level. In “step a” the Automatic Service Deployer (ASD) monitors the states of the virtual resources and deployed services. Then in “step b” ASD reports service availability and properties to its Broker. Finally at “step c” all Brokers report available service properties to the MB.

**A. Autonomic behaviour in the SSV architecture**

The sequence diagram of Figure 3 represents the ideal execution flow of the SSV architecture, therefore it does not reflect cases when unexpected events occur during the operation of each component. The SSV architecture targets these events with the autonomic management interfaces introduced on Figure 2. We distinguish three types of interfaces in our architecture: the job management interface, the negotiation interface and the self-management interface. Negotiation interfaces are typically used by the monitoring processes of brokers and meta-broker during the negotiation phases of the service deployment process. Self-management is needed to re-negotiate established SLAs during service execution. Job management interfaces are necessary for the manipulation of services during execution, for example for the upload of input data, or for the download of output data, and for starting or canceling service executions.

The **Autonomic manager** in the SSV architecture is an abstract component that specifies how self-management is carried out. The manager can be implemented in the different layers of the architecture in order to handle the different unexpected situations. For the identification of failures we use case-based reasoning with a knowledge database, since the identification of failure sources (done by sensors) and mapping failures to appropriate reactions (done by actuators)
are trivial tasks, and they are part of our ongoing work [1]. However the discussion of the knowledge database and layered notifications is out of scope of this paper, therefore here we mention three typical reactive actions we support in our SSV: namely negotiation bootstrapping, broker breakdown and self-initiated deployment. Negotiation bootstrapping occurs when the architecture needs to select a new negotiation strategy. Broker breakdowns are handled by the Meta-Broker component by initiating renegotiation on an already executed service call. Finally a service instance can guarantee the negotiated SLAs by deploying another service instance and redirecting the calls causing the unexpected service behaviour (more details on these failures and reactive actions can be read in [12]). An example software actuator used for the meta-negotiations is the VieSLAF framework [3], which bridges between the incompatible SLA templates by executing the predefined SLA mappings.

B. Dependencies between the SSV components

During the negotiation process the MB interacts with MN: it receives a service request with the service description and SLA terms, and looks for a deployed service reachable by some broker that is able to fulfil the specified terms. If a service is found, the SLA will be accepted and the and MN notified, otherwise the SLA will be rejected. If the service requirements are matched and only the terms cannot be fulfilled, it could continue the negotiation by modifying the terms and wait for user approval or further modifications.

The Information Collector (IC) component of MB stores the data of the reachable brokers and historical data of the previous submissions. It also communicates with the ASDs, and receives up-to-date data about the available services and predicted invocation times (that might also include service deployment before the actual invocation). This information shows whether the chosen broker is available, or how reliable its services are.

Finally service brokers could instruct ASDs to deploy a new service instance. However, deployments could also occur independently from the brokers as explained in the following. After these deployments the ASD has to notify the corresponding service brokers about the infrastructure changes. This notification is required, because the IC caches the state of the SBA for scalability. Thus even though a service has just been deployed on a new site, the broker will not direct service requests there. This is especially needed when the deployment was initiated to avoid an SLA violation (e.g. self-initiated deployment).
Table I
**ROLES IN SSV ARCHITECTURE**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Role</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>User</td>
<td>A person, who wants to use a service</td>
</tr>
<tr>
<td>MN</td>
<td>Meta-Negotiator</td>
<td>A component that manages Service-level agreements. It mediates between the user and the Meta-Broker, selects appropriate protocols for agreements, negotiates SLA creation, handles fulfillment and violation ([2]).</td>
</tr>
<tr>
<td>MB</td>
<td>Meta-Broker</td>
<td>Its role is to select a broker that is capable of executing/deploying a service with the specified user requirements ([13]).</td>
</tr>
<tr>
<td>B</td>
<td>Broker</td>
<td>It interacts with virtual or physical resources, and in case the required service needs to be deployed it interacts directly with the ASD.</td>
</tr>
<tr>
<td>ASD</td>
<td>Automatic Service Deployment</td>
<td>It installs the required service on the selected resource on demand ([19]).</td>
</tr>
<tr>
<td>S</td>
<td>Service</td>
<td>The service that users want to deploy and/or execute</td>
</tr>
<tr>
<td>R</td>
<td>Resource</td>
<td>Physical machines, on which virtual machines can be deployed/installed.</td>
</tr>
</tbody>
</table>

### IV. Evaluation of the SSV Architecture with CloudSim

In order to evaluate our proposed SSV solution, we use a typical biochemical application as a case study called TINKER Conformer Generator application [24], gridified and tested on production Grids. The application generates conformers by unconstrained molecular dynamics at high temperature to overcome conformational bias then finishes each conformer by simulated annealing and energy minimization to obtain reliable structures. Its aim is to obtain conformation ensembles to be evaluated by multivariate statistical modeling.

The execution of the application consists of three phases: The first one is performed by a generator service responsible for the generation of input data for parameter studies (PS) in the next phase. The second phase consists of a PS sub-workflow, in which three PS services are defined for executing three different algorithms (dynamics, minimization and simulated annealing – we refer to these services and the generator service as TINKERALGO), and an additional PS task that collects the outputs of the three threads and compresses them (COLL). Finally in the third phase, a collector service gathers the output files of the PS sub-workflows and uploads them in a single compressed file to the remote storage (UPLOAD). These phases contain 6 services, out of which four are parameter study tasks that are executed 50 times. Therefore the execution of the whole workflow means 202 service calls. We set up the simulation environment for executing a similar workflow.

For the evaluation, we have created a general simulation environment, in which all stages of service execution in the SSV architecture can be simulated and coordinated. We have created the simulation environment with the help of the CloudSim toolkit [4] (that includes and extends GridSim). It supports modeling and simulation of large scale Cloud computing infrastructure, including data centers, service brokers and provide scheduling and allocations policies. Our general simulation architecture that builds both on GridSim and on CloudSim, can be seen in Figure 4. On the left-bottom part we can see the GridSim components used for the simulated Grid infrastructures, and on the right-bottom part we can find CloudSim components. Grid resources can be defined with different Grid types, they consist of more machines, to which workloads can be set, while Cloud resources are organized into Datacenters, on which Virtual machines can be deployed. Here service requests are called as cloudlets, which can be executed on virtual machines. On top of this simulated Grid and Cloud infrastructures we can set up brokers. Grid brokers can be connected to one or more resources, on which they can execute so-called gridlets (ie. service requests). Different properties can be set to these brokers and various scheduling policies can also be defined. A Cloud broker can be connected to a data center with one or more virtual machines, and it is able to create and destroy virtual machines during simulation, and execute cloudlets on these virtual machines. The Simulator class is a CloudSim entity that can generate a requested number of service requests with different properties, start and run time. It is connected to the created brokers and able to submit these requests to them (so is acts as a user or workflow engine). It is also connected to the Grid Meta-Broker Service through its web service interface and able to call its matchmaking service for broker selection.

We submitted the simulated workflow in three phases: in the first round 61 service requests for input generation, then 90 for executing various TINKER algorithms, finally in the third round 51 calls for output preparation. The simulation environment was set up similarly to the real Grid environment we used for testing the TINKER workflow application. Estimating the real sizes of these distributed environments, we set up four simulated Grids (GILDA, VOCE, SEEGRID and BIOMED [5]) with 2, 4, 6 and 8 resources (each of them had 4 machines). Out of the 202 jobs 151 had special requirements: they use the TINKER library available in the last three Grids, which means these calls need to be submitted to these environments, or to Cloud resources (with pre-deployed TINKER environments). The simulated execution time of the 150 parameter study services were set to 30 minutes, the first generator service to 90
minutes, and the other 51 were set to 10 minutes. All of the four brokers (set to each simulated Grid one-by-one) used random resource selection policy, and all the resources had background workload, for which the traces were taken from the Grid Workloads Archive (GWA) [25] (we used the GWA-T-11 LCG Grid log file). In our simulation architecture we used 20 nodes (called resources in the simulation), therefore we partitioned the logs and created 20 workload files (out of the possible 170 according to the number of nodes in the log). The sorting of the job data to files from the original log file were done continuously, and their arrival times have not been modified, and the run time of the jobs also remained the same. According to these workload files the load of the simulated environments are shown in Figure 5 (which are also similar to the load experienced on the real Grids). One Cloud broker has also been set up. It managed four virtual machines deployed on a data center with four hosts of dual-core CPUs. In each simulation all the jobs were sent to the Meta-Broker to select an available broker for submission. It takes into account the actual background load and the previous performance results of the brokers for selection. If the selected Grid broker had a background load that exceeded a predefined threshold value, it selected the Cloud broker instead.

Out of the 202 workflow services 150 use TINKER binaries (three different algorithms are executed 50 times). These requirements can be formulated in SLA terms, therefore each service of the workflow has an SLA request. If one of these requests are sent to the Cloud broker, it has to check if a virtual machine (VM) has already been created that is able to fulfill this request. If there is no such VM, it deploys one on-the-fly. For the evaluation we used three different Cloud broker configurations: in the first one four pre-deployed VMs are used – one for each TINKER algorithm (TINKERALG) and one for data collecting (capable for both COLL and UPLOAD, used by the last 51 jobs). In the second case we used only one pre-deployed VM, and deployed the rest on-the-fly, when the first call arrived with an SLA. Finally in the third case, when a VM received more then 15 requests the Cloud broker duplicated it (in order to minimize the overall execution time).

Regarding on-demand deployment, we have created 4 virtual appliances encapsulating the four different services
our TINKER workflow is based on (namely TINKERALG, COLL and UPLOAD – we defined them in the beginning of this section). Then we have reduced the size of the created appliances with ASD’s virtual appliance optimization facility. Finally we have deployed each service 50 times on an 8 node (32 CPU) Eucalyptus [16] cluster, and measured the interval between the deployment request and the service’s first availability. Table II shows the measurement results for the TINKERALG, COLL and UPLOAD images. These latencies were also applied in the simulation environment within the Cloud broker.

Table II

<table>
<thead>
<tr>
<th>Service</th>
<th>Average deployment time</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEN</td>
<td>8.2 sec</td>
<td>1.34 sec</td>
</tr>
<tr>
<td>TINKERALG</td>
<td>8.3 sec</td>
<td>1.48 sec</td>
</tr>
<tr>
<td>COLL</td>
<td>6.9 sec</td>
<td>0.84 sec</td>
</tr>
<tr>
<td>UPLOAD</td>
<td>6.9 sec</td>
<td>1.21 sec</td>
</tr>
</tbody>
</table>

In order to evaluate the performance of our proposed SSV solution we compare it to a general meta-brokering architecture used in Grid environments. Using this approach we created four simulations: in the first one we use only grid brokers by the Meta-Broker (denoted by MB in the figures) to reach grid resources of the simulated Grids. In the second, third and fourth case we extend the matchmaking of the Meta-Broker (in order to simulate the whole SSV): when the background load of the selected grid broker exceeds 113%, it selects the Cloud broker instead. In the second case the Cloud broker has four pre-deployed VMs (4VMs), while in the third case only one, and later creates three more as described before (1+3VMs), and in the fourth it has one pre-deployed and creates 7 more on demand (1+3+4VMs). In Figure 6 and 7 we can see the evaluation results denoting the average and detailed execution times of the service requests respectively.

Figure 6. Average request run times.

From these results we can clearly see that the simulated SSV architecture overperforms the former (purely) Grid meta-brokering solution. Comparing the different deployment strategies we can see that on demand deployment introduces some overhead (4VMs was faster then 1+3VMs), but service duplication (1+3+4VMs) can enhance the performance and help to avoid SLA violations with additional VM deployment costs.

In heterogeneous, distributed service-based environments such as Grids and Clouds, there is an emerging need for transparent, business-oriented autonomic service execution. In the future more and more companies will face the problem of unforeseen, occasional demand for a high number of computing resources. In this paper we have investigated how such problems could arise, and proposed a novel approach called Service-level agreement-based Service Virtualization (SSV). The presented general, conceptual architecture is built on three main components: the Meta-Negotiator responsible for agreement negotiations, the Meta-Broker for selecting the proper execution environment, and the Automatic Service Deployer for service virtualization and on-demand deployment. We have also discussed how the principles of autonomic computing are incorporated to the SSV architecture to cope with the error-prone virtualization environments. The proposed service virtualization architecture is validated in a simulation environment based on CloudSim, using a general biochemical application as a case study. The evaluation results clearly fulfill the expected utilization gains compared to a less heterogeneous Grid solution.

V. CONCLUSION
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