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The S-Cube Deliverable Series

Vision and Objectives of S-Cube

The Software Services and Systems Network (S-Cube) will establish a unified, multidisciplinary,
vibrant research community which will enable Europe to lead the software-services revolution, helping
shape the software-service based Internet which is the backbone of our future interactive society.

By integrating diverse research communities, S-Cube intends to achieve world-wide scientific excel-
lence in a field that is critical for European competitiveness. S-Cube will accomplish its aims by meeting
the following objectives:

* Re-aligning, re-shaping and integrating research agendas of key European players from diverse
research areas and by synthesizing and integrating diversified knowledge, thereby establishing a
long-lasting foundation for steering research and for achieving innovation at the highest level.

* Inaugurating a Europe-wide common program of education and training for researchers and in-
dustry thereby creating a common culture that will have a profound impact on the future of the
field.

* Establishing a pro-active mobility plan to enable cross-fertilisation and thereby fostering the in-
tegration of research communities and the establishment of a common software services research
culture.

* Establishing trust relationships with industry via European Technology Platforms (specifically
NESSI) to achieve a catalytic effect in shaping European research, strengthening industrial com-
petitiveness and addressing main societal challenges.

* Defining a broader research vision and perspective that will shape the software-service based In-
ternet of the future and will accelerate economic growth and improve the living conditions of
European citizens.

S-Cube will produce an integrated research community of international reputation and acclaim that
will help define the future shape of the field of software services which is of critical for European com-
petitiveness. S-Cube will provide service engineering methodologies which facilitate the development,
deployment and adjustment of sophisticated hybrid service-based systems that cannot be addressed with
todays limited software engineering approaches. S-Cube will further introduce an advanced training
program for researchers and practitioners. Finally, S-Cube intends to bring strategic added value to Eu-
ropean industry by using industry best-practice models and by implementing research results into pilot
business cases and prototype systems.

S-Cube materials are available from URL: http://www.s—cube—-network.eu/
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Foreword

This deliverable, CD-JRA-1.2.4 “Integrated adaptation and monitoring principles, techniques and method-
ologies across functional SBA layers” aims to address the following goals:

* to continue, refine and consolidate the initial results of PO-JRA-1.2.3 towards the initial integration
of cross-layer adaptation and monitoring techniques and methodologies.

* to present the initial integration results through the summaries of the joint papers that target the
different aspects of the cross-layer adaptation and monitoring problem.

* to identify gaps in the current research domains of the different S-Cube partners and provide a
common future direction that leads us towards the vision of the project.

* to provide the foundation for the following JRA-1.2 deliverables that would extend these integrated
cross-layer adaptation and monitoring techniques and methodologies. This extension will focus
on context awareness, human-computer interaction, predictive monitoring and finally proactive
adaptation.
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Chapter 1

Introduction

Monitoring and adaptation are among the most influential aspects of an SBA’s life cycle (in the scope of
the S-Cube project the life cycle model was defined in CD-IA-3.1.1.). These topics are cross cutting the
SBA layers in their very essence. However, as it was identified by the previous deliverables (specifically,
Deliverable PO-JRA-1.2.3 “Baseline of Adaptation and Monitoring Principles, Techniques, and Mech-
anisms across Functional SBA layers” [16]) basically no work has been done outside of any particular
layer. Even though the three functional layers of the SBA (Service Infrastructure, Service Composition
and Coordination, and Business Process Management) are closely related and are all affected during the
execution of the SBAs, the adaptation and monitoring techniques still focus on a single layer. As demon-
strated in PO-JRA-1.2.3, there could exist a variety of cases, where focusing on a particular layer of the
SBA could cause problems. In particular, (i) the changes in one layer could negatively affect other layers
and therefore should be planned carefully; (ii) taking into consideration the information available at mul-
tiple layers could lead to better adaptation decisions (or the opposite: not taking into account information
from other layers could lead to problematic executions).

Understanding the phenomenon of cross-layer monitoring and adaptation is one of the key problems
of this research area. In PO-JRA-1.2.3 we have already started with the collection of requirements,
and with the definition of the baseline for cross-layer adaptation and monitoring principles, techniques,
and mechanisms. The identified requirements have been classified and exemplified with one of the S-
Cube case studies, and have been related to the overall Adaptation and Monitoring framework [11].
This framework has been further refined in order to reflect the elements and mechanisms specific to the
problem of cross-layers integration. The presented baseline includes also some preliminary research
results achieved by the partners towards cross-layer monitoring and adaptation of SBAs.

The presented document continues, refines and consolidates the initial cross-layer integration results,
and present our current progress towards the integrated monitoring and adaptation principles through the
research papers jointly written by the S-Cube partners. More specifically, the deliverable presents several
results that specifically target different aspects of the cross-layer adaptation and monitoring problem, in-
cluding novel approaches for the identification of adaptation requirements and strategies across layers
driven by functional and non-functional changes, cross-layer models for monitoring and adaptation, in-
frastructures for engaging and coordinating adaptation actions at different layers. We then map these
results on the baseline model of cross-layer adaptation and monitoring framework and identify the gaps
and future research directions in this area.

1.1 Relations with the Integrated Research Framework

1.1.1 Contribution to WP Challenges

The scope and the results of the deliverable directly contributes to the research challenges of the WP-
JRA-1.2 and the S-Cube Integrated Research Framework. Specifically, this deliverable addresses the
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challenge of “Comprehensive and integrated adaptation and monitoring principles, techniques,
and methodologies”. This challenge plans to overcome the isolation and fragmentation of existing
adaptation and monitoring (A&M) solutions, the target holistic integrated A&M framework will aim to
provide a uniform model of adaptation and monitoring that covers different domains, disciplines, and
SBA elements. This framework will accommodate the integration of the existing solutions in different
directions:

* Cross-layer adaptation and monitoring, where the problem is addressed for SBA as a whole prop-
agating and exploiting specific actions, mechanisms, and tools at different functional SBA layers.

* Cross-boundary adaptation and monitoring, where the problem is considered across the bound-
aries of SBAs, addressing the issue of distribution of information, control, and effects to other
applications, external systems, and services.

* Cross life-cycle adaptation and monitoring, where the knowledge and models available at different
phases of SBA life-cycle (e.g., design-time or post-operational data) is exploited in order to devise
new monitoring approaches (e.g., post-mortem analysis for prediction) and adaptation decisions
(e.g., to learn from previous decisions and adaptations)

This deliverable aims to provide the initial integration for cross-layer SBA adaptation and monitoring,
and, therefore, to present the first unified vision of the S-Cube project on the cross-layer integration of the
principles and mechanisms. This vision builds on top of the set of requirements, set of necessary mech-
anisms and principles, that the previous deliverable defined (PO-JRA-1.2.3). The resulting integration
however still shows gaps that are identified in this deliverable to provide input for the upcoming deliv-
erables of the work-package. Building on top of this research, another round of integration approaches
will take into account HCI, proactive adaptation and predictive monitoring techniques of the SBAs, this
work will result a comprehensive adaptation and monitoring framework to be presented in deliverable
CD-JRA-1.2.5.

1.1.2 Relations with other work-packages
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Figure 1.1: Conceptual research framework as defined in CD-IA-3.1.1
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As it can be seen on Figure 1.1 the crosscutting nature of the monitoring and adaptation issues result
the involvement of several domain layers of an SBA. The aim of this deliverable is the integration of the
different monitoring and adaptation approaches already available in the domain layers. This deliverable
is based on several joint research papers that already present the connections between the different work-
packages shown in the conceptual research framework of CD-IA-3.1.1:

Connections with JRA-1.1 (i) We present the design time requirements through assumption-based veri-
fication techniques. With the help of these requirements in section 2.2.4 we identify the monitoring
events that can be extracted from the design of the SBA. (ii) Then we propose a language to de-
scribe assertions that could raise monitoring events in case of misbehavior of a BPEL process. We
also define a language to express the adaptation actions that should take place when the misbe-
havior is identified. These languages and their use are discussed in section 2.2.5. (iii) Finally in
section 2.2.6 we propose that the supervision (including monitoring) of BPEL processes should be
deployed within the processes itself.

Connections with JRA-1.3. (i) First in section 2.2.3 we present how quality factor analysis can be em-
bedded to adaptation strategies by associating quality metrics and adaptation actions. (iii) Later on
in section 2.2.4 we propose the use of run-time quality assurance and verification in order to define
new kind of monitoring events that are based on the results of JRA-1.3. (ii) Then in section 2.2.7
we provide an autonomous service infrastructure that monitors and adapts itself based on service
level agreement requirements. (iii) Finally in section 2.2.8 we discuss an approach on monitoring
service level agreement violations on the service infrastructure and business process management
layers. This approach defines privacy requirements of the users in SLAs, and the compliance of
the agreement is checked on different levels of the application.

Connections with JRA-2.1. (i) In section 2.2.1 we show service replacement policies that provide adap-
tation actions to change or create new requirements on the BPM layer. (ii) In section 2.2.2 We can
also monitor behavioral properties of the service-based system, and in case of misbehavior we can
execute service discovery to replace the improper service execution during runtime. (iii) Then in
section 2.2.3 we also present novel ideas on using decision trees to determine necessary adaptation
strategies in case the monitoring system reports KPI violations in business processes.

Connections with JRA-2.2. (i) First, in section 2.2.8 we discuss how monitoring functional and non-
functional characteristics of participating services in a service-based system could lead replacing a
particular service instance in the SBA. (ii) Second, section 2.2.4 identifies requirements of service
replacement and re-composition that include the monitoring of deviations from conversational
service protocols and temporal property violations.

Connections with JRA-2.3. (i) Service infrastructure dynamically changes and monitoring the unavail-
ability or the appearance of a service instance could lead to replacing an already used one. During
the execution of the SBA finding the new service instances and dropping defunct ones requires a
service discovery framework that can be further elaborated jointly with this work-package. This
framework is introduced in section 2.2.2. (ii) We have proposed an architecture in the service in-
frastructure layer that can autonomously adapt to new service environments by tracking the load of
brokers and available service instances, this architecture is elaborated in section 2.2.7 (iii) Finally
in section 2.2.8 we show that privacy requirements of service users can be met by monitoring and
analyzing the possible vulnerabilities on a given service instance.

1.2 Deliverable Structure

This document, deliverable CD-JRA-1.2.4 aims to present our achievements towards the initial integra-
tion of the SBA monitoring and adaptation principles, techniques, and mechanisms across functional
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SBA layers. Chapter 2 is built around the scientific papers that we wrote in collaboration to research the
initial integration of cross-layer adaptation and monitoring. These papers are attached to the deliverable,
and therefore this deliverable only provides a structured view on them. This chapter is structured as
follows:

* First we summarize the integration baseline requirements identified in deliverable PO-JRA-1.2.3.
Based on this summary we propose a template that can be used to analyze the different contribu-
tions and their alignment to the previously identified requirements.

» Next in section 2.2 we list the research results of the S-Cube partners. This listing not only provides
the customized templates, but it also provides brief descriptions of the research ideas that initiate
the integration of monitoring and adaptation principles across SBA layers. We remark that the
results presented in this chapter are based on the materials presented in a set of papers that are
referred from and attached to the current deliverable only.

* Finally using the proposed template and the research result summaries we provide an analysis
of the results. This analysis presents the gaps and the research goals that are still not addressed.
With the help of the analysis we also compare the different results and the approaches they took to
accomplish the integration among the different SBA layers.

External Final Version 1.0, Dated December 14, 2009 6
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Chapter 2

Cross-layer Adaptation and Monitoring
Approaches

The goal of this chapter is to provide an initial integration of the adaptation and monitoring principles,
techniques, and mechanisms across functional SBA layers. To achieve this, in Section 2.1 we review
the baseline cross-layer adaptation and monitoring framework presented in S-Cube deliverable PO-JRA-
1.2.3. Based on the concept of this prospective framework, in Section 2.2 we will present and align
the novel approaches developed by the S-Cube partners that aim to address and support the integrated
cross-layer adaptation and monitoring. Finally, based on these initial results and solutions, in Section 2.3
chapter will analyze the gaps and missing elements, thus providing requirements and the roadmap for the
final integration of adaptation and monitoring principles and mechanisms across functional SBA layers
(to be presented in CD-JRA-1.2.5).

2.1 Baseline for Cross-layer Adaptation and Monitoring Principles, Tech-
niques, and Mechanisms

One of the key research challenges in adaptation and monitoring of SBAs is to overcome the limitations
of the fragmented and isolated approaches and solutions, providing a comprehensive holistic framework
where these approaches are integrated and aligned. In particular, this integration should provide a way
to properly locate and evaluate the monitored events across functional SBA layers, as well as to properly
identify and propagate adaptation actions across those layers.

The state of art techniques and approaches are not able to deal with this problem. They normally ad-
dress specific problems peculiar to a particular functional SBA layer, i.e., business process management
layer, service composition and coordination layer, and service infrastructure layer. In complex real-scale
applications, however, the realization of adaptation and monitoring solutions of the different SBA layers
may be highly interleaved. Without appropriate engineering and management these relations may be
hidden, which in turn may lead to wrong diagnosis of problems at different layers, incorrect adaptation
decisions, and useless or even dangerous modifications (see section 2.1.1 for more details).

To approach this challenge, in S-Cube Deliverable PO-JRA-1.2.3 [16] a baseline for adaptation and
monitoring principles, techniques, and methodologies across Functional SBA Layers has been defined.
This baseline has described the relevant adaptation and monitoring characteristics of service-based appli-
cations, identified a set of key problems that require cross-layer principles and mechanisms, and, finally,
defines a prospective framework aiming to accommodate those principles and mechanisms. The results
of this work have been also presented in [14]. In the following we will briefly summarize these aspects to
provide a basis for the initial integration and alignment of the novel principles and approaches developed
by the S-Cube partners.

External Final Version 1.0, Dated December 14, 2009 7
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2.1.1 Requirements

When the problem of SBA monitoring and adaptation is addressed in isolation at different functional
layers, a set of problems may arise. In [14, 16] the following problems have been identified:

* Lack of alignment of monitored events. If the monitoring is done by isolated mechanisms at differ-
ent layers, it is possible that the same situation or an event is seen by those mechanisms indepen-
dently and in different way, potentially triggering independent and even contradictory adaptations.
There is a need to properly align, and correlate information among different layers in order to
achieve a consistent picture and enable correct and coordinated adaptation activities.

» Lack of adaptation effectiveness. The adaptation activities initiated at one functional layer may fail
to achieve the expected effect, since they do not take into account the properties of other layers.
For example, at the SCC layer in order to reduce execution time the adaptation aims to execute
independent tasks in parallel by delegating them to different services. In order to achieve this effect
it is necessary that those services are independent also at the SI layer.

» Lack of compatibility. This problem refers to a situation, where the adaptation performed at one
functional SBA layer is not compatible with the requirements and constraints posed by the appli-
cation design at other layers.

* Lack of integrity. A problem of adaptation integrity happens in a situation, where the adaptation
performed in one layer is insufficient; the activities should also be propagated to other layers as
well. For instance, when the adaptation is performed at the BPM layer (e.g., a business process
is changed), it is necessary to propagate the changes also to the other layers (e.g., change the
compositions that manage corresponding process instances and/or perform some compensation
actions; negotiate, bind, and adjust to the new formats and protocols at the SI layer, etc.).

To address these problems, the cross-layer adaptation and monitoring approaches should satisfy the
following requirements:

» provide means to propagate the monitored information across the layers in order to properly diag-
nose the actual source of the problem;

* align and correlate the monitored events across functional layer in order to avoid spontaneous and
uncoordinated adaptation activities at different layers;

* take into account features and relations across the whole SBA stack when the adaptation require-
ments are defined and the adaptation strategy is identified;

* define certain “boundaries” for each of the layers and check that the adaptation activities of other
layers do not cross those boundaries;

* identify, aggregate, and enact wide range of adaptation actions available at different functional
layers in a coordinated manner.

2.1.2 Prospective Cross-layer Adaptation and Monitoring Framework

The prospective cross-layer adaptation and monitoring framework defined in [16] aims to accommodate
and address the requirements identified in 2.1.1. We remark that this framework does not provide a
concrete solution to the problem of cross-layer integration, but suggests a general vision on the adap-
tation and monitoring problem from the cross-layer integration perspective. In particular, it shows how
the requirements are positioned in the general A&M framework (described in [11]) and what kind of
mechanisms and principles are needed to achieve them.

External Final Version 1.0, Dated December 14, 2009 8
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Figure 2.1: Cross-layer adaptation and monitoring framework

Required cross-layer adaptation and monitoring mechanisms.

Figure 2.1(a) relates the general A&M framework [11] with the problem of cross-layer adaptation and
monitoring. In particular, the elements of the conceptual model of the general framework, i.e., Moni-
toring mechanisms, Monitoring events, Adaptation requirements, Adaptation strategies, and Adaptation
mechanisms, are explicitly related to the identified requirements for cross-layer adaptation and monitor-
ing and to the corresponding mechanisms to realize those requirements. This includes, in particular

* Cross-layer integrated monitoring mechanisms built on top of the existing and new monitoring
capabilities should provide a holistic, integrated infrastructure for the SBA monitoring. In partic-
ular, such infrastructure should allow for (i) expressing layer-specific events and properties in a
uniform manner, and (i¢) relate events of different layers to each other to enable their correlation,
aggregation and alignment.

* Cross-layer integrated and coordinated adaptation mechanisms ensure that the adaptation activ-
ities being triggered at different layers or across those layers are properly managed, i.e., control,
execute, and coordinate them.

* Means to identify adaptation needs across layers aim to properly reveal the adaptation require-
ments, when the changes concern not a single layer, but the whole application. That is, these
mechanisms should provide ways to (i) properly identify the source of the problem and the corre-
sponding requirements and (i7) map those requirements onto the relevant functional layers.

* Means to identify adaptation strategies across layers aim to (¢) validate the available adaptation
actions and strategies against the whole application model; (i) foresee whether the adaptation
strategies are sufficient to achieve the corresponding requirements; (iii) expand, join, and align
various adaptation strategies at different layers when the single strategies are insufficient or require
some actions at other layers.

Required models for cross-layer adaptation and monitoring.

To enable the above mechanisms, it is crucial to explicitly relate different conceptual elements to each
other and across different layers. To accomplish that, there is a need for high-level unified models,
which would relate specific elements of the application, specific associated adaptation strategies and
mechanisms, and specific monitoring events and mechanisms available at different layers and peculiar
to different approaches. The novel cross-layer solutions will rely on such models in order to propagate
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and aligne monitored events, to reason about cross-layer adaptation requirements and strategies, their
impacts, and dependencies, and to control and coordinate specific adaptation mechanisms.
As it is shown in Figure 2.1(b), these unified model should include,

* cross-layer representation of monitored events where cross-cutting aspects of the SBA capture
relevant information and its sources to be observed at a particular layer and abstract from the
low-level realization and specification details;

* cross-layer representation of adaptation strategies enables the analysis of adaptation integrity,
effectiveness, and compatibility, as the adaptation actions and strategies at different layers are
characterized in terms of the relevant cross-layer models;

* cross-layer representation of the application model is essential to reflect the relations and the
impacts of the adaptation activities on the different layers of the application architecture.

The approaches and results developed in the scope of the WP-JRA-1.2 and presented in this docu-
ment, provide a wide spectrum of solutions for the cross-layer unified representation of the application
(e.g., model of assumptions for the SBA context in Section 2.2.4 or non-functional SLAs in Section
2.2.8), of the monitored events (e.g., values of quality factors in Section 2.2.3 or SLA violations in Sec-
tion 2.2.7), and of the adaptation strategies (e.g., languages and policies described in the approaches of
Section 2.2.1 or 2.2.5). In the section 2.2 we will show in details how these approaches contribute to the
vision and what are the gaps still to be addressed and elaborated in this direction.

2.1.3 Template for presenting the results

In order to provide a syntactic overview of the contributions of the partners and to relate them to the base-
line for the cross-layer adaptation and monitoring principles, techniques, and methodologies presented
in PO-JRA-1.2.3, a synthetic template is proposed (Table 2.1). The template is necessary for the iden-
tification of the gaps in the integrated adaptation and monitoring framework developed in the scope of
the WP-JRA-1.2 and therefore will provide an input for the upcoming activities in the holistic integrated
cross-layer adaptation and monitoring PTMs to be presented in deliverable CD-JRA-1.2.5.

The template consists of four building blocks. First, it describes how the presented approach con-
tributes to the required cross-layer mechanisms and tools presented in PO-JRA-1.2.3 (here represented
in Figure 2.1(a) on page 9), namely integrated monitoring mechanisms, integrated and coordinated adap-
tation mechanisms, means to identify adaptation needs across layers, and means to identify adaptation
strategies across layers. When applies, this description show how the presented approach refines those
mechanisms.

Second, the template characterizes the specific cross-layer model selected by the approach. This
characterization contains three types of information. The cross-layer aspect addressed in the model may
speak of generic information (i.e., the model may be used for a wide range of domains, scenarios, and
concerns) or may refer to a specific concern of the application and even in a specific domain (i.e., privacy,
reputation, behavioral properties). Component of the model refers to the SBA itself, to the adaptation
actions and/or to monitoring events and properties as described in Figure 2.1(b) on page 9. Key model
elements describe the specific feature of the model applied by the approach in order to represent the
application aspect at different functional layers.

Third, the approach is characterized in terms of the elements of the functional layers it covers and ad-
dresses. These elements are presented and described in PO-JRA-1.2.3. More specifically, the monitoring
events and/or the adaptation actions of the three functional layers are defined. This is specifically im-
portant to understand the coverage of the service-based application components by the initial integration
aimed in this deliverable.

Finally, the template is used to characterize potential extensions of the proposed approach across
layers towards inclusion of more mechanisms, models (i.e., more aspects and features), and layer ele-
ments (within the same layer and/or at different layers). This description is essential for identifying the
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future research activities to be performed in order to include the approach in the holistic adaptation and
monitoring framework studied in the work package.

Title

the title of the research work

Authors

Authors of the contribution

Short description

brief description of the key aspects of the research work with respect to the
cross-layer adaptation and monitoring

Target cross-layer mechanisms

Integrated
mechanisms

monitoring

Specific integrated monitoring mechanisms (if any)

Integrated and coordi-
nated adaptation mecha-
nisms

Specific integrated adaptation mechanisms (if any)

Means to identify adapta-
tion needs across layers

Specific means to identify adaptation requirements (if any)

Means to identify adapta-
tion strategies across lay-
ers

Specific means to identify, select, and integrate adaptation actions (if any)

Cross-layer model

Aspect

Specific type(s) of properties, activities, and domains addressed by the approach

Component

Specify and refine the specific part of the cross-layer representation of the appli-
cation, adaptation and monitoring

Key model elements

Specify the key modeling elements of the approach

Possible extensions

Cross-layer mechanisms

Possible extensions of the approach towards cross-layer mechanisms

Cross-layer model

Possible extensions of the approach towards modeling

Layer elements

Possible extensions of the approach towards layer elements to be considered

Covered elements at functional layer

Monitoring Events Adaptation Actions

Business Process Man-
agement

Service Composition

Service Infrastructure

Table 2.1: Contribution overview template
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2.2 Summary of the individual contributions to the integrated cross-layer

adaptation and monitoring principles

2.2.1 Replacement Policies for Service-Based Systems

Title

Replacement Policies for Service-Based Systems ( [23])

Authors

Khaled Mahbub and Andrea Zisman

Short description

This work presents a set of policies for dynamic adaptation of service based
application where the adaptation may be triggered due to various situations
in different SBA layers including unavailability or malfunctioning of services;
changes in the functional, quality, or contextual characteristics of the services;
changes in the context of the service-based system environment; emergence of
new services; or changes in the requirements of the system. A prototype tool
incorporating the replacement policies and the deployment of the changes in
service-based systems using proxy services has been implemented in order to
illustrate and evaluate the work.

Target cross-layer mechanisms

Integrated  monitoring

mechanisms

Integrated and coordi-
nated adaptation mecha-
nisms

Means to identify adapta-
tion needs across layers

A set of algorithms are specified that identify what should be replaced in the
service based systems where the adaptation is triggered due to the different situ-
ations in the different functional layers of the service based systems.

Means to identify adapta-
tion strategies across lay-
ers

A set of algorithms are described that specify how the service based systems
should be adapted where the adaptation is triggered due to the different situations
in the different functional layers of the service based systems.

Cross-layer model

Aspect Various aspects (e.g. quality characteristics, functional characteristics, contex-
tual characteristics) of service based systems.
Component Service based system, policies to adapt the service based system

Key model elements

XML based language to specify the functional characteristics, quality character-
istics and contextual characteristics of the service based system.

Possible extensions

Cross-layer mechanisms

Adaptation should be performed in the service infrastructure layer in addition to
the service composition layer.

Cross-layer model

More robust adaptation policies that enable adaptation in the business process
model as well as the service composition layer.

Layer elements

Covered elements at functional layer

Monitoring Events

Adaptation Actions

Business Process Man-
agement

Changes of requirements or emer-
gence of new requirements

Composition process is adapted ac-
cording to the described algorithms

Service Composition

Functional/non-functional character-
istics of participating services in ser-
vice based system

Composition process is adapted ac-
cording to the described algorithms

Service Infrastructure

Unavailability of a service, emergence
of new service

Composition process is adapted ac-
cording to the described algorithms
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Extended abstract

The need to change service-based systems during their execution time has been recognized as an impor-
tant challenge in service oriented computing. There are several situations from different SBA layers that
may trigger changes in service-based applications such as unavailability or malfunctioning of services;
changes in the functional, quality, or contextual characteristics of the services; changes in the context of
the service-based system environment; emergence of new services; or changes in the requirements of the
system. In order to provide support for dynamic changes in service-based systems, it is necessary to use
replacement policies specifying what needs to be changed (what), the ways that the changes need to be
executed (how), and the moment that the changes should be performed in the systems (when).

Changes in a service-based system can range from the replacement of a service by another service,
or a composition of services, to changes in the execution process (e.g., conditions, loop statements,
variables, exception handlers). The changes in a service-based system can be performed by stopping the
system, making the necessary changes, and resuming the system. Other approaches can be used when
replacing a service by another service in a system such as binding partner links during execution time
of the system; using proxy services as place holders for the services in a composition, instead of having
concrete services referenced in the system; or even using an adaptation layer based on aspect oriented
programming with information about alternative services.

Furthermore, the moment to execute changes in a service-based system should also be considered
in order to avoid (1) making changes when it is not really necessary or (2) making changes that may
cause the system to behave incorrectly. Therefore replacement policies should take into consideration
(a) the situations that trigger changes in the system, (b) the type of changes that needs to be performed
in the system, and (c) if the parts in the system that require changes are being used. In this paper,
we describe different types of replacement policies for situations that may arise in different functional
layers of service-based systems. In our work, changes in a service-based system consist of replacing
a service participating in the system by another service. We assume service-based systems represented
in BPEL due to its popularity. We use a proactive service discovery framework that allows for the
identification of replacement services in parallel to the execution of the SBA. We use proxy services
to support changes in the system during execution time, avoiding changes in the original service-based
system. The replacement policies take into consideration the position of a service S that may need to be
replaced with respect to the current execution point of the system. There are three different positions that
are considered, namely:

* not_in_path: when service S in not in the current execution path of the system, i.e., S appears in a
different branch of the systems execution path or before the current point in the execution path;

* current: when service S is in the current execution point of the system;

* next_in_path: when service S is in the current execution path of the system, and will be invoked
some time in the future.

Depending on the positions described above in the framework we consider cases when (1) replace-
ments are required to be performed so that the system can continue its operations; (2) replacements that
can wait to be performed after the current execution of the system; and (3) no replacements are required.
Detailed description of the policies is given in [23].

Contribution to Cross-Layer Adaptation and Monitoring

This work presents a set of policies for dynamic adaptation of service based system where the adaptation
may be triggered due to various situations in different functional layers of service based systems. For
example, changes in the requirements or emergence of new requirements of the service based system in
the BPM layer trigger adaptation of the composition that realizes the business process. Again changes
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in the SI layer (e.g. unavailability or malfunctioning of a service participating in the service based
application or emergence of a new service) trigger adaptation of the composition that realizes the business
process to ensure that the service based system fulfils the requirements set in the BPM layer. In this work
we describe a set of policies to handle these types of cross layer adaptation of service-based systems.

2.2.2 A Monitoring Approach for Runtime Service Discovery

Title

A Monitoring Approach for Runtime Service Discovery ( [20])

Authors

Khaled Mahbub, George Spanoudakis and Andrea Zisman

Short description

In this work we propose a monitor based runtime service discovery framework
(MoRSeD). The monitor component of the framework identifies the situations
that may trigger the need for runtime service discovery (e.g. unavailability or
malfunctioning of a participating service). In our framework services are iden-
tified based on structural, behavioral, quality and contextual characteristics of a
system represented in query languages. The framework supports identification
of services based on service discovery queries in both classic pull mode and
proactive push mode of query execution.

Target cross-layer mechanisms

Integrated
mechanisms

monitoring

Specification of properties for different functional layers of SBA, e.g. contextual
properties in the SI layer or behavioral properties in the BPM layer. Satisfiability
of the specified properties is verified against the messages exchanged between a
service-based system and the services participating in the system.

Integrated and coordi-
nated adaptation mecha-
nisms

Means to identify adapta-
tion needs across layers

The monitor detects the runtime violation of different properties specified in the
different functional layers of SBA that identifies the faulty services taking part
in the service based system which need to be replaced.

Means to identify adapta-
tion strategies across lay-
ers

Cross-layer model

Aspect Various aspects (e.g. quality characteristics, functional characteristics, contex-
tual characteristics) of service based systems.
Component Service based system, monitoring (violation of properties specified in different

functional layers of service based system)

Key model elements

XML based language to specify the functional characteristics, quality character-
istics and contextual characteristics of the service based system.

Possible extensions

Cross-layer mechanisms

Automatic adaptation of service composition and/or service infrastructure layer.

Cross-layer model

Specification of adaptation strategies.

Layer elements

Covered elements at functional layer

Monitoring Events Adaptation Actions

Business Process Man-
agement

Behavioral properties of a service | —
based system

Service Composition

Service Infrastructure

Unavailability of a service, change in | —
the context of a service.
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Extended abstract

The identification of services during the execution of service-based systems to replace services in them
has been recognized as a key issue in service oriented computing. Existing approaches for runtime
service discovery support the discovery process in pull mode in a reactive way, where services are iden-
tified when there is a need to do so. There are several situations that may trigger the need for runtime
service discovery including, (i) unavailability or malfunctioning of a participating service, (ii) changes
in the structure, behavior, quality, or context characteristics of a participating service, (iii) changes in
the context of the service-based system, or (iv) availability of a better service due to the provision of a
new service or changes in the characteristics of an existing service. Given the above situations and the
need to provide better precision when identifying services to replace existing services during runtime,
it is necessary to consider different characteristics of the services such as structural, behavioral, quality,
or contextual characteristics. However, it is not possible to assume that services will be described in
terms of all the above characteristics. Current approaches for service registries guarantee the existence
of structural descriptions of services as WSDL specifications. In order to fulfill the need to identify ser-
vices based on other criteria and not only structural characteristics, it is necessary to have a mechanism
to verify the behavioral and contextual characteristics of services even when there are no available be-
havioral specifications and up-to-date contextual values of distinct aspects of the services (e.g., location,
availability, response time) in the registries.

In this work we propose a monitor based runtime service discovery framework (MoRSeD). The mon-
itor component of the framework identifies the situations that may trigger the need for runtime service
discovery. In other word the monitor is responsible to (a) identify that services become unavailable; (b)
identify that there are changes in the behavioral or contextual characteristics of the services participating
in service-based system or replacement candidate services, (c) identify that there are contextual changes
in the service-based system environment, and (d) verify if behavioral and contextual properties specified
in the service discovery queries are satisfied by services. The monitor intercepts all the runtime messages
exchanged between the service-based system and its constituent services and verifies the satisfiability of
the properties against these messages. The monitor invokes the context services to verify the satisfiability
of contextual properties.

MOoRSeD can execute service discovery in both pull and push modes. The pull mode of query ex-
ecution is performed to (a) identify services that may be initially bound to a service-based system, (b)
as a first step in the push mode of query execution, (c) due to changes in the context of an application
environment, and (d) when a client application requests a service to be identified. On the other hand, the
push mode of query execution is performed in parallel to the execution of a service-based system, in a
proactive way, in order to identify services due to any of situations (i) to (iv) described above.

In the framework, queries are specified in an XML-based query language, called SerDiQueL that
allows for the representation of different criteria, namely: (a) structural, describing the interface of a
required service, (b) behavioral, describing the functionality of a required service, and (c) constraints,
describing additional conditions for a service. These additional conditions may be concerned with quality
characteristics of a service, or interface or functional characteristics of a service that cannot be described
in terms of the structural and behavioral descriptions used in SerDiQueL. The constraints in a query can
be classified as contextual and non-contextual. A contextual constraint is concerned with information
that changes dynamically during the execution of a service-based system or its participating services. A
non-contextual constraint is concerned with information that does not change dynamically. The matching
of service discovery queries against services is executed in a two-stage process. The first stage is called
filtering stage, where hard non-contextual constraints in a query are evaluated against service specifica-
tions and a set of candidate services that comply with these constraints are identified. The second stage
in the matching process is a ranking stage that is executed in a three sub-stage process. In the first sub-
stage structural and behavioral characteristics of a query are evaluated against the candidate services and
partial distance is computed for each candidate service with respect to a query. In the second and third
sub-stage soft non-contextual and contextual constraints are evaluated respectively. In the ranking stage,
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the overall distance between a query and each candidate service is calculated by taking the average of
all the partial distances. The result of the ranking stage is a set of candidate services that have an overall
distance with a query that is below a certain distance threshold. A detail description of MoRSeD can be
found in [20].

Contributions to Cross-Layer Adaptation and Monitoring

This work presents a framework for runtime service discovery where the discovery is triggered by a
monitor. The monitor component of this framework supports cross layer monitoring to detect the situa-
tions that trigger runtime service discovery. More specifically, the monitor is able to monitor properties
specified at the service infrastructure level to identify the unavailability of a service participating in the
SBA, or change in the context characteristics of a service participating in the SBA. Again the monitor is
able to monitor properties specified at the business process management layer to identify the change in
the behavioral characteristics of a service participating in the SBA.
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2.2.3 Adaptation of Service-Based Applications Based on Process Quality Factor Analy-

sis
Title Adaptation of Service-Based Applications Based on Process Quality Factor
Analysis ( [15])
Authors Raman Kazhamiakin, Branimir Wetzstein, Dimka Karastoyanova, Marco Pis-

tore, and Frank Leymann

Short description

The work presents a novel approach for cross-layer SBA adaptation. It uses
decision trees for showing the dependencies of KPIs on process quality factors
from different functional levels of an SBA. It then uses the analysis results to
come up with an adaptation strategy to improve the KPI values. The approach
includes creation of a model which associates adaptation actions to process qual-
ity metrics, extraction of adaptation requirements based on analysis results, and
identification of an adaptation strategy which can consist of several adaptation
actions on different functional levels of an SBA.

Target cross-layer mechanisms

Integrated
mechanisms

monitoring

Analysis of influential quality factors based on data mining and dependency tree
analysis techniques

Integrated and coordi-
nated adaptation mecha-
nisms

Means to identify adapta-
tion needs across layers

SMT-based analysis algorithms to perform search in the results of the depen-
dency tree analysis to identify critical combination of quality factors to be im-
proved across functional layers.

Means to identify adapta-
tion strategies across lay-
ers

A specific algorithm to select a combination of adaptation actions (adaptation
strategy) that improves the identified quality properties and satisfies the opti-
mality criteria (in particular, the least negative effect)

Cross-layer model

Aspect

Quality characteristic of the SBAs at different layers

Component

SBA model (quality metrics), Adaptation (adaptation actions), Monitoring (vio-
lation of KPIs)

Key model elements

Formal model of quality metrics (range, target, potential influential factors); For-
mal model of adaptation actions (mechanism, positive/negative effect)

Possible extensions

Cross-layer mechanisms

Integrated and coordinated cross-layer adaptation execution engine

Cross-layer model

More sophisticated model of adaptation actions and their effects

Layer elements

Realization and integration of specific adaptation actions at different
layers: ad-hoc process modification; service replacement; service re-
composition/fragmentation; infrastructure re-configuration

Covered elements at functional layer

Monitoring Events Adaptation Actions
Business Process Man- | KPI violation in business processes generic |
agement
Service Composition values of PPMs generic |
Service Infrastructure values of QoS metrics generic |

! In the scenario the following adaptation actions are referred to: SLA re-negotiation, outsourcing of process
fragment, service replacement through dynamic discovery/binding and service replacement through prede-

fined selection
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Extended abstract

One of the major concerns for enterprises is to ensure the quality of their service-based applications,
realized as business processes. Thereby, process quality goals are specified in terms of Key Performance
Indicators (e.g., order fulfillment time), i.e. key process metrics that contain target values which are to
be achieved in a certain period. KPIs of business processes that are implemented in terms of SBAs are
typically monitored using business activity monitoring technology. If monitoring results show that KPIs
do not meet target values, the adaptation of SBA is needed in order to adjust the quality of the process to
the required level. The adaptation, however, cannot be done directly as the violation of KPI may occur
due to a wide range of possible causes. Indeed, SBAs can be viewed in terms of three functional layers,
namely (i) business processes, (ii) service compositions that implement these business processes, and
(ii1) services and service infrastructure. The problem may occur at any of these levels and, therefore,
further analysis is necessary in order to find out the actual source(s) of the problem. That is, the process
quality factor analysis aims to identify the lower level process metrics (e.g., duration of process activities,
type and amount of ordered products etc.) or QoS metrics (e.g., availability of IT infrastructure) mostly
influence KPI target violations.

This, however, is not enough. To guarantee that the adaptation reaches its goal, it is necessary to
properly identify, aggregate, and coordinate those adaptation activities, which 1) address the influential
quality factors identified by the analysis and 2) to ensure that they will not affect other critical KPIs and
metrics. An appropriate modeling of the SBA, its quality factors and KPIs is needed, as well as of the
corresponding adaptation actions and their outcomes (positive and negative effects on the quality metrics
of the SBA).

The work presented in [15] aims to provide a solution towards the above problems. The work repre-
sents a generic cross-layer adaptation and monitoring framework that aims to improve SBA quality when
the KPIs are violated. The overall framework is represented in Figure 2.2. This approach consists of the
following four phases:

Quality modeling for analysis and adaptation. At design time the metrics model and the adaptation
actions model are created. In the metrics model, the user specifies the application KPIs, and the
quality metrics representing the potential influential factors of KPIs coming from different func-
tional layers and components of SBA. Obviously, the user does not yet know the influential factors
(but might suspect them), however he has to model potential metrics so that they are monitored in
the first place and thus can be used during analysis. In the adaptation actions model, the user(s)
specifies the adaptation actions (available at different layers) per metric and the effect of those
actions on application metrics specified in the metrics model. In particular, this model allows
for defining whether an action contributes positively or negatively to a certain quality factor, i.e.,
whether it improves the value of a metric. Same as for metrics, the user just specifies the potential
adaptation actions in isolation at this phase, without knowing yet which of those will be needed at
adaptation time and in which combination.

Analysis of influencing quality factors. In the second phase, based on the metrics model, the moni-
toring of KPIs and potential influential quality metrics is performed across the instances of the
application; the information is continuously aggregated and updated. Then the metrics related to
previous executions of a given application are analyzed in order to identify the reasons, i.e., the in-
fluential factors, which lead to the undesired values of the specified KPIs. More precisely, machine
learning techniques are used to construct a decision tree which shows for which value ranges of in-
fluential application metrics a KPI is satisfied or violated (see also [32]). As a result, one identifies
those tree paths of application metrics (and their value ranges) that correspond to the bad values of
the KPI and thus fail the underlying business goal. From the identified tree paths we extract a set
of (alternative) adaptation requirements each consisting of a conjunction of predicates over metric
values which lead to KPI satisfaction. The result of the analysis characterizes thus those factors of
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the application that should be improved, i.e., that are subject of adaptation, and how they should
be improved (their values).

Identification and selection of an adaptation strategy. In the next phase the approach aims to com-
bine, and enact concrete adaptation actions that address the identified requirements as part of a
coherent adaptation strategy. This phase relies on the adaptation action model, where the effect of
those actions on different application metrics is described. It takes into account that an adaptation
action contributes positively or negatively to a certain quality factor, i.e., whether it improves the
value of a metric. After identification of a set of alternative adaptation strategies, one strategy is
selected based on certain criteria. In particular, one of the criteria is the number of negative effects
the strategy has: the less this number the better strategy is.

Process adaptation. The selected adaptation strategy is used for adaptation of the process model or
process instance by executing all contained adaptation actions. After adaptation, the existing KPIs
and metric definitions might have to be adapted thus closing the loop. The presented work does
not describe the adaptation execution explicitly, rather it focus on the monitoring and strategy
identification aspects. This part of the framework will be designed and presented in the future

works.
Quality modeling
for analysis and
adaptation Metrics
Model

Process
adaptation

Adaptation
Actions

Analysis of
influencing quality
factors

Adaptation
Requirements

Identification of
Adaptation
Strategies

Figure 2.2: Quality factor analysis and adaptation framework

The work relies on a simple yet expressive formal model that on one side makes the analysis efficient,
and on the other side is generic enough to incorporate and integrate models and aspects of different layers,
adaptation actions, and their effects. The model includes the following elements:

Quality Metric model. Quality metric is represented with its value domain, the set (or range) of target
values, and a set of other potential influential factors for this metric. This model is equivalently
applicable to the quality metrics of different elements/layers of the SBAs.

Adaptation Action model. To model adaptation of the SBA elements the adaptation activities are rep-
resented with the implementing mechanism (that, however, out of the scope of the presented work)
and with effects of the adaptation action. The effect is characterized as a set of metrics, to which
the adaptation action contributes positively (i.e., improves them) and a set of metrics to which the
action contributes negatively (i.e., worsens them). Again, also this model is agnostic to the specific
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implementation of the adaptation mechanism and is very suitable for the cross-layer analysis and
adaptation.

The set of analysis techniques exploited in the presented work adopt the solutions from data min-
ing and decision tree algorithms [34] (to identify influential quality factors), satisfiability modulo the-
ories (SMT) [26] to identify the adaptation requirements (i.e., to select the set of metrics that should
be improved in order to improve the violated KPI), and a specific search-based algorithm to select the
adaptation strategies in an optimal way according the defined criteria.

Contributions to Cross-layer Adaptation and Monitoring

The work in [15] defines a cross-layer adaptation and monitoring framework, where the focus is on
the monitoring, analysis and improvement of quality properties of the SBA across all its layers and
components. The contributions of the presented approach target various elements of the problem.

First, the analysis of influential factors is performed across all the metrics at different layers and
relies on the capabilities to monitor those metrics at different layers. In terms of cross-layer adaptation
and monitoring requirements, this corresponds to the lack of alignment of monitoring events problem.

Second, based on the quality factors identified, the approach aims to identify the adaptation require-
ments across the layers, i.e., to identify which metrics at different layer should be improved.

Third, the framework aims to identify the best possible combination of adaptation actions at different
layers that will address the adaptation needs in a holistic and integrated way. These two contributions,
therefore, aim to address the lack of adaptation integrity and compatibility problems.

The model used in this approach aims to capture the relevant quality properties at different functional
layers and the adaptation actions. The focus is on modeling the quality properties and their target values,
as well as on the cross-layer relations between those properties.

The future extensions of this work aim to 1) complement the presented results with the adaptation
execution and coordination capabilities and to 2) extend the model and the corresponding analysis tech-
niques in order to capture more sophisticated properties and features of the quality of SBAs.
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2.2.4 Improving the Adaptation of Service-Based Applications by Exploiting Assumption-
Based Verification Techniques

Title Improving the Adaptation of Service-Based Applications by Exploiting
Assumption-Based Verification Techniques ( [9])
Authors A. Gehlert, A. Bucchiarone, R. Kazhamiakin, A. Metzger, M. Pistore, K. Pohl

Short description

The work presents an approach to support SBA adaptation. The approach relies
on explicit modeling of domain assumptions that are necessary for the proper
functionality of the SBA, and their consequent verification and monitoring to
trace the possible problems and to trigger appropriate adaptation actions.

Target cross-layer mechanisms

Integrated  monitoring

mechanisms

Monitoring of SBA assumptions extracted from the design time modeling and
verification

Integrated and coordi-
nated adaptation mecha-
nisms

Means to identify adapta-
tion needs across layers

Run-time verification of SBA against the requirements identified through the
trace link of the monitored violated assumptions

Means to identify adapta-
tion strategies across lay-

Use of explicit trace links to the SBA elements to identify the elements of the
specification that are subject to adaptation

ers

Cross-layer model

Assumptions over the SBA context and external services

SBA model (assumptions and requirements), Monitoring (assumption viola-
tions)

Explicitly codified assumptions; trace links between assumptions and the re-
quirements and between the assumptions and SBA elements

Aspect
Component

Key model elements

Possible extensions

Cross-layer mechanisms New types of the analysis techniques to accommodate new types of assumptions;
cross-layer adaptation mechanisms

New types of assumptions targeting different layers and aspects

Assumptions at BPM, SCC, and SI layers including KPIs, resource allocations,

QoS properties

Cross-layer model
Layer elements

Covered elements at functional layer

Monitoring Events
Business Process Man- | —

agement

Service Composition

Adaptation Actions

Deviations from conversational ser- | Service replacement, re-composition
vice protocol; violation of temporal
properties over composition execution

Service Infrastructure - -

Extended abstract

Service-based applications (SBAs) need to operate in a highly dynamic world, in which their constituent
services can continuously change, fail or even become unavailable. The owner of the SBA cannot control
the externally provided services and the context of the SBA. Therefore, SBAs need to be built in a way
that they can adapt to deviations from their requirements. Monitoring is typically used to identify such
deviations and, if needed, to trigger an adaptation of the SBA. However, existing monitoring approaches
exhibit several limitations:

* The approaches for monitoring individual services (or individual context properties) can recognize

External Final Version 1.0, Dated December 14, 2009 21



S-Cube
Software Services and Systems Network Deliverable # CD-JRA-1.2.4

whether those services deliver the specified quality or functionalities (or the context matches the
expectation). Yet, it remains open whether those individual mismatches lead to a violation of the
SBA’s requirements, which would necessitate an adaptation.

* Monitoring the requirements of the whole SBA can uncover deviations from those requirements.
However, this will not provide information about the root cause that lead to this deviation. Without
this information, the adaptation activities may be useless or even dangerous to the application, as
they do not address the real synopsis of the requirement violation.

Given the complexity of the SBAs and their constituent functional layers, the diversity of possible
requirements, contexts, changes and violations may be very large. In these settings, the identification
of proper source of the requirement violation is the cornerstone for the dynamic SBA adaptation. Such
functionality aims to identify what should be adapted in the application in order to compensate those
violations, i.e., aims to provide means to identify adaptation needs across functional SBA layers.

The work presented in [9] addresses this challenge. To achieve this, the approach builds on a clear
separation between the requirements for the SBA and the assumptions under which it is supposed to op-
erate. Furthermore, it distinguishes between the system itself and its domain (context). In particular, the
constituent services of the SBA and the underlying infrastructures belong to the domain. Indeed, they are
delivered by different providers and the control over these elements is outside of the SBA bounds. The
assumptions are used to capture those properties of the SBA environment that make the SBA working
according to its requirements. Assumptions may be used to capture functional and non-functional prop-
erties of the SBAs; they may refer to different aspects and elements of different layers of the functional
stack.

The approach is realized through the following phases (Figure 2.3):

1. At design time the designer documents assumptions and requirements separately ((1) in Figure
2.3). The assumptions may be extracted from the domain knowledge (the most used services
and their APIs, the properties of the infrastructures in different settings), may be obtained from
historical information, etc. The key aspect is that the assumptions, the SBA, and the requirements
are explicitly related in this phase through special trace links: the one that relate assumption to the
requirement (the requirements hold only if the assumption holds) and the one relating assumption
to the part of the SBA that is affected by the assumption violation and, therefore, is subject to
adaptation.

2. In the second phase the designer verifies the system at design time and deploys the system only
if the system passes the verification step ((2) in Figure 2.3). The verification aims to check that
the modeled SBA satisfies all the functional and non-functional requirements given the set of
assumptions made in the previous phase. If the verification fails, the set of assumptions should be
extended or the system design should be changed. As an outcome, we obtain a system specification
and a set of documented assumptions, which ensure the expected functionalities and properties of
the SBA.

3. Atrun-time the assumptions are monitored ((3) in Figure 2.3). The monitoring aims not to monitor
the requirements or the constituent services, but to check that the assumptions made at design-time
phase hold. This also allows one to target more compact set of monitored properties, making the
monitoring and the analysis more efficient.

4. When a violation of the assumption is detected, it is necessary to identify consequences of this
violation for the SBA. Given the trace link between the assumption and the requirements, the
violation allows one to see which requirements may be affected. To see whether this negative
effect really takes place, run-time verification of the SBA against these specific requirements is
triggered ((4) in Figure 2.3). This verification may take into consideration the actual situation
(e.g., specific context, the new functionality of the service or its new QoS levels).
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5. If the SBA does not pass the verification given the new set of assumption, an adaptation is triggered
in ((5) in Figure 2.3). In our approach the identification of the problem source is straightforward
as the model of assumption has already been associated to the elements of the application model
that rely upon those assumptions. This relation allows us to identify the component of the system
that is subject to adaptation. A specific element of the SBA domain, such as constituent services
and the context (e.g., connectivity, or user profiles) may be further associated with the appropriate
adaptation actions. The ability to precisely identify the critical elements of the domain allows us to
identify adaptation actions that are the most appropriate in a given situation and, therefore, avoid
redundant or harmful adaptations.

P « External Services
Monitoring |, User
Domain « Interaction Pattern
&
5 o
< eS/'
3, 9
%,
®
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Requirements SBA
- functional requirements :gerv!ce gUmDOSIMIOH (BPEL)
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Figure 2.3: Assumption-based framework

In [9] the presented framework is instantiated with the specific types of the SBA requirements and
aspects. In particular, it is demonstrated how the behavioral requirements and behavioral assumptions of
the SBA and the environment (constituent services) can be modeled, formalized, verified (using model
checking techniques), and monitored. As for non-functional properties, the time properties over the
underlying process and service executions have been considered. For this purpose, the formalization
builds upon the timed verification and monitoring techniques.

Contributions to Cross-layer Adaptation and Monitoring

The presented approach represents a generic framework that may be used to address the problem of the
SBA adaptation across functional layers.

The key factor for this is the explicit model of the assumptions and the trace links. This explicit
model is agnostic to the specific aspect or notation used to capture elements of the SBA or of its domain
at different layers. As was mentioned before, the assumptions and requirements may characterize various
properties and are not tailored to a specific solution. In this way it may relate different layers, approaches,
and notations.

Second, the framework may be used to integrate variety of analysis (verification and monitoring)
techniques that are used to address particular properties and models. Initial results show how the be-
havioral and time properties, as well as the verification techniques may be exploited in the framework.
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These results will be extended in the future. Specifically, it is planned to address all the layers of SBA
simultaneously, namely the BPM, the Service Composition, and the Service Infrastructure layer. For
example, on the BPM layer, assumptions could be stated in terms of business KPIs and expectations. On
the SI layer, assumptions could be stated, for instance, about the availability of the deployment platform
or the reliability of the communication infrastructure, about the resource usage, etc. As for the analysis,
simulation techniques or the ones relying on the probabilistic information may be adopted.

2.2.5 Self-supervising BPEL Processes

Title

Self-supervising BPEL Processes ( [1])

Authors

Luciano Baresi and Sam Guinea

Short description

The approach presented in this article fosters the idea of dependable BPEL pro-
cesses by proposing supervision rules as means to let designers decide the self-
supervision capabilities they want to ascribe to their processes. Supervision
consists of monitoring and reaction. By the former, we synchronously check
the execution to see whether everything proceeds as planned. The latter is only
activated if an anomaly is discovered, and attempts to fix the execution and keep
things on track.

Target cross-layer mechanisms

Integrated
mechanisms

monitoring

Probes added to the process execution by means of special-purpose aspects in-
jected directly into the execution engine. The process remains untouched, but
the monitoring elements are added to the executor. The properties that can be
monitored must be defined through a proprietary language called WSCoL.

Integrated and coordi-
nated adaptation mecha-
nisms

Local and global recovery actions that can be properly composed into complete
strategies, and be activated in particular points of the composition. A dedicated
language called WS-ReL defines the set of primitive actions.

Means to identify adapta-
tion needs across layers

The user is in charge of setting the probes. The violation of a monitoring con-
straint usually triggers an adaptation strategy.

Means to identify adapta-
tion strategies across lay-
ers

Cross-layer model

Aspect

Nothing specific

Component

Nothing specific

Key model elements

Nothing specific

Possible extensions

Cross-layer mechanisms

Correlation of monitoring constraints and recovery actions at the different levels.

Cross-layer model

Identification of key elements at the different levels and materialization of their
relationships

Layer elements

Up to the user as long as they provide a WSDL interface and do not interfere
with the actual state of the process

Covered elements at functional layer

Monitoring Events Adaptation Actions
Business Process Man- | Violation of WSCoL assertions Those defined by WSReLL
agement
Service Composition Violation of WSCoL assertions Those defined by WSReL
Service Infrastructure Violation of WSCoL assertions Those defined by WSReLL
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Extended abstract

This approach augments BPEL processes with self-supervising capabilities. This is achieved by defining
appropriate supervision rules. First of all, each rule must indicate the precise point in the process in
which it is considered. This is done by specifying the rule’s location, that is an XPath expression
that uniquely identifies a BPEL invoke, receive, reply, or pick activity within the process definition. This
means that any BPEL activity that interacts with the outside world is a valid location. When defining the
location we also specify if the rule is to be considered before or after the activity’s execution (i.e., if it is
a pre- or a post-condition).

A supervision rule also contains a set of supervision parameters. This meta-level information
is used at run time to decide whether a rule needs to be considered or not. The reason is that supervision
necessarily introduces a performance overhead, and we want to be able to tailor the exact amount of
supervision depending on the needs at hand without changing or redeploying the process.

Finally, a supervision rule is made up of a monitoring expression, specified in WSCoL, and a set of
alternative recovery strategies, specified in WSReL.

Supervision parameters allow a designer to tailor the degree of supervision that will be achieved by
specifying when a rule can be “switched-off”. Our supervision parameters are priority, validity, delay,
and trusted providers. All four are optional, and for each there is a default meaning.

WSCoL

WSCoL (Web Service Constraint Language) is the assertion language we defined to specify what the
process expects from partner services. It is evocative of assertion languages, such as ANNA (Annotated
Ada), and JML (Java Modeling Language), but given the syntax of BPEL and Web services, WSCoL
also takes inspiration from XML technology (e.g., XPath).

WSCoL is holistic. We do not limit ourselves to asserting on the process’ internals; we also consider
aspects regarding the environment the process is run in. Our definition of environment is very broad, and
comprises whatever data we can collect at run time through external probes. For example, we can also
assert on data belonging to previous process executions. This is reflected in the three kinds of variables
handled by WSCoL.

The syntax for WSCoL assertions is defined as:

(asrtn) ::= —(asrtn) | (asrtn)&&(asrtn) | (asrtn)||(asrtn) | ({(quant) (alias) in (values), (asrt)) |

(term)(rop)(term)
(trm) == (var) | ({trm)(aop)(trm) | (const) |
(var).(sfun)((trm)*) | ((afun)(alias) in (var), (trm))

(rop) =< || —| 2| >

(quanty::= forall | ezists | numOf

(aop) =+ —|x|+1%

(sfun) ::= abs | replace | substring | ...
(afun) = sum | avg | min | maz | product

where var is a variable, a variable alias, or a special purpose alias called $instanceID which returns
the ID of the process currently being run, sfun are simple functions that mimic those commonly used
in XPath, and afun are aggregate functions meant to be used with variables that have multiple values
(containers). Boolean, relational (relop), and arithmetic operators (arop) follow their usual definitions.

Designers can use universal and existential quantifiers to express constraints over finite sets of val-
ues!. Their meanings are straightforward. When using a quantifier, the designer must define three parts.
The alias names a variable that will be used as a parameter in the upcoming assertion, values uses the
syntax shown previously for variables to define the range of values that the alias can assume, and asser-
tion defines the parametric assertion.

ISince we deal with finite sets of data these constructs do not actually add expressive power to the language, but have been
included for convenience.
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WSReL

WSReL (Web Service Recovery Language) extends upon the legacy of WSCoL to provide a programmable,
flexible, and extensible solution for both local and backward recovery. The former tries to fix the anomaly
in the current state of error, in a way that is similar to compensation. Indeed, once the corrective actions
are performed, the system tries to continue its normal execution from the same state. The latter, on the
other hand, tries to restore the system to a previous state in which the anomaly was not present.

The atomic actions we provide can be organized in four main groups. The first group is made up
of simple actions that do not modify how the process is playing out. The second group comprises
recovery actions that alter the amount of supervision being performed either by modifying the supervision
parameters or the supervision rules themselves. The third group changes the services with which the
process does business. The fourth group contains general actions.

Recovery Strategies

Designers can create multiple recovery strategies by mixing atomic actions. WSREL is reminiscent of
rule-based approaches, and allows us to choose the more suitable course of action, depending on what is
going on in the process and in the surrounding environment. The syntax for defining strategies is defined
as:

(strategy) ::= try {(step)} (elsetry{(step)})* (else{step})?
(strategy) ::= if ((condition)) {(strategy) }
(elseif ((condition )) {(strategy)})*

(else{(strategy)})?
(step) ::= ((action))+

where condition is a WSCoL expression or a special keyword NoResp, and action is an atomic action
taken from those presented in the previous section. The special keyword NoResp is true if a service
invocation did not answer before the timeout was reached.

A strategy is a sequence of steps. Each step is wrapped in a t ry block, and contains an ordered list
of atomic actions chosen from those presented previously. The semantics of the sequence is that first we
try to fix the anomaly by executing the atomic actions contained within the first step. If at least one of
these actions requires monitoring to be re-enacted, we do so to verify if the anomaly persists. If we are
not successful we try with the second block, and so on. To facilitate the definition of these steps, each
is executed considering the original state of anomaly, as if no other block execution had been attempted
until then.

We also allow designers to define more than one sequence so that the system can choose the most
appropriate at run time. The syntax allows us to specify alternative branches that are chosen by checking
WSCoL expressions. The order of the if-elseif-else branches determines the order in which
conditions are evaluated, and how the overall recovery will play out. If designers want to react to a
service not responding, this should be their first priority. If they fail to do so, the default behavior is to
terminate the process.

Contributions to Cross-layer Adaptation and Monitoring

This paper presents two languages for specifying monitoring directives, in the form of assertions associ-
ated with service invocations, and recovery activities, as suitable sequences of atomic actions, to keep the
correctness of the system above a given threshold. This means that the approach does not provide special-
purpose primitives to foster cross-layer adaptation and monitoring, but the same languages, which are
extensible, can be used to predicate and constrain the execution at different levels. Where to put the
probes and how to deploy them is up to the designer: the framework, along with its two languages, offers
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a neutral environment to state requirements, identify adaptation and execute them. The different layers
can be integrated in two different ways:

* We can define special-purpose probes and actuators to correlate values, events, and activities at the
different levels. The only constraint is that the must expose a WSDL interface, but then they could
help the designer intertwine the activities at the different levels. No policies are predefined, but the
designer is free to embed what s/he needs and prefers.

* We can also easily support probes that are invoked by assertions at a given level and grab data at a
different level: for example we can predicate on speed and throughput at application level.

2.2.6 Integrated and Composable Supervision of BPEL Processes

Title Integrated and Composable Supervision of BPEL Processes ( [2])
Authors Luciano Baresi, Sam Guinea, and Liliana Pasquale
Short description The flexibility and dynamism embedded in BPEL processes require that suitable

runtime supervision be deployed along with the processes themselves. Clients
must be guaranteed of established SLAs even if presence of misbehaving partner
services, and processes must react to anomalies efficiently and autonomously.
Moreover, loosely coupled (or post-mortem) analyses are mandatory to antici-
pate possible problems, and optimize the new instances.

Different proposals have already solved the problem partially, but none provides
a complete (and flexible) solution. The paper argues that the many facets of su-
pervision do not demand for a single holistic solution, and proposes a compos-
able approach, where a single framework provides the glue for different probing,
analysis, and recovery capabilities. The paper introduces the framework, exem-
plifies its main features on a simple case study, and describes a first prototype
implementation.

Target cross-layer mechanisms

Integrated  monitoring | Possibly any since the approach proposed an extensible set based on plug-ins
mechanisms
Integrated and coordi- | Possibly any since the approach proposed an extensible set based on plug-ins
nated adaptation mecha-
nisms

Means to identify adapta- | User-set probes
tion needs across layers
Means to identify adapta- | User-defined strategies
tion strategies across lay-
ers

Cross-layer model

Aspect -

Component -

Key model elements Extensible model based on process data, external/context data, and historical
data

Possible extensions

Cross-layer mechanisms | None. The approach already fosters extensibility
Cross-layer model None. The approach already fosters extensibility
Layer elements None. The approach already fosters extensibility
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Covered elements at functional layer

Monitoring Events Adaptation Actions

Business Process Man- | Violation of monitoring assertions de- | Adaptation actions provided by the

agement fined with the languages integrated in | approaches integrated in the frame-
the framework work

Service Composition Violation of monitoring assertions de- | Adaptation actions provided by the
fined with the languages integrated in | approaches integrated in the frame-
the framework work

Service Infrastructure Violation of monitoring assertions de- | Adaptation actions provided by the
fined with the languages integrated in | approaches integrated in the frame-
the framework work

Extended abstract

This paper proposes a unified framework built upon the decoupling of data collection, monitoring, and
recovery. Data collection is independent of the types of supervision approaches combined. Monitoring
uses these data to check functional and non-functional properties, while recovery uses them, together
with the monitoring results, to attempt to fix the process, produce a log, or perform post-mortem activities
to prevent them from happening again.

When conceiving our framework, we wanted to satisfy different requirements. It had to support dif-
ferent quality dimensions and different analyses. Synchronous analysis can be used to evaluate punctual
process properties (e.g., the response time of partner services). Asynchronous analysis can be exploited
to measure temporal process properties (e.g., the number of times a synchronous check is violated). Post-
mortem analysis can be used to construct a symptom model of process failures. Our framework should
apply suitable recoveries with different timeliness depending on the analysis that signaled the violation.

The distinction among data collection, monitoring and recovery allowed us to conceive a neater ar-
chitecture. Data collection fosters the neat separation between monitoring and recovery activities. We
support internal data, which carry the internal state of the process, external data, which provide infor-
mation from the surrounding environment, and historical data, which represent information collected in
past executions. Different monitoring approaches are also able to share partial results and collaborate
towards a more complete final assessment. Our framework can trigger corrective actions on the same
process instance, on different instances (of different processes), and also on the process definition. To
this end, we allow the interplay between synchronous and asynchronous actions and we provide conflict
resolution mechanisms associating them to a priority.

Figure 2.4 shows the overall architecture of our solution. Each BPEL Engine is an instance of Ac-
tiveBPEL Community Edition Engine augmented with AOP (aspect-oriented) probes to collect process
state data. The Data Manager is responsible for collecting external data, and for retrieving and storing
historical data from/in the Data Repository. The Monitoring Farm holds the monitoring plug-ins we
want to use, while the Recovery Farm holds the recovery capabilities.

The Event Controller is the central element of our architecture and it is based on rule engine technol-
ogy [25]. It is in charge of activating external and historical data collection, as well as any monitoring
and recovery activity. While internal variables are passively received from the AOP probes embedded in
ActiveBPEL, external and historical variable collection, like also monitoring and recovery activities, are
triggered when the process starts or when it reaches a particular state. This is achieved by defining rules
on the data contained in the working memory, that is, process state data, external and historical variables,
collected through the Data Manager, and analysis results.

Our framework also provides a configuration tool called Supervision Manager, used to configure the
various components of the framework. In particular, it configures the AOP probes to collect internal data,
the Event Controller, to retrieve external and historical data, and defines how monitoring and recovery
are activated. Finally, it also sets the Monitoring Farm with the constraints each plug-in is supposed to
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Figure 2.4: The Unified Framework.
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The numbered arrows of Figure 2.4 explain how the framework works. Before starting the execution
of any process, the Supervision Manager configures the different components to allow them to correctly
perform supervision tasks. After this, every time an executing process terminates an activity, the AOP
probes collect internal data and give them to the Event Controller (transition 1), which inserts them
in its embedded working memory. The data available in the working memory of the Event Controller
can always activate suitable rules to require the Data Manager to retrieve external or historical data
(transition 2.1) and store them in its working memory (transition 2.2).

Contributions to Cross-layer Adaptation and Monitoring

This paper proposes a framework to integrate different monitoring and recovery approaches through a
shared space and user-defined rules. Even if the experiments were conducted on a well-defined set of
approaches, the framework is able to accommodate many more approaches both for monitoring and
adaptation. This means that they can easily work at different levels, and the integration among layers
can be obtained through the shared space and rules. Again, the idea here is not to force the designer
to adopt, or implicitly use, any predefined cross-layer monitoring and adaptation solution, but the aim
is to provide suitable and trustable means to let the user integrate the elements s/he wants to use to
supervise the execution of designed systems. This solution is extremely important for two reasons.
Firstly, there is no solution that is able to cover all possible aspects, and thus any particular solution
would force the designer to adopt a “partial” solution. Secondly, different processes, and even different
instances of the same process, may need different supervision frameworks and strategies, and thus a
single framework/solution would not be enough.
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2.2.7 Autonomic Resource Virtualization in Cloud-like Environments

Title

Autonomic Resource Virtualization in Cloud-like Environments ( [18])

Authors

Attila Kertesz, Gabor Kecskemeti and Ivona Brandic

Short description

We describe an autonomic architecture for SLA-based resource virtualization
that incorporates enhancements of a meta-negotiation component for generic
SLA management, a meta-brokering component for diverse broker management
and an automatic service deployment for resource virtualization on the Cloud.
We discuss how the principles of autonomic computing can be incorporated to
the service infrastructure layer.

Target cross-layer mechanisms

Integrated
mechanisms

monitoring

Integrated and coordi-
nated adaptation mecha-
nisms

The negotiated service level agreements control the adaptation and autonomic
behaviour of the service selection, brokering, and deployment functions of the
infrastructure.

Means to identify adapta-
tion needs across layers

The use of stricter service level agreements towards the lower levels of the SBAs
enables re-negotiation actions on the higher levels as a response to lower level
violations or predicted violations.

Means to identify adapta-
tion strategies across lay-
ers

Cross-layer model

Aspect

Service Level Agreements

Component

Monitoring (tracking brokers, service instances), Adaptation (autonomous ac-
tions)

Key model elements

Possible extensions

Cross-layer mechanisms

Possible SLA violations can be propagated upwards to SC layer.

Cross-layer model

More detailed SLA model that can be useful for adapting the different compo-
nents.

Layer elements

Covered elements at functional layer

Monitoring Events Adaptation Actions

Business Process Man-

agement

Service Composition

Service Infrastructure

bootstrapping different negotiation
strategy, re-evaluating broker ranking,
deploying new service instances

tracking brokers, service instances

Extended abstract

Grid Computing has succeeded in establishing production Grids serving various user communities all
around the world. Cloud Computing is a novel infrastructure that focuses on commercial resource provi-
sion and virtualization. Both Grids and Service Based Applications (SBAs) already provide solutions for
executing complex user tasks, but they are still lacking non-functional guarantees. The newly emerging
demands of users and researchers call for expanding service models with business-oriented utilization
(agreement handling) and support for human-provided and computation-intensive services. Providing
guarantees in the form of Service Level Agreements (SLAs) are highly studied in Grid Computing.
Nevertheless in Clouds, infrastructures are also represented as a service that are not only used but also
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installed, deployed or replicated with the help of virtualization. These services can appear in complex
business processes, which further complicates the fulfillment of SLAs in Clouds. For example, due to
changing components, workload and external conditions, hardware and software failures, already estab-
lished SLAs may be violated. Frequent user interactions with the system during SLA negotiation and
service executions (which are usually necessary in case of failures), might turn out to be an obstacle
for the success of Cloud Computing. Thus, the development of the appropriate strategies for autonomic
SLA attainment represents an emerging research issue. Autonomic Computing is one of the candidate
technologies for the implementation of SLA attainment strategies. Autonomic systems require high-level
guidance from humans and decide, which steps need to be done to keep the system stable. Such systems
constantly adapt themselves to changing environmental conditions.

Autonomic systems ( [17]) require high-level guidance from humans and decide, which steps need
to be done to keep the system stable. Such systems constantly adapt themselves to changing environ-
mental conditions. Similar to biological systems (e.g. human body) autonomic systems maintain their
state and adjust operations considering changing components, workload, external conditions, hardware,
and software failures. Usually, autonomic systems comprise one or more managed elements e.g. QoS
elements.

An important characteristic of an autonomic system is an intelligent closed loop of control. Typically
control loops are implemented as MAPE (monitoring, analysis, planning, and execution) functions. The
monitor collects state information and prepares it for the analysis. If deviations to the desired state
are discovered during the analysis, the planner elaborates plans to alter the system, then these plans are
passed to the executor for the enactment of the planned changes. As a result the autonomic system should
turn to healthy state again. In case of an autonomous service based application the control loop could
enable the co-operation of the layers during the analysis (when the overall state of the SBA could be taken
into consideration if necessary) and the planner phases (multi layer action plans could be considered).
As an opposite the monitoring and execution phases are local to a given layer of the SBA.

Autonomously managed SL.A-based resource virtualization (SRV) approach. In our previous work
[19] we presented a unified service architecture (SRV) that builds on three main components: agreement
negotiation, brokering and service deployment using virtualization (based on grids, service based systems
or cloud infrastructures). We suppose that service providers and service consumers meet on demand and
usually do not know about the negotiation protocols, document languages or required infrastructure of
the potential partners. The general architecture is highlighted in Figure 2.5.

The relevant actors of this architecture are: (1) The meta-negotiator is a component that manages
Service-level agreements. It mediates between the user and the Meta-Broker, selects appropriate proto-
cols for agreements; negotiates SLA creation, handles fulfillment and violation. (2) The meta-broker’s
role is to select a service broker that is capable of executing a service with the specified user require-
ments, and propagate negotiation processes to brokers (by acting as a negotiator). (3) When service
brokers receive service requests that could not be met without breaking the negotiated agreements, they
use the automatic service deployment service that installs a service instance on demand with the help of
virtualization and infrastructure as a service cloud computing. Finally (4) is the service that users want
to utilize.

In [18] we focus on illustrating how autonomic computing can be applied in the SRV components
of the architecture. Figure 2.5 shows the autonomic management interfaces and connections of the
components. These management interfaces are used when the MAPE control loop is applied in the
autonomic SRV system. With the meta-negotiation component we also present how the propagation
of sensed changes could reach the target component with the help of a software actuator (called the
VieSLAF framework).

We acquire the MAPE requirements and actions of the SRV architecture through several simple
case studies presenting typical fault situations: (1) Negotiation bootstrapping, (2) service mediation,
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Figure 2.5: Autonomic components in SRV.
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Table 2.2: Summary of autonomic behaviour

(3) broker failures, (4) service-instance initiated deployment. In the paper we describe the adaptation
strategies on each fault situation. These strategies are built upon adaptation actions that are separately
developed for each component of the SRV architecture. These actions are executed when the architecture
tries to avoid breaking the SLA requirements agreed with the upper layers (SCC, BPM) of the service-
based application. The resulting MAPE control loop of the architecture is summarized in Table 2.2.
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Contribution to Cross-Layer Adaptation and Monitoring

This work presents the autonomous behavior of the service infrastructure layer. This behavior is based
on the negotiated SLA requirements with the other layers of the SBA. Therefore this paper contributes
to the cross-layer adaptation and monitoring techniques by introducing the basic interface for altering
the service infrastructure’s behavior. This is a two way interface that is used first to mediate SLA re-
quirements of the service composition and business process management layers, then second it is also
used by the service infrastructure layer to present possible agreement violations in order to initiate SLA
renegotiation. Finally this paper proposes several adaptation actions that can be used by the upper layers
of the SBA to meet higher level goals than the autonomous behavior of the infrastructure level could
achieve.

2.2.8 A Non-functional SLA for Cross-layer Monitoring

Title
Authors
Short description

A View-Based Monitoring For Privacy-Aware Web Services ( [12])

H. Meziane, S. Benbernou, A. K. Zerdali, M. S. Hacid, M. Papazoglou

This paper addresses the problem of cross layer monitoring of private data in
service-based applications, ensuring end-to-end quality of service (QoS) capa-
bilities. The proposed approach is processed towards monitoring the conformity
of the privacy agreement stated at the business level that spells out a consumer’s
privacy rights and how the service provider must handle consumers private in-
formation. At the infrastructure level, a Private Data Use Flow (PDUF) model
is developed to handle the vulnerabilities. The process is playing a similar role
to that of database view in database that provides an abstract representation of
a relevant activity. The views can be defined at various abstraction levels to
support the activity of the service.

Target cross-layer mechanisms

monitoring | Specification of the non-functional QoS e.g., privacy rules as an SLA at business
and infrastructure level (defined as views). The compliance of the privacy rules
is checked at the business and the service levels.

Integrated and coordi- | —

nated adaptation mecha-
nisms

Means to identify adapta- | By means the views, the monitor detects the threats and the violations of privacy
tion needs across layers rules specified in SLA across the layers of SBA, identifying the breaking service.
Means to identify adapta- | —

tion strategies across lay-
ers

Integrated
mechanisms

Cross-layer model

Aspect

non-functional characteristics of QoS of service based applications.

Component

Service based system, monitor, database of threats and vulnerabilities.

Key model elements

XML-based language to specify the non-functional QoS as SLA and SQL-like
language for querying the system.

Possible extensions

Cross-layer mechanisms

Automatic Adaptation mechanism at composition and infrastructure levels

Cross-layer model

Adaptation strategies across layers.

Layer elements
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Covered elements at functional layer

Monitoring Events Adaptation Actions
Business Process Man- | non functional business rules -
agement
Service Composition - -
Service Infrastructure Vulnerabilities, the evolution of the | —
SLA
Extended abstract

The huge recent increase in web-based applications carried out on the Internet has accompanied by an
exponential amount of data exchanged by the interacting entities through web-services and the growth
of consumer awareness of their lack of privacy. Most of the time, web-based service providers require
some personal information or financial information from their consumers. Such information may be
used for a number of objectives; ranging from regulation access to their online services (authentication,
authorization) to billing (accounting), to service maintenance and so on. As the number of inappropriate
usage and leakage of personal data is increasing, privacy concerns is becoming one of most important
concerns of service requesters, service providers and legislators.

In the beginning, the interest of researchers and practitioners has converged on the functional aspects
of those software services and their description. Because of the increasing agreement on the implemen-
tation and management of the functional aspects of those services, the interest of researchers is shifting
toward the 'non-functional’ or quality aspects of web-enabled services including security, privacy, avail-
ability, accessibility, etc. Most of these services require the consumer’s personal information in one form
or another, which makes the service provider in the possession of a large amount of consumer private in-
formation along with the accompanying concerns over potential loss of consumer privacy. In fact, as the
amount of exchanged information exponentially grows, the number of inappropriate usage and leakage
of personal data is increasing, privacy has emerged and is becoming one of the most important and the
most crucial concerns and challenging issues. It is today one of the major concerns of users exchanging
information through the web, including service requesters, service providers and legislators. Everyone
who has purchased anything from the Internet had led the experience of pausing and wondering if is
”safe” to enter one’s credit card information. Clearly, the more one is exposed to new services on the
Internet and the varied personal information that is demanded, by theses services, the more one wonders
whether the personal information that ones enters would be kept safe. The search problem faced by
Internet users today is not the lack of information from searches, but the challenge is how the web-based
applications are more trustworthy to control the private data usage to keep more confidentiality. Such a
need, leads to built and manage service-based systems that provide desired end-to-end QoS awareness.
Traditionally, access control to any kind of data (e.g. private) has dealt only with authorization decisions
on a subject’s access to target resources. Obligations are requirements that have to be fulfilled by the
subject for allowing access. Conditions are subjects and object-independent environmental requirements
that have to be satisfied for access. In today’s highly dynamic, distributed environment, obligations and
conditions are also crucial decision factors for richer and finer controls on usage of data resources. More
precisely, the challenge of private data management is how to do usage control, knowing that the private
data is already used. In fact, while access control aspect of security and privacy is well understood, it
is unclear of how to do usage control. The need is to assess the health of systems cross the layers. We
investigated the self-protecting service management. We are sensitive to build system that anticipates,
detects hostile activities dealing with the private data, identifies, and protects against threats from busi-
ness level to infrastructure layer.

In response to the privacy concerns quoted above, in [4,5] we proposed a privacy agreement model at
the business level that spells out a set of requirements related to consumer’s privacy rights in terms of
how service provider must handle privacy information. The properties and private requirements can be
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checked at a design time prior to execution, however, the monitoring cross layers of the requirements
at run-time has strong motivations since those properties can be violated at run time. Thus, checking at
run-time the compliance of the requirements defined in the privacy agreement is a challenging issue, see
Figure 2.6 for the proposed architecture.
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Figure 2.6: The cross-layer architecture of Private SLA

That issue must be properly addressed otherwise it could lead to agreement breaches and to lower

service quality. Indeed, the private data use flow must be observed which means monitoring the behavior
of the privacy agreement. From the results of the observations, analysis can be done to come up to an
understanding, why the non-compliance took place and what remedy will be provided enhancing the
privacy agreement.
The common approach developed to support requirements monitoring at run-time assumes that the sys-
tem must identify the set of the requirements to be monitored. In fact, as part of the privacy agreement
model, the set of privacy requirements to be monitored are needed from which monitoring private units
are extracted and their occurrences at run-time would imply the violation of the requirements. Besides the
functional properties (e.g. operations of the service), the time-related aspects are relevant in the setting
of the privacy agreement. In addition, the non-compliance or failing to uphold the privacy requirements
are manifested in terms of vulnerabilities must be identified. The approach features a model based on
state machine that is supported by abstractions and artifacts allowing the run-time management. It’s a
four-phases approach:

* Identifying the user and provider needs at business level in order to protect the personal informa-
tion.

» Formalizing the needs as a contract. The privacy policy and data subject preferences are defined to-
gether as one element called Privacy-agreement an extension of WS-Agreement, which represents
a contract between two parties, the service customer and the service provider within a validity. We
provide abstractions defining the expressiveness required for the privacy model, such as rights and
obligations. The defined contract is considered as the output of the business layer.

* Providing a formal model for monitoring and controlling the privacy agreement. For that purpose,
we introduce the private data use flow (PDUF) mechanism. We propose to express the PDUF as
a state machine because of its formal semantics, well suited to describe the activation of different
clauses of the privacy agreement. It is an effective way to identify the privacy vulnerabilities,
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where service compliance to the privacy regulations may be compromised. The semantic of the
state machine is to define all the triggered operations involving a private data from the activation
of the agreement (initial state) to the end of the agreement (final state). In Figure2.6 is presented
the current cross-layer architecture for Private SLA monitoring.

* Querying the private usage flow. We introduce the notion of the usage flow view while composing
service (at the SCC layer). The usage flow view (playing the same role to that of database view
in databases) provides views from the abstract PDUF (from business level) corresponding to the
triggering clauses of the privacy agreement “output of business layer”. In Figure 2.7 is depicted
the cross-layers mapping.
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Figure 2.7: PDUF: The global usage flow views

Contributions to Cross-layer Adaptation and Monitoring

As stated in our previous deliverable PO-JRA-1.2.3, the part of the deliverable (at the end of the report is
a paper to appear at 26th IEEE International Conference on Data Engineering, ICDE’ 2010 conference)
[12] aims at proposing a framework for contract-based monitoring with respect the non functional QoS
of the customer’s goal i.e. privacy. We discuss the concept of “’privacy agreement” as a possible approach
for monitoring SLA cross-layers in SBA. The monitor component (see Figure 2.6) supports cross layers
monitoring to capture the threats and vulnerabilities at the infrastructure level for the services involved
in the SBA. Moreover, it also supports monitoring the privacy in the contract at the behavioral level in
the SBA.
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2.3 Summary and analysis

In this chapter, we presented the initial integration approaches for cross-layer adaptation and monitoring.
We have shown the diverse ways the problems during integration could be handled. In this section we
aim to identify the well-investigated directions and the gaps of our current research based on the paper
summary sections presented before.

Summarized research papers

|l Research areas || [23] [20] [15] [9] [1] [2] [18] | [12]
Integrated monitoring mecha- - + + + + + - +
nisms
Integrated and coordinated - - - - + + + -
adaptation mechanisms
Means to identify adaptation + + + + + + + +
needs across layers
Means to identify adaptation + - + + - + - -
strategies across layers
BPM Monitoring events + + + - | generic | generic - +
SCC Monitoring events + - + + | generic | generic - -
SI Monitoring events + + + - | generic | generic | + +
BPM Adaptation Actions generic - generic | - | generic | generic - -
SCC Adaptation Actions generic - generic | + | generic | generic - -
SI Adaptation Actions generic - generic | - | generic | generic | + -

Table 2.3: Summary of research achievements towards the integration of cross-layer adaptation and
monitoring principles, techniques and methodologies

Analysis and comparison is based on the findings presented in Table 2.3. First of all we analyze the
research results from the perspective of “Target cross layer mechanisms”. The most targeted topic is
the identification of adaptation needs across layers. All research papers present ideas on this topic here
we include the examples of specification on the partial replacement of the service based system and the
user specified probes triggering the execution of adaptation strategies. From the summary tables of each
previous section we also identified that the issue of integrated adaptation and coordination mechanisms
is barely targeted, and it should be later discussed in the coming deliverables of the work-package.

If we consider our research from the point of “covered elements at the functional layer”, then it can
be seen that the integration in the most cases is supported by the service infrastructure layer (one notable
exception is [9]). First this is simply the result of the availability of the most fine grained information
for monitoring in the SBA, that results (a) the use of infrastructure layer monitoring systems to collect
information for the higher layers, or (b) the higher layers aggregate the monitored values collected by
the infrastructure layer. Second most adaptation strategies also require the support of the infrastructure
layer at least when they involve changes in the infrastructure.

The topic of “integrated and coordinated adaptation mechanisms” is less covered in this current
deliverable; we have focused on mainly the integration of monitoring systems on the different layers of
the SBA. This is done purposefully here because integrated adaptation requires the global view of the
SBA for informed decision-making. This global view however can hardly be provided by a fragmented
monitoring system; therefore we have provided six research papers ( [1,2,12,15,20,23]) that are focusing
on building the baseline for the integration of adaptation by investigating integration possibilities among
the monitoring systems of the different layers. Adaptation is not neglected usually (except two articles
[12,20]), however currently our research is still focused on the generic concepts behind the integration
of adaptation systems between layers (e.g. providing languages to express adaptation strategies or using
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use case scenarios that provide layer independent requirements for adaptation). As it can be seen from
this and the previous deliverable we already have support for (i) identification of adaptation needs, (ii)
identification of adaptation strategies, and (iii) several adaptation mechanisms. Therefore in the next
deliverable we will aim to integrate concrete adaptation actions with the already available tools to provide
the missing elements from these generic adaptation systems.
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Chapter 3

Outlook and conclusions

This chapter aims to summarize the research directions followed by the project members in order to
achieve the research tasks of the work-package. In this current deliverable we have presented the ways
of consolidating our joint research in order to achieve the initial cross-layer integration of the adaptation
and monitoring principles, techniques and methodologies. This work has been presented through several
joint research papers. In section 2.1 we have defined a comprehensible methodology in order to present
the coherency of the research direction of these co-authored articles. However, this methodology was
also the key factor for the identification of the research gaps that should be leading concerns of future
deliverables. The identified problems are highlighted in the following paragraphs.

Towards comprehensive integrated adaptation and monitoring principles

First in section 2.2.1 and 2.2.2 we have started with the investigation of replacing service instances
in compositions that can be supported by runtime service discovery. As a result we have identified
adaptation requirements of the service composition layer that can be propagated towards the service
infrastructure layer. These requirements allow research on the adaptation actions to be performed in
the service infrastructure layer. The resulting actions of this research will form the base to define the
adaptation strategies applied after service discovery identifies possible replacements of a service instance.
Extending the service replacement policies to support both the business process model and the service
composition layer can strengthen the cross-layer behavior of this contribution.

Later on in section 2.2.7 we propose the autonomous behavior of the basic services in the service
infrastructure layer. This behavior is guided by the service level agreements between the composition
and the infrastructure layers. We propose to fire monitoring events for the SCC and BPM layers in case
the infrastructure layer cannot operate autonomously without violating the agreements. Future research
will focus on the issues about firing these monitoring events before actually violating the agreements.
This research will require fine-grained agreement description that allows the cooperation between JRA-
1.2 and JRA-1.3.

As described in section 2.2.8 service level agreements could also include non-functional properties
like privacy requirements. We introduce the monitoring of the violation of these non-functional proper-
ties. In section 2.2.3 we also discuss monitoring of the different SBA layer aspects. These aspects cover
the monitoring of KPIs in business process management layer, PPMs at the service composition and
coordination layer and finally QoS metrics of the service infrastructure layer. Based on these monitoring
results we plan to develop adaptation strategies in order to alter future service compositions and business
processes. These strategies will involve automatic adaptation mechanisms at composition and infrastruc-
ture layers. The adaptation actions involved in the strategies will include ad-hoc process modification,
service-replacement, service re-composition and infrastructure reconfiguration.

Finally in sections 2.2.4, 2.2.5 and 2.2.6 we introduce the BPM aspects of the adaptation and moni-
toring techniques. During design time we define domain assumptions that can be verified and monitored
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during the execution of the SBA. Currently we support the monitoring of protocol deviations and tempo-
ral property violations in service compositions. We also present a language that can express the violation
scenarios that could raise monitoring events. Then we present a language to describe adaptation actions.
In our future plans we will target our research towards new types of analysis techniques to identify new
kinds of domain assumptions that monitor the different layers and aspects of the SBA.

Towards integration of predictive monitoring and proactive adaptation models

In this section we shortly discuss the research issues and goals that initiate the work on the deliverable
CD-JRA-1.2.6 titled “Comprehensive, integrated principles, techniques and methodologies for context-
and HCI-aware monitoring of SBAs and for the detection of unexpected situations”.

In current implementations of adaptive service-based applications (SBAs), monitoring events trigger
the adaptation of an application after a change or a deviation has occurred. Yet, such reactive adapta-
tions have several drawbacks (cf. [10]): executing faulty services, increasing execution time due to the
execution of adaptation activities, and late arrival of events that trigger adaptation which would make the
adaptation of the system not possible anymore. Proactive adaptation presents a solution to address these
drawbacks, because ideally the system will detect the need for adaptation and will self-adapt before a
deviation will occur during the actual operation of the SBA and before such a deviation can lead to afore-
mentioned problems. However, proactive adaptation decisions should be taken in an informed way (e.g.,
by building confidence in the predicted future failures), to avoid unnecessary proactive adaptations that
could be costly and/or faulty.

The key factor of proactive adaptation is the prediction of the future quality (and functionality) of
a service-based application. Existing approaches ( [6,8,21,22,28-30]) use data mining techniques to
predict system parameters, faults and QoS attributes. However these approaches are typically dependent
on the availability of historical and training data and, hence, not applicable in the case of frequently
changing and previously unseen services which may invalidate past monitoring data due to those changes.

Furthermore, online testing and regression-testing techniques could be exploited to detect changes
and deviations before they can lead to undesired consequences and thus support proactive adaptation.
Despite the fact that only several authors ( [7,31]) have highlighted the importance of online testing for
SBAs, there have been no concrete techniques to exploit testing results for (self-) adaptation.

Finally, statistical testing ( [3, 13,24,27,33]) could be used for determining feasible sub-sets of test
cases while still maintaining adequate test coverage and also to predict the reliability of the system under
test. However, statistical testing requires a very large number of test cases to produce statistically sound
data, therefore it poses a significant burden for its applicability in the SBA context.
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