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The S-CUBE Deliverable Series 
 

 

Vision and Objectives of S-CUBE 
 
 The Software Services and Systems Network (S-Cube) will establish a unified, multidisciplinary, 
vibrant research community which will enable Europe to lead the software-services revolution, 
helping shape the software-service based Internet which is the backbone of our future interactive 
society. 
 
By integrating diverse research communities, S-Cube intends to achieve world-wide scientific 
excellence in a field that is critical for European competitiveness. S-Cube will accomplish its 
aims by meeting the following objectives: 

• Re-aligning, re-shaping and integrating research agendas of key European players 
from diverse research areas and by synthesizing and integrating diversified 
knowledge, thereby establishing a long-lasting foundation for steering research and for 
achieving innovation at the highest level. 

• Inaugurating a Europe-wide common program of education and training for 
researchers and industry thereby creating a common culture that will have a profound 
impact on the future of the field. 

• Establishing a pro-active mobility plan to enable cross-fertilisation and thereby 
fostering the integration of research communities and the establishment of a common 
software services research culture. 

• Establishing trust relationships with industry via European Technology Platforms 
(specifically NESSI) to achieve a catalytic effect in shaping European research, 
strengthening industrial competitiveness and addressing main societal challenges. 

• Defining a broader research vision and perspective that will shape the software-service 
based Internet of the future and will accelerate economic growth and improve the 
living conditions of European citizens. 

 
S-Cube will produce an integrated research community of international reputation and 
acclaim that will help define the future shape of the field of software services which is of 
critical for European competitiveness. S-Cube will provide service engineering methodologies 
which facilitate the development, deployment and adjustment of sophisticated hybrid service-
based systems that cannot be addressed with today’s limited software engineering approaches. 
S-Cube will further introduce an advanced training program for researchers and practitioners. 
Finally, S-Cube intends to bring strategic added value to European industry by using industry 
best-practice models and by implementing research results into pilot business cases and 
prototype systems. 
 

 

S-CUBE materials are available from URL: http://www.s-cube-network.eu/ 
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Introduction  
 

1.1 Context and objectives 
Engineering service-based applications is quite different from any other software engineering activity. 
As we will clarify in the next section, these applications are built by gluing together some possibly 
already existing services that can be built and operated by third parties with which we may decide to 
establish a Service Level Agreement. The creation of the glue used to compose the various services is 
usually achieved by exploiting a workflow-based approach [16] and, lately, a specific workflow 
language called BPEL [17].  
The possibility to reuse in service-based applications existing services without even caring about the 
details needed to operate them is very attractive in principle. However, it changes the way applications 
are built and are operated. All services used to compose an application are not anymore under the 
direct control of the application developer and provider. This means that they could be modified or 
even temporarily or permanently dismissed without notice. Even what a service provider could 
perceive as an improvement of the service functionality could result in the impossibility for a service-
based application of using this service anymore. Think for instance at a service that is offering images 
at a certain resolution. Increasing the resolution is not necessarily a plus if the application that is using 
this service has to display the images on a PDA. This fact leads to the need for being able to replace a 
service with another at runtime in order to make the application resilient to any change happening on 
the side of the service.  
 
Another interesting and promising aspect of service-based applications is their ability to adapt to 
different execution contexts. Again, this requires the selection and possibly (re)placement of services 
at runtime. 
 
While a number of specific techniques have been developed to support so called dynamic discovery, 
selection, and binding of services, a set of engineering methods aiming at developing service-based 
application ready to self-adapt at runtime is still missing. An engineering method of this kind should 
support the designer in the definition of the application-dependent logic of a service composition as 
well as of the policies that are actuated when runtime changes are needed. Such policies aim at 
supporting the evolution of service-based applications still keeping them under control.  
 
This report surveys the state of the art in all areas related to the engineering of service-based 
applications with particular focus on all aspects related to adaptivity. Also, it overviews various 
aspects concerning the way human beings interact with each other and with the computerized systems. 
These aspects are often incorporated in the Human –Computing Interaction (HCI) field. We analyze 
these because HCI aspects have always been very important for the definition of the proper tools and 
approaches that enable the development and engineering of software systems. The deliverable 
provides some initial thoughts about how these HCI aspects are relevant to service-based applications 
engineering. Further analysis and research will be developed in the following of the S-Cube project. 
 
The rest of this paper is structured as follows: 

• Section 1.2 provides some useful terminology 
• Section 2 focuses on the issues related to the engineering of service-based applications. In 

particular:  
o Section 2.3 surveys the classical approaches to support service-based applications 
o Section 2.4 focuses on the requirement engineering phase 
o Section 2.5 focuses on the design phase. Here, in particular, we focus on those 

approaches that are suitable to adaptive service-based applications 
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o Section 2.6 summarizes the aspects concerned with monitoring and quality assurance 
and their relationships with the life cycle of service-based applications. 

o Section 2.7 focuses on the techniques that support the life cycle of service-based 
applications at runtime. 

• Finally, Section 3 focuses on the experiences gathered in the field of Human Computing 
Interaction (HCI) and on their relevance within the context of engineering service-based 
applications. 

This deliverable does not focus on the engineering of atomic services. In future activities we will 
investigate if this aspect can influence the development of service-based applications and how.  
Indeed, the deliverable does not address the issues related to monitoring since they are specifically 
addressed by PO-JRA-1.2.1 and PO-JRA-1.3.1. 
Self-adaptation is also addressed in PO-JRA-1.2.1. While in that deliverable the focus in on reviewing 
the various techniques that address some aspects of adaptation in order to evaluate similarities and 
overlapping between them, here we try to understand the role of such techniques within the life cycle 
of service-based application and the corresponding development and operation processes. In the next 
steps we will focus on merging the knowledge that has been acquired within JRA-1.2 with ours in 
order to achieve a common view both on the specific techniques (that are the main aim of JRA-1.2) 
and on the engineering methods (that are the main objective of JRA-1.1). 

1.2 Terminology 
In the following we propose some definitions that are important for the following of this report. These 
definitions have been derived by studying the ones offered by various sources [1], [2], [3], [4], [5], [6], 
[7], [8], [9], [10], [11], [12], [13], [18]. 

1.2.1 Service  
A service is the non-material equivalent of a good. A service provision is an economic activity that 
does not result in ownership, and this is what differentiates it from providing physical goods. Services 
are explicitly described in a Service Description. This Service Description allows the users to access a 
service regardless of where and by whom it is actually offered. It specifies the way the service can be 
accessed together with any behavioural model, constraint, and policy according to which the service 
must be provided. 
A service is opaque in that its implementation is typically hidden from the service consumer except for 
(1) the information and behavioural models exposed through the Service Descriptions and (2) the 
information required by service consumers to determine whether a given service is appropriate for 
their needs. 
 
A web service is service provided by a software system that implements a predefined set of standards.   
It is designed to support interoperable machine-to-machine interaction over a network. It has a service 
description (called interface) described in a machine-processable format (specifically WSDL). Other 
systems interact with the Web service in a manner prescribed by its description using SOAP-
messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web-
related standards. 
 
In [14] and [15] some important characteristics of services are presented. Two important principles are 
the standardization of their service contracts -- which define the way they can be accessed and used 
-- and the level of abstraction of such contracts that should be independent of any information that is 
not essential to enable the access and usage of the service.  
Services can be characterized by different degrees of reusability, discoverability, and composability, 
depending respectively on how easy it is to reuse the service in different deployed architectures, to 
discover the service, and to compose it within complex architectures. 
Another interesting feature of services is the degree of interoperability, which consists in making 
services less dependent from one another, with the aim of making each service more open to the 
invocation from different service consumers. This principle is highly connected with loose coupling, 
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whose aim is to reduce the dependencies within and outside service boundaries. Loose coupling can 
indeed allow for fostering interoperability. As an example of “internal” reduction of coupling, services 
should achieve a good degree of implementation neutrality, that is, they should be as independent as 
possible from the implementation.  
Conversely, a positive feature of services is to what extent they are able to cooperate with each other 
to achieve computation. 
One more key feature of services is their autonomy, with respect mainly to their execution 
environment. 
Another feature of services it is interesting to evaluate is the way they require to be configured: 
flexible configurability is indeed a relevant characteristic. A service should also be persistent enough 
for the detection and solution of possible problems, and for engendering some trust in its behaviour.  
Moreover, the approaches to service-based architecture should model components and their 
interactions at a coarse granularity, as to reduce the dependencies and the messages exchanged 
among SOA’s participants. 
Finally, here we are considering two more features of services: heterogeneity of services and always-
on semantics. The second one consists of the continuous availability of a service, without the need to 
create and destroy it every time it is used. 

1.2.2 (Adaptive) Service-based Application 
A service-based application is composed by a number of possibly independent services, available in 
a network, which perform the desired functionalities of the architecture. Such services could be 
provided by third parties, not necessarily by the owner of the service-based application. Note that a 
service-based application shows a profound difference with respect to a component-based application: 
while the owner of the component-based application also owns and controls its components, the owner 
of a service-based application does not own, in general, the component services, nor it can control 
their execution.  
 
An adaptable service-based application is a service-based application augmented with a run time 
control loop that monitors and modifies itself on the basis of adaptation strategies designed by the 
system integrators. Notice that adaptations can be performed either because monitoring has revealed a 
problem or because the application identifies possible optimizations or because its execution context 
has changed. The context here may be defined by the set of services available to compose the service-
based applications, the parameters and protocols being in place, user preferences, environment 
characteristics (location, time).  
 

1.2.3 Context 
Context refers to the physical and social situation in which a service-based application or a service is 
embedded. It is defined by any information that can be used to characterize the situation of an entity - 
be it a person, a place or a physical or computational object – this is because of the way this 
information is used in interpretation rather than because of its intrinsic properties. 
Context is relevant to many activities concerned with the development and operation of service-based 
applications. In particular, it is relevant for the understanding, definition, and interpretation of the 
requirements for the planned system. Its changes are important drivers for the adaptation of a service-
based application, and the information that it holds are needed for the application of specific 
adaptation techniques.  

2 Engineering service-based applications 
As we will discuss in detail in Section 2.3, main companies such as IBM have participated to the 
definition of approaches to support engineering of service-based applications. In these efforts the focus 
is mainly on defining methods that allow analysts and designers to map business processes into 
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services. When implemented in software, services can be built internally to the company, possibly 
reusing other services or wrapping legacy code, or they can be outsourced from well known 
companies. There are various aspects that are peculiar of service-based applications where compared 
to normal software. In particular, SLA definition and monitoring becomes very important in all cases 
services are outsourced. Also, the possibility to consider the services that implement processes as 
reusable assets within the company is an important issue. Figure 1 shows the life cycle of service-
based applications. It has been derived by slightly refining the one presented in [3]. 
 

Early requirement
engineering

Requirement
Engineering
and Design

Construction
and

quality assurance

Deployment
and provisioning

Operation,
management and
quality assurance

 
Figure 1. Service-based applications life cycle. 
 
The detailed presentation of the figure is given in Section 2.3.1 where we describe Papazoglou’s 
approach in detail. Here we want to stress the fact that while in the classical software life cycles the 
main focus is on the pre-deployment phases, in the figure, operation, management and quality 
assurance are highlighted to stress the importance of keeping under control the characteristics of 
service-based applications at runtime. Also, the iterative characteristic of the life cycle, where there is 
a possible transition from the execution to analysis and design, is shown.  
 
So far we have discussed about those service-based applications that are developed to fulfill the 
business needs of a specific enterprise. The number of issues to be faced grows up when we look at 
less structured application domains. An example is ambient intelligence where there is the assumption 
that an application enters in contact with unknown services and exploits them for a short period of 
time, moving to different services when this is needed, for instance, because of a context change. 
Another example, still in the business domain, is the spontaneous formation of networks of enterprises 
that start cooperating to achieve a common goal. In both these cases the environment is highly 
dynamic and the relationships among the various services that compose an application are not long 
lasting nor regulated by predefined SLAs. In these settings, the adaptability becomes a key feature of 
the SBA as it provides a way for the application to continuously change itself in order to satisfy new 
requirements and to fit new situations dictated by the environment. 
 
The goal of the adaptation is, therefore, to accommodate the application to various changes that occur 
at different phases of the life cycle of the SBA. We can identify a set of concepts that are relevant for 
the description of the adaptation.  
 
The adaptation reason defines why the system has to be changed. Following the classification 
proposed in [118], we can distinguish the following types of adaptation: 
correction/repair - to handle faults and managed problems reported during the execution of an SBA 
instance or discovered in the previous executions. 

• Customization - to modify certain aspects of the system in order to fit to the situation, in 
which the application currently operates. This corresponds to the adaptation to the change in 
the application context, where context may have very general meaning, ranging from the set of 



S-CUBE PO-JRA-1.1.1 
Software Services and Systems Network 
 

External Final version 1, dated 14 July 2008 12

available services and the properties, to the characteristics of the middleware or device, to user 
constraint and preferences, and to the parameters of environment (location, time, etc). 

• Optimization - to improve certain (usually quality-of-service) issues and characteristics of the 
SBA. 

• Prevention - to prevent and avoid future faults or undesirable situations in the execution of the 
system. 

 
The adaptation requirements identify the aspects of the SBA model that are subject to change, and 
what the expected outcome of the adaptation process is. In these regards, we can speak about the 
functional SBA layer affected by the adaptation (i.e., service infrastructure issues, composition, or 
business process model); objective of the adaptation (i.e., certain QoS characteristics, behavioral 
model, user interface); whether only a particular application instance is changed or the whole 
application model, etc. 
 
Accordingly, the adaptation strategies or policies identify the ways to achieve given adaptation 
requirements. Depending on the type of requirements, the adaptation strategy may speak about re-
execution and backtracking, (re-)binding, reconfiguration, (re-)negotiation, re-planning, etc.  

2.1 Adaptability requirements and SBA life-cycle  
 
In contrast to classical SBAs, the distinguishing feature of the adaptable applications is the ability to 
accommodate and manage various changes at runtime. This, in turn, requires the capability to observe 
the changes relevant to the application execution, and the capability to enact the corresponding 
adaptation strategy. Figure 2 shows how the life cycle of service-based applications changes when 
adaptability comes into place. Not only applications can undergo the transition between the runtime 
operation and the analysis and design phases in order to be continuously improved and updated, but 
they also have intrinsic mechanisms that, during runtime, continuously and automatically a) detect 
new problems, changes, and requirements for adaptation, b) identify possible adaptation strategies, and 
c) enact them. These three steps are shown in the left hand side of the figure and lead to the 
deployment and provisioning of the modified application. The observation of the changes in the 
environment is obtained through monitoring (that is part of the management activities typically 
performed during execution). This is the trigger for the iteration of the adaptation cycle, whose effect 
is to inject changes directly into the application being operated and managed. This idea is also shared 
by autonomic computing [174] where a similar cycle is called MAPE (Monitor, Analyze, Plan, 
Execute). 
 

Identify
adaptation 

requirements

Identify
adaptation
strategy

Enact
adaptation

Early Requirement
Engineering

Requirement
Engineering 
and Design

Construction
and

quality assurance

Deployment
and provisioning

Operation,
management and
quality assurance

 
Figure 2. The adaptable service-based applications life cycle. 
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In order to address the adaptability requirements in the provision and execution of the service-based 
systems, the operational platform, where the application is being deployed and executed, should 
extend the standard functionalities with the facilities that support the relevant phases of the 
life-cycle of the adaptable SBA. 
 
Depending on the type of adaptation addressed by the platform, the set of extensions amounts to 

• Monitoring, i.e., the components of the overall architecture that aim at observing the execution 
of the application and its environment in order to identify the relevant events and changes. 
This may include run-time monitoring of the execution and of the context, diagnosis of the 
detected faults in order to identify the origin of the problem, prediction of future problem and 
faults on the basis of current situation and historical information. 

• Discovery, i.e., the components of the architecture that allow for identifying new candidate 
services to be used by the application. Depending on the requirements, such functionality may 
include various analysis techniques in order check the conformance of the candidate to the 
predefined requirements or to select the best option among appropriate ones. 

• Negotiation used to provide a new set of requirements and constraints on the candidate 
services and their characteristics when the previous one could not be met. 

• Adaptation, i.e., all the tools and methods available for enactment of the adaptation strategies, 
such as re-configuration, re-binding, re-execution, re-planning, etc.    

 
 

2.2 Challenges for Engineering Adaptable SBA 
The adaptability requirements pose new challenges on the process of engineering of adaptable service-
based applications. In particular, the engineering process should provide a comprehensive support for 
the adaptation-oriented design and specification, and the principles and approaches for integrating the 
adaptation-specific activities into the service-oriented architectures and platforms. 
 
In the scope of the adaptation-oriented design novel modeling and specification approaches address 
the following problems: 

• How to identify and represent relevant changes or situations that the target system should adapt 
to. This amounts to the classification and description of the dynamic aspects of the target 
system (such as, context-related aspects, available services and their metrics, classes and 
parameters of failures), and the relevant values and ranges (e.g., acceptable bounds of QoS 
parameters, values of context parameters, etc).  

• How to drive the modification of the application when the necessity to adapt is detected? In 
this case the specification of adaptation requirements and adaptation strategies is addressed. 
The corresponding notations and languages should enable the integrator to describe the desired 
situations  (e.g., ``good'' state of the system in case of self-healing systems) or even adaptation 
actions (e.g., re-execution or re-binding command) at high level of abstraction. 

 
In the scope of engineering service-oriented platforms a wide range of approaches and techniques 
concentrate on the ways to incorporate the adaptation-specific functionalities. The goal there is to 
develop principles and architectures for integrating different adaptation operations, such as 
monitoring/diagnosis, discovery/binding, and re-configuration/re-planning, into the overall SBA 
execution and management environment. 
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2.2.1 Approach adopted to survey the various contributions 
In the following sections we survey the state of the art concerned with the various aspects that are 
related to engineering service-based applications. For each approach we will investigate the following 
aspects: 

• its goals; 
• the reason why we consider it important; 
• the kind of contribution, methodological or technological; 
• the context in which it is applicable; 
• the key ideas behind the approach; 
• its foundation theories; 
• if it has been validated and how, i.e., through case studies, controlled experiments, arguments, 

simulation, analytical proof, action research.  
Some of the approaches that we will consider have not been specifically developed for service-based 
applications. For these we will also explain why they are interesting in the context of the S-Cube 
project. 
 
 

2.3 State of the art on engineering classical service-based 
applications 

For the purpose of the state of the art of engineering classical service-based applications, we only take 
into account approaches that deal either with the development life cycle or with the whole SBA 
lifecycle. SBAs can be perceived to be services themselves, and in this sense the methodologies 
discussed below can be equally applied to services and SBAs. Therefore, in the remainder of this 
section, the two terms will be used interchangeably.  
Furthermore, most of these methodologies are generic enough to embody most of the characteristics 
illustrated in section 1.2.1. But at the same time, because of the difference in emphasis on different 
aspects of service lifecycle, they inherently promote some of these characteristics above others.  
Apart from the works discussed below there are a number of commercial service lifecycle 
management methodologies, like that offered by ZapThink, CBDI forum, HP (Systinet), etc. that are 
usually parts of proprietary products. For that reason they are not included in the following discussion. 

2.3.1 Web services development lifecycle (SLDC) 
 

Synopsis 
Goal Service-oriented design and development, or web services development lifecycle 

(SLDC) is an iterative and continuous approach for the development, 
implementation, deployment, and maintenance of solutions as assemblies of 
services that are amenable to analysis, change, and evolution. 

Importance The methodology provides a series of models, best practices, standards, reference 
architectures, and run-time environments that are needed to provide guidance and 
support through all SOA development, deployment, and production phases. 

Kind of 
contribution 

Methodology 

Applicable 
to 

Artifacts: Services, Web services, and SBAs. 
Functional layers: BPM, Service composition, Service infrastructure 

Phase where 
it applies 

All phases of the service development and operational life cycle, distinguishing 
them in eight distinct main phases and a preparatory one, encompassing planning, 
analysis and design, construction and testing, provisioning, deployment, and 
execution and monitoring of services. 

Key Ideas: Service lifecycle is depending on key SOA principles of service coupling, 
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cohesion, and granularity. 
Foundations SLDC aims to incorporate the advantages of earlier successful development 

methodologies such as the Rational Unified Process (RUP), Component-Based 
Development (CBD), and Business Process Management (BPM), building on the 
valuable lessons learned by them and introducing new concepts, patterns, and 
practices. 

Validation - 
 
The methodology has been briefly mentioned at the beginning of Section 2. It emphasizes the 
characteristics of service coupling, and cooperation in computation in the form of service cohesion.  
Coupling refers to the degree of interdependence between services (as the basis for SBAs) – and the 
goal is to minimize it as possible in order to create self-contained SBAs without knowledge or relying 
on other SBAs. Cohesion is the degree of functional relativity of operations within an SBA – ideally, 
all the services and service operations offered by the SBA have to be strongly and genuinely related to 
another. Coupling and cohesion are inextricably associated with service granularity; that is the scope 
of the functionality exposed by the services of the SBA. 
The phases of the methodology (figure 1) can be summarized by the following: Planning (phase 0) 
determines the feasibility, nature, and scope of the SBA within the bounds of an enterprise in order to 
achieve a service technology “fit” for its context. Analysis (phase 1) identifies the requirements for 
new applications, reviewing the business goals and objectives that drive the service development. 
Design (phase 2) requires modeling and defining of all the major service component interfaces 
available, considering both functional and non-functional characteristics. It produces a line of services 
to be developed from scratch (possibly incorporating pre-existing components) and a line of services 
to be assembled out of existing ones. Construction (phase 3) includes the definition of the SBA 
interface, the development of the implementation, and the definition of the implementation 
description. Testing (phase 4) looks for latent implementation failures in the services of the SBAs as 
they are integrated, configured, and run on different platforms. Provisioning (phase 5) calls for 
decisions on governance, certification, enrollment, auditing, metering, billing, and operation managing 
issues that define the behavior of the SBA in run-time. Deployment (phase 6) includes the publication 
of the service interface and service implementation definition. Execution (phase 7) deals with the 
execution of the SBA; Monitoring (phase 8) concerns with the management and monitoring of the 
services in order to gain a clear view of their behavior in their operational environment and address 
any possible deviations. 

2.3.2 Rational Unified Process (RUP) for SOA 
 

Synopsis 
Goal To provide development teams with a complete, open, modular, and proven 

environment for business-driven development of flexible SOA solutions [182]. 
Importance The methodology provides a foundation for business-driven development for SOA, 

supporting code-centric, visual programming, and model-driven style of 
development. 

Kind of 
contribution 

Methodology 

Applicable 
to 

Artifacts: Services, Web services, SBAs 
Functional layers:  Service composition, Service infrastructure 

Phase where 
it applies 

Takes into consideration all the development lifecycle in 4 phases (inception, 
elaboration, construction, and transition) and 9 workflows – group of activities 
(business modeling, requirements analysis & design, implementation, testing, 
deployment, configuration and change management, project management, and 
environment).  

Key Ideas Application of the RUP software development methodology in the SOA 
environment 
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Foundations RUP, IBM Method (used by Global Services), UML, SOMA 
Validation Used in a number of projects. 

 
The rational unified process (RUP) aims to support the analysis and design of iterative software 
systems. As pointed out in [184], it adheres to the principles of OOAD and CBD at its foundation, and 
therefore it does not lend itself readily for adaptation to SOA principles. Nevertheless, RUP provides 
support for both the bottom-up and top-down development approaches, acknowledging existing 
elements and identifying architectural elements like components. Several of its milestones can 
therefore be appropriately adjusted and fitted in the context of SOA solutions [182], [183]. 
The methodology is comprised of: 

- best practices for software engineering from a wide range of disciplines, including iterative 
development, requirement management, use of the component-based architectural paradigm, visual 
modeling of software, and continuous verification of quality  

- process delivery tools that allow for integration with other s/w development tools and accessibility 
to developers 

- configuration tools to meet the needs of different projects 

- process authoring tools to extend or modify the methodology itself when necessary 

- an existing community and marketplace of developers and solutions 
 
By building on CBD, RUP for SOA lends itself for the creation of SBAs that exhibit the 
characteristics of standardization, autonomy, and coarse granularity.  

2.3.3 Service-Oriented Modeling and Architecture (SOMA) 
 

Synopsis 
Goal Method to support analysis and design of service-based applications 
Importance It has been proposed by IBM that is one of the main industrial players in this 

context. It is one of the few methods that focuses on engineering service-based 
applications starting from an understanding of the business goals and the processes 
in place in an enterprise 

Kind of 
contribution 

Methodology 

Applicable 
to 

Artifacts: Services, Web Services, SBAs. 
Functional layers: BPM, Service composition, Service infrastructure 

Phase where 
it applies 

Requirement analysis and design phases. 

Key Ideas Structures analysis and design phases in three main steps, service identification, 
specification, and realization. In all steps there is a strong emphasis on the need for 
identifying and reusing the assets existing in the enterprise 

Foundations Processes, main concepts from service-based applications 
Validation IBM is using it in concrete cases 

 
SOMA is a method developed by IBM [187] to guide in the modeling (analysis and design) of SOAs. 
With respect to normal software development methods it introduces new and innovative techniques to 
specifically address SOA needs. In particular, it enables creation of SBAs by creating continuity 
between the business intent and the specific technical implementation. 
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Figure 3. SOMA Activities (from [187]). 

 
Analysis and modeling performed during SOMA is technology- and product-agnostic, but establishes 
a context for making technology and product specific decisions in later phases of the lifecycle. 
SOMA activities are structured in three phases (see figure 3): 

1. The service identification phase aims at identifying services that are relevant to support the 
business processes of the enterprise. This phase can be performed following three approaches. 
In the top-down approach the business domain is decomposed into its functional areas and 
subsystems, and each process is decomposed into sub-processes and high-level business use 
cases. These use cases are often good candidates for identifying those business services 
exposed at the edge of the enterprise. In the bottom-up approach existing systems are analyzed 
and selected as candidates for the implementation of the underlying service functionality that 
supports the business process. APIs, transactions, and modules are analyzed and leveraged 
from legacy and packaged applications. In some cases, componentization of the legacy systems 
is needed to re-modularize the existing assets for supporting the services functionality. In the 
meet-in-the-middle approach goal-service modeling is used to validate and discover other 
services. In this activity, services are tied to goals and sub-goals, key performance indicators, 
and metrics. 

2. The service specification phase aims at classifying services, analyze subsystems, and specify 
the details of the components that implement the services. In particular, services are classified 
into a service hierarchy, reflecting the composite or fractal nature of services that can be 
composed of finer-grained components and services. Such a classification helps in determining 
composition and layering, and in avoiding the proliferation of many services performing the 
same functionality. Subsystem analysis specifies the interdependencies and flow between the 
subsystems identified during domain analysis. Use cases become exposed services on the 
subsystem interface.  

3. The service realization phase aims at assigning services and the components that realize them 
to the resources that are available. The software that realizes a given service must be selected 
or custom built. It could also be obtained from legacy systems by properly wrapping them. 
Other options include integration, transformation, subscription and outsourcing of parts of the 
functionality using Web services. Other realization decisions for services other than business 
functionality include: security, management and monitoring of services. 

 

2.3.4 SOA Analysis and Design/Decision Modeling (SOAD) 
 

Synopsis 
Goal To complement existing SOA analysis and design methods such as SOMA with 

techniques, architectural knowledge, and innovative tool support required during 
service realization. 
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Importance The methodology describes a way to incorporate the historical context of a service 
realizing process (i.e. the decisions made for previous projects) with the best 
practices of the industry (expressed as patterns) in order to leverage the analysis 
and design decision making. 

Kind of 
contribution 

Methodology (micro-methodogy as referred in [186]) 

Applicable 
to 

Artifacts: Services, Web services, and SBAs. 
Functional layers: BPM, Service composition, Service infrastructure 

Phase where 
it applies 

Requirement analysis and design phases. 

Key Ideas Utilization of architectural patterns and decisions, encoding of existing 
architectural knowledge to support design decision support. 

Foundations Methodologies and ideas from the fields of Enterprise Applications (EA), Object-
Oriented Analysis and Design (OOAD) - especially RUP, and Business Process 
Management (BPM). 

Validation Applied to existing projects [185] which led to refactoring and additions to the 
methodology. Tool support and SOA decision tree that support it are also available 
. 

 
The SOAD project Error! Hyperlink reference not valid. aims to give SOA practitioners concrete, 
tangible service modeling and realization advice in a comprehensive and consumable way. 
There are two central metaphors in SOAD: the architectural patterns and the architectural decisions. 
Architectural patterns describe proven solutions to recurring problem. Architectural decisions so far 
have mainly been used to document designs; in SOAD, their usage context is extended and made into 
an integral element of the design process [184]. The SOAD project is in the process of creating a 
reusable SOA Decision Model, which is structured according to Model-Driven Architecture (MDA) 
principles. 
The methodology builds on the codification of existing knowledge in the form of architectural patterns 
and decision models to identify systematically the required decisions, give domain-specific pattern 
selection advice, and provide traceability from platform-independent patterns to platform-specific 
decisions [186]. 

2.3.5 ASTRO 
 

Synopsis 
Goal To develop tools supporting the evolution and adaptation of distributed business 

processes during their lifecycle, from design to run-time. 
Importance The methodology addresses one of the major challenges for industry-wide 

adoption of Web services: the automated composition of distributed business 
processes, i.e. the development of technology, methods and tools that support an 
effective, flexible, reliable, easy-to-use, low-cost, and time-efficient composition 
of electronic distributed business processes. 

Kind of 
contribution 

Methodology 

Applicable 
to 

Artifacts: SBAs. 
Functional layers: BPM, Service composition, Service infrastructure 

Phase where 
it applies 

Service-based orchestration life-cycle 

Key Ideas Structured requirement specification language creation,  composition of services 
that realize complex and stateful protocols, incremental refinement of service 
specifications and code, and integration of  composition, verification and 
monitoring. 

Foundations Service composition, iterative software development 
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Validation - 
 
The ASTRO methodology for the design and development of service-based systems provides a set of 
integrated techniques and tools that cover the full life-cycle of (service) orchestrations. Namely, the 
methodology allows to automatically synthesize a new service that provide novel functionalities by 
orchestrating existing third-part services, on the basis of semantically univocal requirements that 
declaratively define the expected behavior of the code to be synthesized (from [188][189]). On top of 
this, the methodology provides verification functionalities that allow to automatically check the 
behavior of services, both at run-time [190] and off-line [191][192], so that it is possible to re-design 
services to either improve them, or fix possible faults. 
The methodology covers the whole life-cycle of service-based systems, starting from their 
requirements specification, going through their realization and  deployment, and finally to their 
execution, possibly looping back to re-design, triggered by the monitoring of unexpected/unwanted 
run-time behaviors. 
While several approaches exist to support the composition and verification of services in specific 
settings (e.g. constraining to compose query-and-response services), the ASTRO methodology has 
several distinctive aspects: 

• it relies on a structured requirement specification language that clearly splits logical and data-
oriented aspects; 

• it allows the composition of services that realize complex, stateful protocols, by orchestrating 
services which are as well multi-stage and stateful; 

• it provides the ability to incrementally refine service specifications and the correspondent 
synthesized code; 

• it integrates composition, verification and monitoring in a uniform framework, supporting the 
whole life-cycle of services. 

 
Due to these aspects, ASTRO facilitates standardization, composability, reusability, and 
interoperability.  
While the ASTRO methodology has been first developed with the aim to support the design and 
maintenance of services at the level of processes (expressed e.g.  in languages such as BPEL), it is 
easily applicable to the modeling of business processes as well. Indeed, the current instantiations of 
the methodology are supported by powerful synthesis techniques and tools that can accommodate 
languages such as BPMN. 
It has to be remarked that, at a first stage, the methodology had been developed to cope with the need 
of designing novel service composition directly from requirements; at a second stage, it has been 
extended to allow an iterative development approach, making it possible to proceed to incremental 
refinements of (initially raw) behavioral requirements. 
Such enhancement is actually a first step towards the support for the development of adaptive services, 
where adaptation (in the requirements and in the resulting orchestration) can be triggered by evolving 
run-time conditions; this is one of the long-term targets of the methodology. 

2.3.6 BEA Services Lifecycle (BEA) 
 

Synopsis 
Goal To provide a detailed process for services management through the service 

lifecycle, from inception through to retirement or repurposing of the services. 
Importance The methodology takes an organizational-level viewpoint of the services lifecycle, 

introducing stakeholders, established best practices, and overall service governance 
to the services design, development and execution processes. 

Kind of 
contribution 

Methodology 
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Applicable 
to 

Artifacts: Services, Web services, SBAs 
Functional layers: BPM, Service composition, Service infrastructure 

Phase where 
it applies 

BEA covers the phases of the services lifecycle in three stages: requirements & 
analysis, design & development, and IT operations. 

Key Ideas Integrating service lifecycle management with service governance. 
Foundations BEA reference architecture [181] 

Validation - 
 
For each stage of the services lifecycle, the BEA methodology identifies [180] the actors 
(stakeholders) involved, the tools to be used, the expected artifacts (in terms of deliverables), the key 
considerations to be addressed, the recommended processes, and the best practices & requirements. 
The entire lifecycle is underlined by and built around the notion of service governance, i.e., the set of 
processes, tools, and organizational structures that is essential to deliver the SOA promise. Among the 
primary responsibilities of the SOA governance function are the publication of SOA standards and 
best practices for the community, the actual definition and execution of processes in the organization, 
the custody of the shared services across the enterprise or Line of Business (LOB), the propagation of 
standards and best practices across the organization, and the advertising of the SOA achievements 
within the organization. 
Since this methodology focuses on the governance of services as the basis of SBAs, promoting the 
visibility in service lifecycle across the organization, it inherently contributes towards interoperability, 
discoverability, and to a lesser extent standardization of services. 
 

2.3.7 Models and Tools for SOA Governance 
 

Synopsis 
Goal Supporting services governance 
Importance Developing a generic model to represent service metadata, and providing tools 

using this model to manage service-based architectures 
Kind of 
contribution 

Method and Tools 

Applicable 
to 

Any kind of service 

Phase where 
it applies 

Various phases both design time and runtime 

Key Ideas Representing service metadata through an extensible model which highlights 
service dependencies, service proposals (for service specification), supporting 
service evolution and reuse through a browser tool 

Foundations Service-based architectures concepts 
Validation - 

 
By governance, [193] refers to the set of actions required for exercising control over a service-based 
system. These activities include change management, quality assurance, and standards compliance. 
The paper presents an approach for SOA Governance that deals with many of the phases of a service 
architecture lifecycle, including specification, deployment and evolution. This approach is particularly 
addressed to the financial context, but the presented concepts are claimed by the authors to be easily 
adaptable to many other contexts. The authors present a typical service lifecycle, describing the 
various stages of the process and the roles involved in each of them. Then, on the basis of this 
description, they introduce a model for the representation of the service metadata, that is, the 
information about the services deployed in the system. Eight different concepts are represented in the 
model, including service implementation, proposals, policies regulating the use of resources (access 
levels, provided quality), and so on. Proposals contain information about proposed client, service or 
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library and status information indicating whether the proposal has been accepted or not. Moreover, 
dependencies between services are explicitly represented by proper concepts in the model. 
The paper also describes two tools, a Service Repository Console and a Service Browser, developed 
within the Eclipse platform. These tools allow for the description of services, their proposals and 
dependencies, and for browsing a service repository and analyzing service dependencies. Thus, for 
instance, the Repository Console can be used by developers to implement a new service, starting from 
an existing proposal or from scratch. During the development, the model of a service continuously 
evolves, exhibiting the characteristics of reusability, discoverability, and interoperability.  

2.3.8 Summary of the presented approaches  
The previous paragraphs discuss different approaches to non-adaptive service-based application 
engineering. All of the works presented above are based on the knowledge accumulated over the years 
in the software and systems engineering fields, and attempt to apply the best practices and theories 
from them to service engineering. Each of the approaches focuses on a different aspect of the service 
lifecycle (including that of the service development) and promotes in this way different service 
characteristics: SLDC provides a foundational framework to discuss service lifefycle issues, together 
with guidelines on how to manage the different aspects of the lifecycle. The BEA and RUP 
methodologies come from the software industry and as such focus on robust development and 
governance issues respectively. The IBM-originating methodologies of SOMA and SOAD address 
mainly the analysis and design phases, using a wide-scope approach in bridging requirements and 
design issues that takes into account previous decisions on that issues. ASTRO project emphasizes the 
compositional and iterative aspect of service development and lifecycle. Finally, the approach of 
Derler et al. discusses how service governance permeates the service lifecycle is presented.  
 
 

2.4 Requirements Engineering for Service-Based Applications 
The aim of this section is to review requirements engineering approaches for service based 
applications. Requirements Engineering (RE) is one of the activities of the software development 
lifecycle, which deals with the identification and documentation of the purpose of the system to be 
[19]. To achieve this documentation, the requirements engineering process is usually split in two sub 
activities. Early requirements engineering aims to identify the system’s stakeholders, their needs, 
concerns and goals in order to understand the problem the new system should solve. Late requirements 
engineering aims to identify the system’s functions to understand the system to be itself [20].  
A stakeholder in RE is any person or group who affects the system to be or who is affected by the 
system to be [21]. A stakeholder’s goal is an objective, the system to be should achieve. “A goal under 
responsibility of a single agent in the software-to-be becomes a requirement whereas a goal under 
responsibility of a single agent of the environment of the software-to-be becomes an assumption.” 
[22]. 
The section is organised in three parts. In section 2.4.1 we review RE approaches designed for the 
development of traditional software systems. In section 2.4.2 we review requirements engineering 
approaches, which are specifically designed for service-based applications. Finally, section 2.4.3 
introduces a framework to classify existing RE approaches for SBAs, classifies these approaches and 
outlines further research directions. 

2.4.1 Traditional Approaches to analyse and model requirements and 
context 

The aim of this section is to briefly review requirements engineering approaches, which were designed 
for traditional software systems. The purpose of this section is twofold: First, many of the traditional 
RE approaches were further developed to meet the needs of requirements engineering processes of 
service based applications. Consequently, the approaches outlined here, are the basis for their 
extensions in the service domain. Second, the traditional approaches provide requirements engineering 
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techniques for modelling and analysing the system’s context. These context-specific RE techniques 
have not yet been extensively discussed in the service domain. 

2.4.1.1 Structural Analysis 
The structural analysis belongs to the earliest approach to model system requirements. These 
approaches were put forward in the 1970ies and include the structured analysis [23][24][25] and the 
structured systems analysis [26]. These early approaches were extended among others by McManim 
and Palmer (essential system analysis [27]), by Youran (modern structured analysis [28]) and by 
Ashworth and Goodland (structured systems analysis and design method [29]). 
The main focus of system analysis approaches is to analyse existing information systems to serve as a 
basis for their adaptation and/or extension or for the development of a new system. The approaches 
concentrate on a functional decomposition of the system by using data flow diagrams on different 
granularity levels. These data flow diagrams contain data flows, system functions, data storages and 
terminators, which represent the system boundary. Functions and data flows as well as data storages 
can be further described by mini specifications and data dictionaries. 
Although structural analysis approaches have been successfully used in formulating requirements for 
software systems, their capabilities to model the system’s context are limited. Context in this 
approaches are only considered as terminators, e. g. entities which interact with the system. This 
interaction is explicated by data flows between the terminator and the system’s functions. In 
DeMarco’s Structured Analyses technique the context diagram is used to models these context aspects. 
This context diagram contains only terminators and a single function representing the software system 
as well as data flows between these terminators and the software system [25]. 

2.4.1.2 Domain Analysis and Modelling 
Neighbors coined the term domain analysis in [30]. Currently the term is used in two different 
meanings. First, in the software product line community the terms domain analysis and domain 
modelling is used to describe the essential and the variability of a set of software systems. Second, in 
the domain specific modelling community the term is used to describe the (problem) context of a given 
software system. 
According to the first meaning, domain analysis and modelling are essential aspects of the 
development of software product lines. The purpose of this approach is to describe a set of software 
systems regarding their commonalities and differences. The result of this requirements engineering 
activity is the documentation of the set of software systems with special emphasis on the 
documentation of the variability of the software product line [31]. FODA (Feature Oriented Domain 
Analysis) is one approach to address this problem [32]. 
According to the second meaning domain modelling can be regarded as context modelling (e.g. [29]). 
In this sense, the purpose of domain modelling is to document the problem domain to facilitate 
problem solving in this domain. Domain modelling disregards any system aspect and wherewith 
concentrates only on the context in which the latter system is embedded. Typical modelling techniques 
used in domain modelling include entity relationship models [33] and class diagrams from object-
oriented approaches such as the Object Modelling Technique [34], the Object Oriented Analysis [35] 
and the Unified Modelling Language [36]. 
The concept of domain modelling has been refined in the domain specific visual modelling domain 
(DSVL). Researchers of this domain found that general purpose modelling grammars such as the 
UML are not equally well suited for all domains [37]. Consequently, new modelling grammars were 
put forward, which address the specific characteristics of a given domain [38]. These domain specific 
modelling grammars use domain specific constructs with precise semantics, which is grounded in the 
domain language vocabulary. A domain in this sense describes a class of real world proportions (e. g. 
embedded systems, banking information systems and air traffic control systems). 

2.4.1.3 Goal Modelling 
Goal modelling approaches were developed in the early 1990ies based on the observation that most 
existing techniques were not useful to support the early requirements engineering phases (e. g., 
[39][40][41]). These early phases are devoted to analyse the desires, visions and believes (intentions) 
of the stakeholders as a starting point for the in-depth analysis of the detailed requirements. The 
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analysis of these intentions is necessary to solve conflicts early in the development cycle and to 
validate the latter requirements against these intentions. A major aspect of all goal-oriented approaches 
is that they disregard any implementation aspects of the latter system.  
The basic element of goal modelling is And/Or trees, which were initially developed by Simon [42]. 
The most prominent goal-oriented approaches include the i*-framework [40][43] based on the goal 
requirements language [44] and the KAOS (Knowledge Acquisition in Automated Specification [45]) 
approach. 
The i*-framework is a framework for the identification, analysis and documentation of stakeholder 
(called actors in i*) goals. The dependencies between the stakeholders and between the stakeholder 
and the system are analysed in the strategic dependency model (SDM). The strategic rationale model – 
an extension to the SDM – documents the rationales of the stakeholders and their goals. 
The KAOS approach also rests on the analysis of the stakeholder (called agents in KAOS) and their 
goals. The KAOS-object model describes these stakeholders and their goals as a tree. Responsibilities 
are assigned to these stakeholders, which are modelled in the KAOS-responsibility model. Two 
stakeholder types are distinguished in KAOS: human and software agents. Whereas human agents 
always belong to the system’s context, software-agents may belong either to the system in focus or to 
its context. 
As goal-oriented approaches such as i* and KAOS analyse the stakeholders and their intentions, they 
also address a specific aspect of the system’s context. Knowledge about these stakeholders and their 
intentions are important context information for the development of software systems (e. g., [46][47]). 
The explication of the stakeholder’s goals is important to validate system’s requirements, to resolve 
the conflicts of the stakeholders and to achieve an agreement of the requirements [22]. 

2.4.1.4 Scenario Modelling 
Goal-oriented approaches have been successfully applied in the early phases of the systems 
development process. However, a gap between the intentions of the stakeholders and the precise 
requirements of the system remained. Scenario-based approaches have been put forward to bridge this 
gap (e. g. [48][49][50][51]). Scenarios describe sequences of events, which lead to a defined result. 
For instance, a scenario may document a concrete interaction of a stakeholder with the system. 
Scenarios can be used at different levels of precision, detail and granularity [52]. Furthermore, 
scenarios can be used to document unwanted usage scenarios of the system [53]. 
A combination of goal-oriented and scenario-based approaches has proved beneficial in practice to 
elicit requirements [54]. Abstract intentional stakeholder information (e. g. goals and soft-goals) are 
refined with concrete scenarios. This refinement implies that the scenario either supports or objects the 
goal, with which it is associated [55][56][57]. 
Use cases are special types of scenarios. A use case describes a specific functionality of the system to 
be as interaction between the stakeholders and the system (interaction scenario).  There are two 
approaches to use case modelling: use case diagrams and textual descriptions of use cases. Jacobsen 
proposed use case diagrams in [35], which were later integrated in the Unified Modelling Language 
(UML [36]) and the Unified Process [58]. Whereas use case diagrams show only coarse-grained 
information about the use case, textual use case descriptions are used to capture more information, 
e. g. quality aspects, actors, exception scenarios etc. [50][59][60]. These textual descriptions are 
usually structured with templates. 
Rolland et al. distinguish between scenario types, namely system internal scenarios, system interaction 
scenarios, organisational context scenarios and organisational requirements scenarios [52]. 
Consequently, only the latter three scenario types are interesting for modelling the system’s context. 
Use case diagrams for instance describe interaction scenarios and therefore document contextual 
information regarding the stakeholders and other systems, which interact with the system under 
development. However, use case diagrams are usually limited to the stakeholders, which directly 
interact with the system. This limitation can be overcome by completing use case diagrams with 
textual descriptions (use case templates), which specify the interaction between the stakeholders and 
the systems more precisely. In addition, these textual descriptions may also cover external events on 
which the system has to react. These external events represent another class of important context 
information. 
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Many approaches were put forward to extend the expressiveness of use case diagrams. Bourdeau et al. 
for instance propose to use use case diagrams with UML collaboration diagrams to describe the 
interaction within the system and between the system and its stakeholders more precisely [61]. Other 
extensions include extensions to use case templates [62], techniques to elicit the system boundaries 
and its stakeholders [63] and extensions to model virtual actors to represent sources of system 
inference [64]. 

2.4.1.5 Problem Frames 
Jackson proposed in [65][66] his “world-and-the-machine” model to structure the system development 
phases according to two different views. The goal of this separation was to facilitate a construction of 
the software system, which is adequate to the problem at hand (Figure 4). 

Specifi-
cation MachineWorld

 
Figure 4: World-and-the-machine model 

 
In this model the requirements of the system to be are derived from the context (world). These 
requirements represent a problem. The problem’s solution is realised as a system (machine). The 
interface between the world and the machine is the specification of the system, e. g. its functional and 
qualitative characteristics. 
However, as Swartout and Balzer argue, the detailed elicitation of requirements is impossible when 
some elements of the system (the solution to the problem) are not already understood [67][68]. 
Consequently, Halls et al. proposed to combine the problems frames approach with requirements co-
desgin approaches [69]. This approach includes an iterative process of problem analysis and problem 
solving. This process is combined with the problem frames approach by using these problem frames 
for the refinement of an initial solution. 

2.4.1.6 Viewpoints 
Viewpoints approaches (e. g., [70][71][72][73]) were proposed upon the believe that the requirements 
of a system cannot be elicited and documented in a single view. Consequently, the requirements 
analysis was split according to different viewpoints. Each viewpoint represents a specific view on the 
system and usually corresponds to a certain stakeholder group. The separation of the problem space 
into different views allows to reduce the complexity of the problem and to concentrate on particular 
aspects of the problem. Consequently, These viewpoints allow to elicit requirements more completely 
and to facilitate their analysis and validation [73]. 
After the analysis of the requirements according to these viewpoints the partial models are integrated 
to gain an overall picture of the system to be. This integration is an essential aspect when working 
with viewpoints [74]. The integration of the different viewpoints is necessary, because the viewpoints 
are not necessarily disjoint. This means, that some information may be visible in more than one 
viewpoint. Consequently, the integration of all viewpoints fosters the internal consistency of the 
system’s requirements (e. g., [74]). 

2.4.1.7 Context Facets 
Another approach to reduce the complexity of the context analysis is to split the context into different 
facets. Mylopoulos et al. for instance propose to use four facets (called worlds in [75]). The subject 
facet describes the domain in which the system is embedded, e. g. the organisational environment. The 
system facet describes at different abstraction levels what the system does. These levels may include 
functional and non functional requirements as well as designs and implementations. The usage facet 
describes how the system is used by whom. The development world focuses on the influence of the 
software development process and including the project management on the software systems. 
Jarke and Pohl put forward slightly different facets. These facets are based on the observation that a 
software system needs to represents objects of the environment (object facet similar to Mylopoulos et 
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al.’s subject facet), that the system is embedded into a technical environment (system factet) and that 
the system is used by some stakeholders and/or other systems (usage facet identical to Mylopoulos et 
al.’s usage facet). The development facet (similar to Mylopoulos et al.’s development facet) covers the 
observation that the context of the software development process influences the requirements of a 
system [76]. For instance, in a software development project it may be necessary to remove existing 
requirements due to resource problems. 
Another extension of the four facets by Jarke and Pohl was put forward by Pohl [77] to foster a more 
complete requirements elicitation. The author proposes to distinguish not only facets but also four 
context aspects. These context aspects include requirements sources (stakeholders, documents, other 
systems), context objects (persons, material and immaterial objects) and properties and relations of 
these context objects. 

2.4.1.8 Applying Traditional RE Approaches for SBAs 
The traditional RE methods and techniques has been applied to the service domain. As evident from 
section 2.4.2, there are two trends of this application: First, the fragments (e. g. models) of the 
traditional RE approaches are used as input for a service-specific RE technique. For instance, the 
SeCSE approach uses use cases to search for services and to refine these use cases by analysing the 
search results (section 2.4.2.1). Second, traditional approaches are extended and refined to meet the 
RE characteristics of service based applications. To this end, goal modelling techniques such as I* 
have been refined to model quality of services, service compositions and to engineer SBAs 
(section 2.4.2.2). The Map approach, usually applied to model scenarios, was extended to model 
service compositions and orchestrations (section 2.4.2.3). 
In addition to these actual usages of traditional RE approaches in the service domain, the approaches 
to context analysis and modelling could be used to model SBAs, which adapt to the system’s context. 

2.4.2 RE Approaches for SBAs 
In this section we investigate RE approaches, which are specifically designed for service-based 
systems. We organise this review according to three research streams: First, in section 2.4.2.1 we 
discuss the requirements engineering approach developed in the SeCSE project. Second, we review 
the approaches, which apply Tropos – a requirements engineering approach – to the service domain 
(section 2.4.2.2). Third, we review the application of the Map modelling grammar to the service 
domain in section 2.4.2.3. 

2.4.2.1 The SeCSE Approach 
 

Synopsis 

Goal Aligning and refining requirements to the available services 

Importance Facilitating the elicitation of more complete requirements, facilitate using existing 
services. 

Kind of 
Contribution 

Method + Tool 

Applicable 
to 

Service Discovery 

Phase where 
it applies 

Requirements Engineering 

Key Ides Create an initial requirements specification, transform this specification into a registry 
query and use the query results to refine the specification. 

Foundations Requirements specification languages, Extended Service Registries, Natural Language 
Processing (handling synonyms and homonyms with WordNet) 

Validation Action Research + Case Study 
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The Service Centric Systems Engineering (SeCSE) approach to requirements engineering of SBAs is 
based on the idea that service provision and the requirements of a company should be aligned that is a 
company should make the best out of the current service provision. To do so the approach includes an 
incremental refinement of an initial set of requirements. This refinement is achieved by exploiting 
existing service descriptions and by using them to refine the requirements specification 
The RE process in the SeCSE approach starts with an initial set of requirements specification (Figure 
5). This specification is than automatically converted into a query, which is sent to a service registry. 
The registry processes this query and returns the services which fit the service query to the 
requirements engineer. After the services were found, their service descriptions are analysed. Upon 
this result the requirements engineer has three options: First, the requirements engineer may decide to 
incorporate the service descriptions into the initial requirements specification and thereby extend 
and/or refine it. Second, the requirements engineer may decide to reformulate the requirements 
specification to retrieve a broader range of services for his/her query especially in the case that no 
services are discovered for the initial requirements specification. The third option is to end this 
process. This option will especially used when a service query based on a refined requirements 
specification delivers the same service than the one executed for the initial requirements specification. 
 

 
Figure 5: RE Process proposed in the SeCSE-Project [78] 

 
In addition to the alignment of the provided services to the business needs, the authors argue, that their 
approach facilitates four different forms of creative thinking including analogical matching by 
transferring knowledge from one domain to another, pattern matching by providing means to locate 
service which fulfil the business’es needs, random retrieval by discovering random services and 
constraint removal by step-wise relaxing constraints to being able to find a broader range of services 
[78], p.111. 
One challenge in this approach is the automatic transformation of the requirements specification into a 
query suited for a service registry. The challenge includes resolving conflicts, which are very similar 
to the conflicts analysed in the model comparison literature. Especially, the approach has to deal with 
naming conflicts, e. g. homonym and synonym conflicts. These conflicts arise because the natural 
language used in the requirements specification and in the service description is differently used by 
different people (e.g., [79], p. 653). In addition, the transformation needs to handle abstraction 
conflicts, e. g. to detect when a service description and the requirements specification addresses the 
same problem on different granularity levels. 
Especially the naming conflicts were resolved in two ways: First, the transformation engine, which 
creates the service query, uses WordNet [80] for word disambiguation. This disambiguation resolves 
synonym conflicts by expanding the query with synonyms and by resolving homonym conflicts on the 
basis of the definitions (senses) provided in WordNet [81], p.148. The second approach includes a 
auto-completion feature, which helps the requirements engineer when formulating the requirements 
specification [82], p.64. While word disambiguation resolves naming conflicts after their occurrence, 
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auto-completion limits the use of natural language expressions and therefore, reduces naming conflicts 
in the first place. 
The approach was validated by using use cases to specify the requirements. This validation included 
two rounds: In the first round, researchers and industry experts worked together with the tool 
developed in the SeCSE project to discover requirements for an in-car route planner (action research). 
Industry experts ranked requirements formulated prior to the service query higher than those resulting 
from theses queries. However, the experts ranked the requirements found from service discovery 
higher than those initially elicited. This indicates that these new requirements would have not been 
found with traditional RE techniques [81], p.155, [83], p.15. In addition, Zachos et al. concluded that 
the approach is capable to discover relevant services based on use-case descriptions and that the 
resulting services could be used to refine the initial requirements. 
A second analysis was carried out by two independent practitioners who used the tools provided by the 
SeCSE project to find services and to refine requirements for a travelling agent’s time and expenses 
accounting system (case study). The practitioners found that over half of the services discovered by 
the search engine were incorrect [84], p.175. In addition, the practitioners had difficulties to map the 
requirements to the available services since the requirements were coarser grained then the services 
provided (abstraction conflict). In addition it was difficult to refine the requirements based on the 
service query results, which was mainly due to the tool implementation [84], p.177. On the positive 
side, the practitioners found in this case studies new requirements, which were not previously elicited 
and improved pre-existing requirements [84], p.177. 

2.4.2.2 The Tropos Approach 
The Tropos approach was developed to support the early systems development phases such as early 
and late requirements engineering, architectural design and late design (e. g., [20][85]). Previous 
approaches to requirements engineering apply concepts, methods und tools mainly used in the design 
and programming domains. On the contrary, Tropos uses RE approaches such as goal and scenario 
modelling to describe a system specification [20], p.365. 
Tropos uses a similar approach than i* [43] to elicit early and late requirements. In line with the i* 
approach, the main actors, their goals, soft-goals, plans and resources are identified. These elements 
comprise the actor model (strategic dependency model in i*). Actors in this sense refer to 
organisational units, roles, positions or other systems. Goals represent the actor’s strategic interests. 
Two types of goals are distinguished in Tropos – hard-goals and soft-goals. In contrast to hard-goals, 
soft-goals do not have a “… clear-cut definition and/or criteria for deciding whether they are satisfied 
or not.” [85], p.207. Plans represent activities carried out by some actor to satisfy goals or to satisfice 
soft-goals. Resources are informational or physical entities which are consumed or produced during 
the execution of a plan [85], p.206. 
The goal model (strategic rationale model in i*) is used to derive late requirements in Tropos. Goal 
models describe an insight view of a single actor. This insight view reveals the structure of the actor’s 
goals (goal decomposition), plans and resources. It is used to evaluate different alternatives of 
satisfying a certain goal. Tropos defines three types of links: decomposition, contribution and means-
end links. Decomposition links are used to decompose goals using an And/Or structure. An And 
decompositions means that all sub-goals of the decompositions must be satisfied to satisfy the root 
goal. In an Or decomposition it is sufficient that at least one sub-goal is satisfy to also satisfy the root 
goal. Contributions links connect soft-goals with soft-goals, hard-goals or plans. They represent the 
degree to which the soft-goal, hard-goal or plan contributes to satisficing the soft-goal. Means-end 
links connect plans with plans, soft-goals or hard-goals. They represent that the plan (end) implements 
realises the plan, soft-goal or hard-goal (mean) [85], p.208. 
The system’s architecture is derived in three steps: Firstly, new actors are defined, which are 
responsible to execute the system’s plans. Secondly, capabilities, which are needed to fulfil the 
system’s goals and to execute its plans, are defined. Lastly, new actors are defined and the capabilities 
are assigned to these actors [85], p.214. 
The detailed design is derived by attaching scenarios to the strategic rational models. More, activity 
diagrams are used to visualise specific interaction scenarios and state charts are used to specify the 
internal processes of an actor. These scenarios are complemented by capability and plan diagrams. 
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In the service domain, Tropos has been applied for designing web service [86], for reasoning about 
quality of service aspects, for deriving service requirements and to verify web services according to an 
initial set of requirements. These approaches are described below. 
 
Quality of Service Requirements 
 

Synopsis 

Goal Find services, which best fulfil given goals (top down), effects of using service on 
goal fulfilment 

Importance Services depend on each other to fulfil some goal; alternative services can be used to 
fulfil some goal 

Kind of 
Contribution 

Technique 

Applicable 
to 

Services 

Phase where 
it applies 

Requirements Engineering 

Key Ides Relate service to Tropos’ plans; apply reasoning mechanisms to goal models 

Foundations Tropos 

Validation None 
 
Aiello and Giorgini explore quality properties of services (quality of service, QoS). According to their 
arguments, QoS is important because of three different reasons: First, different services may work 
together to jointly fulfil some task. This collaboration requires that each service is aware of the quality 
of the cooperating services. Second, service may compete with each other. In this case, the service 
consumer needs to know the quality of service to decide, which service to use. Third, quality of 
service aspects are also important for service providers, as they may provide the same functionality 
with different qualities (e. g. different response times, [87]), p.21. 
To model quality aspects of services, Aiello and Giorgini apply Tropos’ goal modelling techniques to 
the service domain [87]. In particular the authors use the goal model. In addition to the goal model 
specified in Tropos the author use qualitative and quantitative contribution links. In qualitative 
contribution links means that a plan contributes strongly positive, positively, negatively and strongly 
negative to a soft goal. A quantitative contribution link is used to express for instance that a plan 
satisfices a soft-goal by 60%. (cf. Figure 6). 
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Figure 6: Strategic Rational Model (example taken from [87]) 

 
The basic idea behind the application of Tropos for the service domain is the mapping of the Tropos 
plan to a service. This mapping means that a given service fulfils a certain task completely. The 
quality of a service can then be represented by soft-goals connected via contribution links to this 
service (cf. [88] for similar arguments). 
Reasoning in a Tropos goal models can be applied bottom up or top down [87]: First, one can ask how 
a given set of services influence goal achievement, that is, how can the decision to use a set of services 
be propagated towards the root of the goal hierarchy (bottom up; forward reasoning). Second, 
backward reasoning (top down) allows to find a set of services, which fulfil the given goal structure 
best while having minimal costs. The algorithm implementing this forward and backward reasoning is 
described in detail in [89]. Consequently, the approach provides useful insights into how the usage of 
services (and their related quality of service aspects) influences the goal achievement. 
Since Tropos was not especially constructed to support requirements engineering for service based 
systems, the approach by Aiello and Giorgini is applicable to any Tropos project. However, in the 
service domain, the approach can be used to reason about quality of service aspects (represented by 
soft-goals). Consequently, the approach can be used for describing quality requirements for services 
from a consumer’s perspective. The proposed approach has not been validated in the service domain. 
However, the performance of the underlying algorithm for forward and backward reasoning was 
validated in experiments [89]. 
 
Developing SBAs 
 

Synopsis 

Goal Developing Service Based Applications with Tropos 

Importance  

Kind of 
Contribution 

Method 

Applicable 
to 

Engineering Service Based Applications 

Phase where 
it applies 

Requirements Engineering and SBA design 

Key Ides Align tasks in the strategic rational model with services. 

Foundations Tropos 
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Validation None 
 
Penserini et al. proposed in [90] is an extension to the Tropos process model to engineer service based 
applications. The approach relies on assigning service consumers to actors, which interact, with the 
SBA and service providers to actors, which represent the system. Each actor in turn has an ability (a 
plan) to execute an assigned task and thereby to satisfy a goal and/or to satisfice soft-goal. This 
fulfilment relationship is modelled in Tropos as contribution links between tasks and goals or soft-
goals [90]. 
On this basis a capability is any relation between a goal and a plan including the plan’s contribution 
links and a type. This capability is used to describe services. The capability’s type can either be 
independent, dependent on some actor or unknown. Independent capabilities are provided by the SBA 
itself. Dependent capabilities are provided by the actor on which they depend. This actor is always 
outside the SBA and therefore, the SBA consumes these capabilities. Capabilities with the type 
unknown are not yet assigned to any actor. These capabilities can either be assigned to an existing 
actor to a new actor or be further decomposed [90]. 
The designer chooses competing sets of capabilities according to the SBA consumer’s initial service 
needs. These initial service needs are a set of functions assigning soft-goals to one goal. In principal 
this selection of capabilities can also be done at runtime. 
The authors build upon the usual Tropos’ design process. Upon this process Penserini et al. propose to 
further analyse the capabilities. The list of all capabilities is built using all goal-plan dependencies for 
each of the SBA’s goals. To these goal-task dependencies the contribution links of the tasks and their 
respective soft-goals are added. Then the designer needs to decide about the type of each capability 
(independent, dependent, unknown). The designer can either assign the capability to the SBA, to an 
existing external actor, to a new external actor or to further decompose the capability’s goal and to 
repeat the actor-assignment recursively. After the strategic rational model is complete and all 
capabilities are properly assigned, the designer chooses the capabilities, which fulfil the initial service 
needs best. 
Although the approach allows to systematically model service capabilities it does not allow to model 
the execution order of these services, e. g. the workflow [90]. This deficiency is complemented by the 
approach described in the next section. 
 
Deriving Service Compositions from Goal Models 
 

Synopsis 

Goal Deriving service compositions by refining Tropos models. 

Importance The approach assures that the service compositions formulated in BPEL4WS are in 
line with the requirements formulated in Tropos models. 

Kind of 
Contribution 

Technique 

Applicable 
to 

Service Composition 

Phase where 
it applies 

Requirements Engineering and composed service design 

Key Ides Enrich formal Tropos models with BPEL4WS code 

Foundations Tropos and formal Tropos 

Validation None 
 
The central idea of the approach outlined by Pistore et al. is to refine requirements expressed in Tropos 
models into workflow models (expressed in BPEL4WS), which can be executed on a virtual machine 
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[91]. Since BPEL4WS can be used to describe service compositions, the approach by Pistore et al. is 
used to derive composed services, which comply with the requirements specified in the early phases of 
a Tropos project. 
To achieve the definition of a service composition, the initial tasks in the goal model are step-wise 
refined until they can be used to define a workflow. After this refinement, the model is complemented 
by using the formal Tropos-specification [92]. Formal Tropos allows specifying the elements in the 
goal model in an object-oriented manner. The outer layer of this specification is similar to a class 
definition in an object-oriented programming language. The inner layer is used to define constraints of 
the refined model element throughout its lifetime [92]. 
Once the elements of the goal model are refined using formal Tropos, the workflow can be generated 
as BPEL4WS specification. “For instance, it is possible to automatically generate the definition of 
messages, ports and services for the business domains …” [91]. This definition of the messages, ports 
and services has to be complemented by defining the “body” of the workflow. This refinement needs 
to be aligned to the plan, to which this workflow is mapped. 
After the definition of the workflows, it can be formally ensured that the workflow specification 
actually corresponds to the requirements described in the goal model. To achieve this formal 
verification it is necessary to define constraints on the model and its formal counterparts. These 
constraints can be formulated using existence operators (keyword possibility) and all operators 
(keyword assertion, [91]). These formal verification techniques can also be used to check an evolved 
workflow model according to the requirements formulated in Tropos’ goal model. 

2.4.2.3 The Map Approach 
 

Synopsis 

Goal Goal-Driven elicitation of services and their composition & orchestration. 

Importance The approach assures that the business requirements are closely aligned with the 
services provided. 

Kind of 
Contribution 

Technique 

Applicable 
to 

Service discovery, service composition, service orchestration 

Phase where 
it applies 

Requirements Engineering 

Key Ides Relate Map strategies to services. 

Foundations Map modelling grammar 

Validation Multiple Action Research Projects, no service-specific validation. 
 
The Map approach provides a process modelling grammar, which allows to model process structure 
rather than control flows. Such process structures allows to dynamically derive concrete business 
processes from the Map models and, thus, to address the changing business processes of a company. 
Consequently, the approach also enables a dynamic process construction by deriving any process 
model fitting the process structure on the fly [93]. This approach shares many similarities with the 
Semantic Object Modelling method (SOM) described by Ferstl et al. [94]. 
The concept of a Map was introduced by Rolland et al. in [95]. A Map is a directed graph containing 
intentions I as nodes and strategies S as edges (Figure 7). This graph describes the structure of a 
process leading from START to STOP, which represent to specific intentions. A strategy is an edge 
from an initial intention I1 to a target intention I2. It represents one way to achieve intention I2. The 
triple <I1, I2, S> is called a section of a Map. Sections with identical intentions but different strategies 
are called multi thread strategies (strategies S2 and S3 in Figure 7; [95]). When an intention I2 can be 
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reached from another intention I1 by using different strategies, this is called a multi path (strategies S1, 
S2, S4 and strategies S5, S6). Generally, a map from its START to its END is a multi path. 

 
Figure 7: Example of a Map model 

The Map modelling grammar is enhanced with guidelines. These guidelines allow the requirements 
engineer to understand how an intention can be achieved (intention achievement guidelines), how to 
select between different strategies (strategy selection guidelines) and how to select among different 
intentions (intention selection guidelines, [95]). 
The Map approach has been successfully used in the method engineering domain to describe method 
engineering processes (e. g. [96][97][98]) and to align organisational needs to Enterprise Resource 
Planning (ERP) functionality (e. g. [93][99]). The latter application is also interesting for SBAs, 
because one of the requirements engineer’s task is to align the business processes to the services 
available. The fitness relationship between the organisational needs and the ERP system functionality 
is achieved by assigning each section of the map to an ERP functionality (e. g. to an ERP component) 
so that the interface of this functionality is the target of this section [99]. Using a map in this adds 
another facet to it. While the original facet describes intentions and strategies the new facet describes 
application systems [93]. 
The authors argue that assigning ERP systems functionality to a Map facilitates understanding 
between stakeholders, enables the discussion of using alternative business strategies and ERP 
solutions by discussing multi-threads and multi-paths in the Map and to fully exploit the technology 
available by using paths in the Map, which have not been considered relevant before [99]. 
More recently the authors of the Map approach applied the principle uncovered in the ERP research to 
the service domain. Initially this has been achieved by exchanging ERP functionality for service. 
Rolland and Kaabi argue that the behaviour of a service can be described by the pre- and post-
conditions associated with the initial and target intentions of the section [100]. The authors argue that 
modelling services with a Map leads to better understanding of the business processes and its related 
services among the stakeholders. In addition, they argue that service discovery should be based on 
business goals (expressed as intentions) rather than on the basis of IT functionality [100]. 
In another paper Kaabi et al. [101] apply the Map approach to derive service compositions and  service 
orchestrations. This approach rests again on the idea of relating the Map’s intentions to the services 
available. In their paper the authors propose a five step process model to derive service compositions 
and orchestrations [101]: The first step is the identification of services by modelling a Map model and 
by interpreting strategies as services (more precise as service needs). The second step is the 
identification of service providers (labelled key playing actors), which may provide service for the 
identified strategies. In the third step legacy systems are identified, which can be converted into a 
service. In step four these services are distributed among the service providers and the fifth step is 
deriving the orchestration (Figure 8). 
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Figure 8: Example of the process model described in [101]. 

The decision of the service distribution among the different service providers results in splitting the 
initial Map model (produced in step 1) into sub-models for each provider (step 4). Each provider in 
turn provides a composed service including all strategies and intentions from his/her Map model 
[101]. Each service provider can use the multi-path and multi-thread topologies to dynamically use the 
service, which best fits the runtime situation. Upon this service composition the service orchestration 
can be derived based on the dependencies between the distributed Map models. 
The authors argue that their approach minimises the gap between the requirements and service 
provision, facilitate changes, which can be easily introduced in the Map models and may be 
propagated immediately to the service based application. 
The Map has been successfully used by the authors in multiple action research projects (see also the 
references provided in [93][99][102]). An evaluation of the approach in the service domain and 
especially for the interesting parts of service composition and orchestration was not undertaken so far. 

2.4.3 RE for SBAs 
Eck and Wieringa were among the first who analysed the impact of SBAs on RE processes and tools. 
The authors argue in [103] that the rational for using service oriented architecture from a business 
viewpoint is the economies of scale. Since the service provision of an enterprise are bundled at the 
service provider (usually the IT department), the service provider gains detailed insights in how to 
offer and operate services. These insights can be used to reduce the costs of service provision. In this 
view the goal of the service provider is the “… availability of a service infrastructure.” [103]. 
The goals of the consumers in a service-oriented architecture include the support of their business 
processes by software systems. A Business processes in this sense is a set of activities and their 
dependencies, which produce a value for some customer [104]. In a service oriented architecture the 
business processes are not supported by traditional software but by services offered by some provider. 
Since service providers and service consumers have inherently different goals, requirements 
engineering approaches for SBAs should reflect this distinction (Figure 9). Consequently, we 
distinguish between RE for service providers and RE for service consumers as follows [103]: RE for 
service consumers is the continuous task of aligning the available services to the company’s 
requirements. This task includes not only the identification of missing services and to specify their 
requirements but also the identification of service, which closely match these requirements. In the 
latter case the requirement engineer’s task includes the adaptation of the requirements and possibly the 
business processes according to the offered services. 
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Figure 9: RE Perspectives for SBAs 

 
The tasks of the requirements engineer at the provider side are twofold: First, the requirements 
engineer is responsible for designing the IT infrastructure. Second, the requirements engineer is also 
responsible to develop new services (in close cooperation with service clients), which can than be 
offered to service consumers. 
The consumer and provider side requirements engineering processes are coupled with the service level 
agreement. Consequently, a service level agreement is the result of an RE process whenever new 
requirements are formulated by service consumers or new services are developed by service providers 
[105][106]. In addition, Lichtenstein et al. point out that, when the provider’s infrastructure concerns 
are disregarded, this leads to reduced performance of the service oriented architecture as the whole 
because providers may compensate exaggerate service provision expectation by reducing the actual 
service provision [106]. The immediate consequence of this statement is that the service level 
agreement (SLA) must be carefully negotiated and agreed between service consumers and service 
providers. 
Although the importance of SLAs for the requirements engineering has been recognised, Trienekens et 
al. [105] found a number of problems with current SLA specifications including unclear and 
incomplete service specifications, insufficient cost management and too technical SLA documents. 
Consequently, RE approaches for service based applications should especially concentrate on how to 
document and negotiate SLAs. 
Consequently, requirements engineering of SBAs differ in three ways from traditional RE: First, RE 
approaches for SBAs include the continuous task of aligning the consumers’ business processes to the 
available services. Second, on the provider side, RE approaches need to address how to design an 
infrastructure for the service provider. Third, when requirements for new services are raised by the 
consumer or new services are developed by a provider the task of the requirements engineer is to 
guide the creation and negotiation of the SLA. 
The SeCSE approach clearly deals with the alignment of available services and the requirements (1). 
However, the support for adjusting requirements in accordance to the service provision is limited. This 
support is realised only by the refinement of the requirements specification according to the search 
results of the service query. In addition, the respective validation showed that this refinement is 
difficult to achieve. 
Based on the given validation, the SeCSE approach is valuable for discovering and refining existing 
requirements and for aligning existing services to business processes. Consequently, the approach 
clearly contributes to the requirements engineering for service consumers (  in Figure 9). The Tropos 
approaches can be used to align existing services to requirements (  in Figure 9) and to derive 
requirements for new services (  in Figure 9). In addition, especially the proposal, which was put 
forward by Pistore et al. in [73] can also be used to develop new services (  in Figure 9). The Map 
approach was specifically designed to align requirements expressed as business processes to existing 
IT functionality (  in Figure 9). The approach could also be used to support the reverse direction. In 
this sense the requirements engineer uses the Map constructed of the provided services to derive 
business processes. The Map approach also supports formulating requirements for new services (  in 
Figure 9). However, this support is limited to a service description in form of a Map section. 
From this investigation it can be concluded, that none of the investigated approaches deals with the 
development of an IT infrastructure for service providers ( in Figure 9). In addition, no approach 
explicitly addresses the development and negotiation of service level agreements between service 
provider and consumer (  in Figure 9). Both aspects are subject to further research. 
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Given the characteristics of SBAs outlined in Section 1.2, the RE approaches require that services are 
reusable, discoverable, composable and interoperable. Since the SeCSE approach aims to discover 
services for a given set of requirements, it assumes that the services can be re-used and can be 
discovered. In addition, the authors assume that the services found in this process can work 
collaboratively, which requires service interoperability. The approaches by Pistore et al. as well as the 
Map approach assume that the services can also be composed. The remaining characteristics of SBAs 
were not found in current RE approaches. Consequently, it is subject to further research to find 
whether they can be exploited as well. 
 

2.5 Design for Adaptation 
The traditional design and engineering approaches are not enough to enable the development of highly 
flexible service-based applications that are dynamically assembled or dynamically reconfigured in 
order to accommodate themselves to critical events and situations,. The application development 
process should incorporate the facilities to meet the adaptation requirements from very early phases to 
the application execution. This requires languages and modelling approaches that are capable of 
representing adaptation-specific aspects, i.e., how the application will react to the relevant conditions 
and events, how it should adapt itself to new situations. 
 
This dynamism may be caused by wide range of factors. First, the service-based applications rely on 
using services that are not under the control of the service integrator. Consequently, the services and 
their parameters are subject of unpredictable changes: services may disappear; their signatures and 
behaviour may change, as well as the quality-of-service characteristics. Such changes may trigger the 
faults and errors in the execution of the application, may lead to bottlenecks in resource allocations. In 
the former case, the system should be able to recover from the failure situation and return to a normal 
execution (self-healing systems [107]). In the latter case, reconfiguration actions are needed in order to 
better satisfy the QoS requirements [108]. 
 
Second, service-based applications are often designed with a goal to address wide range of service 
consumers, having their own preferences, constraints, service-level agreements and requirements. That 
is the application should dynamically adapt to the variations in these properties (customization or 
personalization). 
 
Third, the dynamism in the application execution is often subject to changes in the application context. 
Contextual information may refer to the properties of the device (e.g., memory available and physical 
dimensions) or its environment (e.g., location, time, and settings) in mobile systems, relevant 
business-level information, etc. 
 
Finally, the dynamism may refer not only to the execution of a single application instance (e.g., a 
particular business process instance), but to the evolution of the application as a whole, when certain 
relevant “trends” affect the model of the whole process.  
 
Another important factor for the classification of the dynamic aspects of the execution refers to the 
placement of the changes and events in the system specification. The addressed problem may refer to 
variations at different functional SBA layer, namely business process management layer, service 
composition layer, or service infrastructure layer. In the first case, the adaptation deals with business 
events and parameters, and may require the modification in the business process model. In case of 
composition, the events and changes may reflect, e.g., the variation of the behavioural specifications, 
thus requiring re-composition or creation of adapters. In case of infrastructure, the changes may 
correspond to the modification of QoS parameters, entailing the re-configuration and re-binding of the 
involved services. The changes may be also classified as internal (e.g., failure of the invocation of 
involved service) or external (e.g., contextual changes), local (referred only to the application itself) or 
global (when the changes have effects on the other related actors). 
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The characteristics of services and service-based systems on the one hand facilitate the design and 
development of adaptation mechanisms, but on the other hand pose new challenges and adaptation 
problems. Indeed, services are intrinsically heterogeneous and autonomous; they are not under the 
control of the service integrator. This requires addressing specific types of changes and extensive use 
of run-time service monitoring techniques. On the other side, services and service definition standards 
are designed in a way to ensure high level of abstraction and coarse granularity, implementation 
neutrality, loose coupling, and reuse. Such characteristics dramatically simplify discovery and 
composition of services, thus providing a basis for adaptation and re-configuration in service-based 
applications. 

2.5.1 Adaptation Specification 
From the design perspective, the most important aspect of the development of adaptable service-based 
applications is the way the adaptation mechanisms are specified and configured. In a general form, the 
adaptation specification considers two relevant aspects: when the application adaptation should take 
place, and how the adaptation should be performed.  The first aspect characterizes the variable part of 
the application and/or its context, and amounts to the description of relevant events, situations, 
modifiable system parameters and their possible values. The second aspect is used to drive the 
adaptation management, and may define the goals of the adaptation, the strategies to achieve the goals, 
the actions to be performed, and instructions for making decisions and selections. 
 

2.5.1.1 Specifying application variability 
The representation of the moment, when the adaptation should take place, may be given either 
implicitly or explicitly. In case of implicit specification, the relevant information is not defined by the 
designer, but is in certain sense “predefined” in the platform and can not be changed, without 
modification of the adaptation mechanism. This is the case, for instance, for a wide range of 
“abstraction” approaches, where at design-time the application (service composition) does not define 
the concrete services to be involved, but refer only to the abstract interfaces or functional 
requirements. At deployment- or run-time the platform accesses the service registry and then selects 
and composes the candidate services. Here the point of adaptation (deployment time) is predefined. 
Implicit modelling is typical for many optimization approaches, where the reconfiguration actions are 
triggered upon detecting certain changes in the resource allocation.  
 
In case of explicit specification, the adaptation point is chosen and prescribed by the designer. There 
are many approaches towards definition of such information. First, the point may be associate to a 
certain control point in the behavioral model of the application: functional block (e.g., scope in BPEL 
or structured activity in business process model) or execution of a basic activity. Second, it can be 
associated to a certain event, such as reception of a message or a timeout, start of the compensation or 
exception processing, etc. Third, such a moment may describe certain state of the application and its 
environment. In this case the specification is given as a complex condition over a set of relevant 
parameters, both external and internal. Finally, the point may be associated to more complex events, 
such as violation of a complex behavioral requirement. In these latter cases the property describing 
such a situation may be represented in some specific language, such as temporal logics, first-order 
logics, event or situation calculi, etc.   
 

2.5.1.2 Specifying adaptation activities 
As in the case of the application variability, the instructions regarding the adaptation may be defined 
implicitly or explicitly. In case of implicit definition, the application designer has no influence on the 
adaptation process; the adaptation strategies and actions are decided and executed by the system 
according to some predefined schemata. In abstraction-based approaches, for instance, the decision on 
which services to select and how to compose them is often driven by some predefined utility function, 
and the approach is trying to achieve the best possible value. Also in the correction approaches the 
recovery strategies are often predefined, and are out of control of the designer.   
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The explicit specification of the adaptation activities may be given in different ways. We will classify 
them into action-based, goal-based, and approaches based on explicit variability. 
 
Goal-based approaches describe the adaptation activities in a higher-level form, where certain 
objectives to be reached by the system are defined, leaving the system or the middleware to determine 
the concrete actions required to achieve those objectives. While the decisions and choice of actions are 
left to the platform, the designer (or the user) has an ability to guide the adaptation process with a set 
of requirements.  These approaches are close to many works in AI, where in some multi-agent 
systems, agents are often described as being autonomous, goal-oriented and having social abilities to 
communicate with other agents. The cooperation between individual agents converges and tends to 
achieve the global application goal.     
 
Since the set of concrete actions and options is not known at design-time, the applicability of the 
implicit and goal-based approaches relies on the possibility of the corresponding mechanisms to 
discover potential options and make decisions at the run-time. This, however, depends on the 
following factors. First, on the expressiveness and completeness of the service descriptions, which are 
relevant for the discovery, and often requires very rich multi-dimensional specifications (e.g., business 
domain description, functional and non-functional properties, semantics, etc.). The corresponding 
languages and notations constitute the specification support for adaptation on the side of service 
provider. Second, it depends on the goal (requirements) specifications that drive the selections and 
decisions process. The notations for expressing these requirements constitute the specification support 
on the side of service consumer.       
 
Action-based approaches are widely used in different areas, such as distributed systems, active 
databases and expert systems. The specification is defined as a situation-action rule, which exactly 
specifies what to do in certain situations or upon occurrence of a certain event. The situation part 
corresponds to the specification of variation, while the second part prescribes concrete adaptation 
actions to be performed. The action-based approaches differ in the way the instructions and the 
primitive actions are defined and structured. These actions may include   

• Adaptation actions, e.g., re-execute (service invocation), re-bind (service), substitute (service), 
re-negotiate (SLA), roll-back (to previous stable execution point), re-compose (set of 
services), halt.     

• Management actions, e.g., notify, log.  
 
The approaches based on explicit variability target the specification of the adaptation activity as 
follows. The identified variation point is associated with a set of alternatives (variants) that define 
different possible implementations of the corresponding application part. In business processes this 
corresponds, for example, to a nominal sub-process, and a set of potential customized flows 
(c.f.,[109]). Additionally, the specification may include the guidelines for selection of the variants, 
e.g., preferences or ranking rules, specification of relations and dependencies between different 
alternatives, etc.     
 
Following the above classification, we will divide the surveyed approaches into the following groups: 
(i) implicit approaches, where both the adaptation point and the adaptation activities are predefined (or 
at most parameterized) and the design problem mainly amounts to the service description; (ii) action-
based approaches; (iii) goal-based approaches; (iv) approaches based on explicit variability. 

2.5.2 Implicit Adaptation Approaches 
In the implicit adaptation approaches the decisions when the system has to be changed and which 
actions to perform are predefined by the adaptation framework. This is a typical situation for dynamic 
service compositions, where the services are selected and composed dynamically upon, e.g., 
unavailability of some of them. This is also the case for many self-healing systems, where the recovery 
activities are somehow hard-coded.  The role of the design activities in case of implicit approaches is 
to provide possibly richer and more complete descriptions of the services and compositions in order to 
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support and simplify the decisions made at run-time automatically. In case of dynamic composition, 
for example, these decisions correspond to the discovery and selection of the candidate services. 
However, since this kind of approaches mainly concern run-time activities, they will be presented in 
detail in Section 2.7.5. 

2.5.3 Goal-based Adaptation Approaches 
Goal-based adaptation specification approaches may be seen as an extension of the implicit 
approaches. Indeed, they do not prescribe the actions that the platform or the application should take in 
a critical situation, but only (declaratively) define a goal that the platform (or application) should 
achieve. For instance, in the approaches towards dynamic composition of Semantic Web services the 
composition goal may be defined as a set of outputs and effects, while the set of concrete services 
providing these effects and their composition are derived at run-time.   
 
Moreover, very often the main adaptation goal is predefined, and the adaptation specification 
identifies only some additional requirements and constraints that should guide the adaptation process. 
These requirements may have form of queries of a certain language, formal contracts (SLA) defining 
the constraints on functional or non-functional parameters, etc. In particular, in grid computing the 
optimization problem is driven by the goal of better resource allocation, but the additional 
specifications defining the required quality levels or the negotiation bounds are provided.   
 
As in the case of implicit approaches, the multi-dimensional description of the application and the 
involved services is very important. Additionally, in the goal-based approach these descriptions are 
also shared with the declarative specifications that describe the adaptation goals and requirements.   
 

QoS adaptation in service grids [108] 
Synopsis 
Goal Optimization 
Importance Dynamically changing characteristics of the execution environment (e.g., network 

traffic or workload) require run-time adaptation of application behavior and QoS 
properties in order to improve the resource utilization.   

Kind of 
contribution 

Design method and implementation technique 

Applicable to Grid-based compositions 
Phase where 
it applies 

Design and execution 

Key Ideas Comprehensive taxonomy of of QoS requirements; ad-hoc optimization algorithm 
tightly related with the taxonomy 

Foundations Service-level agreement, QoS, optimization 
Validation Case study 
In many applications of Grid computing, the resources advertised and traded as services are used 
(allocated) simultaneously. Dynamically changing characteristics of the execution environment (e.g., 
network traffic or workload) require run-time adaptation of application behavior and QoS properties in 
order to optimize the resource utilization.  While the main goal of the platform – resource use 
optimization – in this case is fixed, the adaptation strategies and their realization has to take into 
account many additional constraints dictated by service level agreements established on the executed 
applications, as well as by new requests for resources. The specification of these SLAs and requests 
defines the additional requirements to the adaptation process.  
 
In [108] the authors define an adaptation scheme that enables dynamic optimization of resource 
allocations based on the QoS parameters in contracts and service requests. In this scheme, the service 
consumers specify the required QoS properties, which then are negotiated until the service level 
agreement is established. At run-time the platform may vary the parameters of provided services in 
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order to optimize the resource utilization and to increase the number of service requests. This 
variation, however, takes into account the requirements specified in the negotiated SLAs.  
 
The authors define the following forms of the QoS requirements and SLA specification: “guaranteed” 
service, for which the provider commits to deliver exact values of the QoS parameters; the “controlled 
load” service, for which ranges of the corresponding parameters should be respected; and “best effort” 
services, for which the consumer does not put any constraints on the QoS properties.  Since the 
resources are associated with costs, the goal of the optimization is to maximize the total cost of the 
resource utilization, while sill providing quality of service acceptable by the requestors. The proposed 
adaptation scheme aims at adjusting QoS parameters dynamically, e.g., by re-negotiating SLA values 
for “controlled load” services, allocating more resources to “best effort” services, when the resources 
are not used by other classes of services, etc. 
 
While the expressiveness of the SLA specification in this approach is very simple and limited to the 
definition of service class and the parameters, the proposed adaptation method is different from the 
implicit adaptation, since the specified information directly affects and guides the corresponding 
optimization process.  
 

Adaptation in Web service composition and execution [110] 
Synopsis 
Goal Correction, optimization 
Importance Supports run-time correction through re-binding or re-composition of services in 

highly dynamic environments 
Kind of 
contribution 

Method 

Applicable to Composed Semantic Web services 
Phase where 
it applies 

deployment time, execution 

Key Ideas Two-stage approach: first, template is generated using Semantic descriptions and 
functional requirements; second, the template is grounded using concrete services 
with the goal of optimizing non-functional requirements 

Foundations Semantic Web servies 
Validation Experiments 
In [110] the authors address the problem of adaptive service composition states as follows: “given the 
specifications of a new service, create and execute a workflow that satisfies the functional and non-
functional requirements of the service, while being able to continually adapt to dynamic changes in the 
environment”. This problem requires not only to compose and to bind the services in a composition 
that satisfies the given requirements, but also to continuously monitor the execution and the 
environment and to dynamically modify the composition when the critical changes occur. 
 
The authors propose the two-staged approach, where first the abstract service composition (template) 
is defined based on the functional user requirements, and then the abstract composition is instantiated 
with the dynamic services based on the optimization of quality-of -service metrics. While the second 
stage of the approach is implicit and similar to the one presented, e.g., in [111], the first one relies on 
the composition goal specifications from the Semantics Web services domain [112]. Furthermore, at 
run-time the two approaches may be interleaved. This happens when the platform cannot find a 
suitable instantiation of currently selected abstract process templates, and the templates should be 
regenerated from the same user requirements.  
 
The results of the experimental evaluation carried out by the authors demonstrate the appropriate level 
of efficiency and robustness of the presented approach when handling quite large number of failures 
and re-compositions. 
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METEOR-S [113][114][115] 
Synopsis 
Goal Correction, optimization 
Importance Supports run-time correction through re-binding services in highly dynamic 

environments 
Kind of 
contribution 

Method 

Applicable to Semantic Web services 
Phase where 
it applies 

Design-time, deployment time, execution 

Key Ideas Separate notations for functional and non-functional requirements that are 
dynamically satisfied by specific reasoners and coordinated by a special algorithm 

Foundations Semantic Web services, Markov Decision process 
Validation Case study 
In [113] [114] [115] the authors address a problem similar to the one presented above, that is, 
dynamically configuring and executing abstract workflows with a set of available services. The way 
the processes and requirements are specified is, however, different and relies on a set of specifications 
defining functional and non-functional constraints on the processes and involved services.  
 
In the presented approach the abstract workflow models are defined by the designer and are 
represented in BPEL. Additionally to the workflow specification, the designer provides a set of 
specific requirements that constrain the functional and non-functional properties of the target process 
instance and the involved component services. In order to specify this information, the process model 
is equipped with the semantic specifications in OWL (OWL-S for service descriptions) that describe 
the domain specific knowledge, the functional and non-functional characteristics of the relevant 
aspects of the process model. The non-functional constraints refer to QoS properties, security or 
transactional aspects, and are transformed into integer linear programming constraints. Functional 
constraints define the statements over the data compatibility or control flow, and are represented in 
[113] using Semantic Web Rule Language (SWRL). 
 
At deployment-time, as well as at run-time when the service failures are detected and the 
reconfiguration is required, the proposed platform performs service discovery based on the requested 
service templates and their semantic descriptions, performs quantitative analysis over non-functional 
properties using linear programming solver, and qualitative analysis over functional properties using a 
dedicated SWRL reasoner. The run-time execution platform supports also data mediation, and run-
time reconfiguration in case of service execution failure. 
 
The implementation adopted in [115] relies on a specific algorithm based on Markov Decision 
Process, which enables coordinated management of adaptation activities in case of distributed service 
and process constraints.  
 

Service discovery framework [116] 
Synopsis 
Goal Correction 
Importance Permits dynamic identification and replacement of the services that failed their 

contracts (functional and non-functional) 
Kind of 
contribution 

Method 

Applicable to Service-based application 
Phase where 
it applies 

Execution 

Key Ideas Monitor the behavioural and QoS requirements, and use the violation information in 
order to automatically extract discovery queries for replacing services 
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Foundations Web service concepts, service discovery 
Validation Discussion 
In many approaches the adaptation problem refers to dynamic substitution of component services that 
fail certain requirements and contracts. When this happens, the system should take a decision whether 
the service should be replaced, and then discover and bind a new service that is supposed to satisfy the 
requirements. Service discovery is particularly relevant in this context, since the services are selected 
in such a way that the adaptation requirements are satisfied in the best possible way. In many cases the 
selection is driven not only by the categorization of the replaced service and/or by the necessity to 
optimize the quality-of-service characteristics of a system, but additional requirements that the 
replaced service has failed to satisfy. The adaptation goal is, therefore, to bind to a new service that is 
compliant with these additional requirements. 
 
In [116] this problem amounts to dynamic substitution of services that fail certain behavioral 
requirements and constraints.  In this approach, the composite application is monitored at run-time, 
and if the violation of requirements is identified, the platform automatically extracts the additional 
constraints to the replacing services, and performs service discovery and selection based on those 
constraints. The requirements to be monitored are related to the behavior of the system or QoS 
parameters over a service or a composition, and are defined in event calculus in terms of event and 
fluents. The former correspond to operations performed by the application logic (message reception or 
emission, assignments, etc), while the latter characterize the state of the application (conditions that 
hold in some interval). At run-time these requirements are checked by the monitor against the actual 
executions of the system. 
 
When the violation is detected and the platform decides to replace the failed service, new services are 
discovered and the candidate is selected. The selection is based on the additional adaptation 
requirements extracted from the diagnostic information provided by the monitor. This information 
comprises the structural part regarding the categorization and functionality of the failed service and the 
behavioral part that defines the set of paths that the execution of the target service should respect. The 
behavioral part is obtained from the violated requirement and the violation synopsis generated by the 
monitor using predefined transformation rules. The discovery tool checks the behavioral specification 
of the candidate services expressed as state machines against the behavioral part of the query and 
selects the corresponding candidate. 
 
An important feature of the approach is that the adaptation activities are based on the requirements 
specifications defined by the service integrator at design-time. In this way, the monitoring activity and 
the dynamic adaptation share the same model of the application. 
 

Interleaved planning and execution [117] 
Synopsis 
Goal Customization 
Importance The standard domain-specific business process should be customized in order to 

satisfy the requirements of a particular customer and the constraints of particular 
providers 

Kind of 
contribution 

Method 

Applicable to Service-based business processes 
Phase where 
it applies 

Design, execution  

Key Ideas Special languages for defining customization requirements and specific domain and 
provider assertions are defined. The requirements are used to automatically adapt the 
standard business process and re-configure it dynamically 

Foundations Business process modelling, automated planning 
Validation Case study 
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In [117] the authors address the problem of customizing the standard business process in order to 
satisfy particular requirements of a given process user. In many domains the business processes 
accomplishing certain goals are predefined, while the actual components and services participating to 
the process may vary. The services have different functional and non-functional constraints and 
assertions that the composed process should satisfy. Furthermore, different user may put additional 
requirements on the process model and the component services, such as total cost, optional use of 
certain operations, etc. The execution platform, therefore, should be able to dynamically adapt the 
standard processes to all these additional requirements and goals by selecting the appropriate 
component services.  
 
In order to address the problem, the authors present the specification and execution framework, which 
enables to define the user-specific requests and goals, as well as the service- and domain-specific 
assertions constraints, and to automatically obtain and execute the customized version of the standard 
process, which satisfies these requirements. Moreover, the approach interleaves the execution with 
monitoring of those requirements and assertions, and in case of violations, re-composes the process 
taking into account the initial user request, the current process state, and the execution environment.  
 
While the approach is conceptually similar to the one on quality-driven service composition, the 
adaptation goals in this approach deal with the functional properties of underlying process. The 
authors present two languages, namely XML Service Request Language (XSRL) and XML Service 
Assertion Language (XSAL), to express the user requests and service assertions respectively. XSRL 
allows one to express complex functional goals, such as the necessity to achieve certain state (e.g., the 
flight and hotel are booked in the trip reservation process), to maintain certain condition (total amount 
should be less than 500$), user preferences (prefer flights to trains), etc. XSAL defines the domain 
constraints and service-specific assertions in a similar way: simple assertions define reachability 
requirements, preservations assertions define the invariants that the application should maintain, and 
the entity assertions define the constraints on the evolution of a business object. 
 
The corresponding algorithms are defined that take the process model, the domain assertions, and the 
user request as input, perform the selection, composition and execution of different component 
services continuously monitoring different constraints.  
 

Petri-net based reconfiguration [153] 
Synopsis 
Goal Enabling run-time reconfiguration of service-based systems 
Importance Allows for the adaptation of a system configuration to the changes in the context 

or the requirement of the users 
Kind of 
contribution 

Method  

Applicable to Web-Services context 
Phase where it 
applies 

Run-time reconfiguration 

Key Ideas The system is described through a Petri-net showing dependencies among 
services. The model can change at runtime according to changes in the availability 
of services or in the requirements of the users. An algorithm to maximize QoS 
defined as a function of time is also provided. 

Foundations Service-based architectures concepts, Petri-net models 
Validation Simulation results are provided to prove correctness of the algorithm 
 
Another example of run-time management of a SOA configuration can be found in [153]. 
The approach presented in [153] is based on representing a service configuration through a model, and 
then modifying this model as needed to adapt the configuration to changes in the environment and in 
the requirements of the users. This approach addresses the web service context, particularly the case of 
highly dynamical environments. 
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The system is described through a Petri Net, which represents the dependencies among the services in 
the configuration. In other words, the Petri Net represents the places where the services are mapped, 
and the arcs in the graph model the relationships among the places. 
 
This model can dynamically evolve, according to changes in the environment. In [153] the authors 
describe an algorithm which modifies the configuration (and its model) with the aim to provide the 
highest QoS. Many different parameters are used to evaluate the QoS, and many metrics are 
considered to measure each parameter. The QoS provided by a service is defined as a function of place 
and time, and the described algorithm looks for the best configuration. 
 

QoS-based reconfiguration [154] 
Synopsis 
Goal Enabling run-time reconfiguration on the basis of the provided QoS. 
Importance It focuses on the real time analysis of QoS provided by a system 
Kind of 
contribution 

Method and tool 

Applicable to Service-based architectures 
Phase where it 
applies 

Run-time reconfiguration 

Key Ideas Choosing the configuration with the highest QoS using genetic algorithms: genes 
are represented by variables concerning service selection and resource allocation. 
The QoS of each configuration is evaluated, and then a new configuration is 
generated through mutation. 

Foundations Service-based architectures concepts, genetic algorithms, Markov Chain Model 
Validation Some tests have been performed of the tools, considering an Intrusion Detection 

System as a case study 
 
This approach particularly focuses on developing methods to provide the highest QoS. Because of this 
focus, it has been classified among the goal-based approaches. However, it includes something more 
than usual goal-based approaches: it also defines an algorithm to achieve the goal, which is the highest 
QoS. 
 
In [154] the authors use an extension of WSDL to express properties about the QoS behaviour of a 
system. The focus is on obtaining an adaptation of the system configuration through and adaptation of 
the observed QoS behaviour. The information gathered about the QoS behaviour provided is used to 
compare the different candidate configurations, using genetic algorithm to find the best one. 

2.5.4 Action-based Approaches 
In contrast to the goal-based approaches, the action-based specifications aim at representing concrete 
actions to be performed upon certain event, such as a service failure or context change. Due to this 
nature, the action-based approaches are usually based on procedural notations and languages. This 
may refer both to special-purpose high-level languages, where the instructions correspond to specific 
repair or management actions, and to low-level programming languages that define the adaptation 
steps at the level of the application implementation. 
 
Since the adaptation strategies and their implementations are pre-defined, the action-based approaches 
do not require additional reasoning or decision-making at run-time, and, therefore, are considerably 
more efficient. On the other hand, such approaches are less flexible, since the adaptation specification 
defines the activities corresponding only to a restricted set of scenarios, and can not address all the 
relevant events and contexts. As a consequence, the action-based approaches are typically used in the 
self-healing systems, where the critical events correspond to an a priori fixed set of application faults, 
and the adaptation operations represent system recovery actions. 
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Policy-driven middleware for self-adaptation [118] 
Synopsis 
Goal Correction, customization 
Importance Provides a way to correct and customize the application instance without changing 

application model 
Kind of 
contribution 

Method 

Applicable to Service-based Applications 
Phase where 
it applies 

Design, execution 

Key Ideas Policies (ECA rules) for handling specific situations and faults. The action part of the 
policy represent the adaptation instructions, which are enforced at run-time 

Foundations Web service concepts, Service-level agreements, QoS 
Validation Case study 
In [118] the problem of adaptation of Web service compositions in order to accommodate to various 
business exceptions and faults. In highly dynamic systems the execution environment of the 
application may change in a way not foreseen at design-time. Very often the system should be 
customized at run-time and refer to a particular application instance, without changing the whole 
application model. This problem requires specific approaches to the application design, allowing one 
to define the actions necessary to correspondingly alter the execution of an application instance.  
 
In order to address the problem the authors propose a policy-based middleware, MASC, where the 
policies define the customization actions that should be performed in order to react to certain 
exceptional situation or a fault. The policies are defined in the form of ECA-rules (Event-Condition-
Action) that describe the triggering event (application fault, interaction operations, start/end of an 
application instance), the condition, under which the rule applies (restriction on the application state or 
history), and the actions to be applied. The policies are represented in a specific language that extends 
WS-Policy standard in order to deal with monitoring and adaptation activities.  The language allows 
for defining not only adaptation but also monitoring rules and directives. The monitoring rules define 
the (relevant) information to be observed and map the undesirable situation or condition to a 
meaningful failure event that will be processed by the adaptation rules.  
 
The approach allows for the specification of two kinds of adaptation action: process-level actions and 
message-level actions. The former are used to alter business logic of a particular instance, while the 
latter are mainly used to deal with various low-level faults, such as invocation failure, SLA violation, 
etc.  The possible process-level actions are add, remove, replace, change order of activities, suspend, 
delay, resume business process. Message-level actions include invocation retries, service substitution, 
concurrent invocation of several similar services, etc. The adaptation rules may be also assigned 
priorities to define the order of executions when several rules apply to an event. 
 
The adaptation process is supported by the specific platform that allows for monitoring relevant policy 
information and events and performs the necessary actions both at message-level (intercepting the 
messages) and process-level (altering the process engine). The approach and the platform were 
evaluated on two comprehensive case studies that represent different adaptation problems, namely 
customization of a process to specific business conditions, and a problem of system recovery in case 
of message faults and QoS contract violations. 
 

Self-healing service compositions [119][120] 
Synopsis 
Goal Correction 
Importance Provides a way to recover from various faults in dynamic environment 
Kind of Method 
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contribution 
Applicable to BPEL processes 
Phase where 
it applies 

Design and execution 

Key Ideas Run-time monitoring of pre- and post-conditions over process activities. Defensive 
process design to define recovery steps. 

Foundations Service composition concepts, dynamic binding 
Validation Discussion 
In [119] [120] the authors address similar problem, that is, how to recover the application execution in 
case of unpredictable service failures in highly dynamic execution environments. The problem relates 
to the execution of service compositions, where the component services are identified and bound at 
deployment-time or at run-time. 
 
In order to cope with this problem, in [119] the authors propose the approach called Defensive Process 
Design in conjunction with run-time monitoring of process execution. Run-time monitoring allows for 
timely detection of problematic situations, while Defensive Process Design provides the facilities to 
define the necessary recovery steps. The monitoring instructions are defined as functional and non-
functional assertions (pre- and post-conditions) on the composition activities (defined in BPEL). In 
order to react to the detected violations, the authors propose three kinds of recovery strategies, namely 
retry, rebind, and restructure. The corresponding instructions for the retry and rebind actions are 
introduced directly in the composition specification, while the restructure instructions, defined as 
rewriting rules on the process flow graphs, are defined separately. 
 
In [120] the proposed approach is further refined and extended. In particular, the monitoring 
specification is defined using specific notation, Web Service Constraint Language (WSCoL), which 
provides expressive and extendable facilities for monitoring composition assertions over functional 
and non-functional properties of the system. In order to define recovery specifications, Web Service 
Recovery Language (WSReL) is proposed. The main ingredients of the language are the atomic 
recovery actions and the recovery specifications that declaratively join atomic actions in two complex 
procedures (steps) and alternatives.  The set of actions include actions at service level (retry, rebind, 
ignore), at process level (substitute, halt, call), and management actions (notify, log). The supporting 
platform relies on a specific rule engine that manages recovery specifications and activates recovery, 
and on aspect-oriented techniques to introduce the recovery implementation at the level of the process 
engine. 
 

SH-BPEL [107] 
Synopsis 
Goal Correction 
Importance Provides failure recovery capabilities for BPEL processes in dynamic settings 
Kind of 
contribution 

Method 

Applicable to BPEL processes 
Phase where 
it applies 

Design, execution 

Key Ideas Extend standard BPEL engine with the self-healing API and facilities to describe, 
coordinate and implement the fault management activities 

Foundations Service composition concepts, fault handling 
Validation Discussion 
In [107] the authors also address the problem of providing self-healing capabilities to the service based 
systems, tailored, however, to a particular kind of such systems, namely service compositions in 
BPEL. In this case the authors aim at extending the standard failure recovery and management 
capabilities of BPEL with additional functionalities that are crucial in open and dynamic settings.  
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Apart from service-level recovery strategies, such as retry or rebind, the authors identify and describe 
a wide range of process-specific activities, such as modifying the values of process variables, redoing 
a process task or an entire part of a process (scope), specifying and executing alternative paths in the 
process, going back to a “safe point” in the process execution, etc.  
 
The proposed solution defines the extension of the standard BPEL execution environment, namely 
SH-BPEL, which integrates and supports the necessary recovery facilities. In this solution, the original 
process specification is pre-processed and extended with the additional instructions and control points, 
which allow for performing the above actions. These additional recovery actions constitute the 
management API and can be invoked through a special process management interface that is made 
available at deployment-time. The underlying architecture provides the necessary tools for detecting 
critical events and engaging recovery actions invoked through this management interface.  
 
The existence of a well-defined management and recovery API and interface enables various ways to 
control and define the recovery strategies. First, these strategies and decisions may be pre-defined in 
the underlying process manager and customized through a corresponding programming interface. 
Second, the architecture allows for a collaborative environment, where a set of engines running 
different composed services participating to choreography perform coordinated recovery activities 
through the corresponding management interfaces. Finally, the platform allows for recovery both at 
the instance level, when only current process instance is adapted, and class level, when the whole 
process model is changed. 
 

Aspect-oriented adaptation framework [121] 
Synopsis 
Goal Customization 
Importance Resolution of mismatches between functional specifications of the interacting 

services 
Kind of 
contribution 

Method 

Applicable to BPEL processes 
Phase where 
it applies 

Design 

Key Ideas Aspect-oriented methodology for defining adaptation templates is proposed. The 
template is instantiated with the actual parameters specified by the designer and the 
adaptation is performed automatically 

Foundations Aspect-oriented techniques, functional interoperability 
Validation Case study 
In [121] the authors address an adaptation problem that deals with the resolution of mismatches 
between functional specifications of the interacting services. The authors present taxonomy of 
mismatch types that include mismatches between the operation signatures and constraints on the input 
parameters and protocol mismatches, such as missing or extra message emissions, message split or 
merge, message ordering, etc. 
 
The presented approach proposes a set of adaptation templates that define the implementation of the 
composition restructuring. A template consists of two parts – query and advice. Following the aspect-
oriented methodology, query is used to identify the location in the specification model, where the 
adaptation should apply (joinpoint). More precisely, query specification identifies the simple or 
complex activity, to which the adaptation applies, whether it is applied before, after or around the 
activity, and a specific condition that defines additional restrictions on the corresponding parameters. 
Advice characterizes the generic program to be executed when the query conditions are met. As a 
notation for specifying the advice the BPEL language is used. Such a program defines the low-level 
transformations, such as receiving a message and storing it in internal procedure in case of ordering 
mismatch.  
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During the design phase, the developer is required to identify mismatches, and to provide the relevant 
information for the queries and advices, that is, instantiate the template. Based on the concrete 
parameters, the design environment extracts the adaptation specification, which is executed at run-
time. 
 

Policy-based adaptive services for mobile commerce [122] 
Synopsis 
Goal Customization 
Importance Allows for dynamic customization of the mobile applications when the relevant 

contextual information is changed. 
Kind of 
contribution 

Method 

Applicable to Mobile service-based application 
Phase where 
it applies 

Design, execution 

Key Ideas Policy-based framework for modelling, structuring, and enforcing context and 
context-specific management rules is proposed. At run-time the policies are 
evaluated and enforced by the platform 

Foundations Mobile applications, semantic web, policy modelling 
Validation Case study 
In [122] the authors address a different adaptation problem related to the changes in the context of 
mobile service-based applications.  In mobile applications pervasiveness and ubiquitous availability 
are essential features; they exploit a wide range of diverse mobile services provided and advertised 
locally, making the user and application contexts a central concept in the development and provision 
of mobile service-based systems. The problem of representing and understanding contextual 
information, as well as the problem of adapting the application to the changes in context remains open. 
 
The proposed approach defines a simple policy-based framework and architecture for designing and 
providing mobile service-based and context-aware applications. The proposed approach relies on a set 
of existing methods and techniques from various disciplines that integrated in an intelligent way 
provide the necessary facilities. 
 
In the presented approach, the context is represented using Resource Description Framework, and then 
reflected in definition of policies using the concepts of template (generic contextual aspect) and facts 
(concrete contextual situation). The context in these settings refers to the properties of the device, 
possible services and their characteristics, user preferences and settings, etc. The policies define the 
adaptation actions that should be fired when the system occurs in a certain context. 
 
Based on these concepts, the work also defines an iterative methodology for defining contextual 
information and adaptation policies. Starting from initially collected contextual knowledge, the 
designer specifies the adaptation policies and extracts intermediate contextual information. The 
process is iteratively repeated until no new rules can be identified or new contextual specifications can 
be obtained. The context models and policies are separated into modules and the module pipelines are 
identified. The process is supported with a visual notation, which shows the initial and intermediate 
contexts, the final result and the policy processing flow between context modules. 
 
The proposed methodology is supported with the agent-based run-time platform that incorporates the 
monitoring facilities for observing various contextual properties, the communication middleware for 
interacting with the services, the policy decision maker that filters the policies to be applied, and the 
policy enforcement point, where the adaptation actions are defined. 
 

Model transformation [128] 
Synopsis 
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Goal Enabling adaptive reconfiguration of systems 
Importance Allows for automatic, adaptive reconfiguration of systems 
Kind of 
contribution 

Method 

Applicable to Embedded Service-based Systems 
Phase where it 
applies 

Design-time and run-time configuration 

Key Ideas Buildes a model of the system configuration at design-time, including policies to 
specify its behavior. Uses rules made up of graphs to manage reconfiguration: 
when the graph on the Left Hand Side of a rule is met, it is substituted with the 
graph of its Right Hand Side 

Foundations Service-based architectures concepts, graph-transformation techniques 
Validation Not at the time of paper writing (2005) 
 
Model-based approaches, which are often used at design-time, can also be exploited to obtain 
automatic run-time adaptation of a system configuration. 
 
An example of this approach is presented in [128]. It is based on building a model of the system at 
design time, together with an initial configuration of its services. The model is object-oriented, and it 
includes high level policies that specify the desired behaviour of the system. We are not going deeper 
in the details about how this model is created. Indeed, here we are interested in how it is transformed. 
The approach presented in [128] to reconfigure the system at run time is based on rules, that are 
composed by a left-hand-side and a right-and-side, which both are graphs of the same kind of the one 
representing the model. When a part of the system model meeting the left-hand-side of a rule is met, 
then it is substituted with the corresponding right-hand-side. These simple rules can be easily modify 
by users as needed, with the same tool allowing for the building of a model of the system. 
Moreover, the policies described at design-time are deployed on a structure made of services which 
enables the run-time adaptation of the system. 
When the paper was written (2005), its authors were developing a prototype implementing the 
described meta-model, so there were no actual proof of its validity. Nonetheless, a graphical tool 
allowing for the building of the model of a system exists. Such a tool also implements the algorithm 
used for the model transformation. 
 

SCENE: integrating WS-binder to achieve dynamic binding and adaptation 
[130] 
Synopsis 
Goal Providing a composition language and a runtime execution environment for 

service compositions 
Importance Allows for dynamic binding re-binding, and negotiation 
Kind of 
contribution 

Technique 

Applicable to Web services 
Phase where it 
applies 

Design-time definition of policies and runtime binding, re-binding, and 
negotiation 

Key Ideas To offer a language for composition design that extends the standard BPEL 
language with rules used to guide the execution of binding, re-binding, 
negotiation, and self-reconfiguration operations. 

Foundations Web service technologies concepts   
Validation Case studies concerning automotive and telecom domains 
 
SCENE [130] offers a language for composition design that extends the standard BPEL language with 
rules used to guide the execution of binding and re-binding self-reconfiguration operations. A SCENE 
composition is enacted by a runtime platform composed by a BPEL engine executing the composition 
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logic, an open source rule engine, Drools, responsible for running the rules associated to the 
composition, WS-Binder (see Section 2.7.3.4) that is in charge of executing dynamic binding and re-
binding, and by a Negotiation component that can be used to automatically negotiate SLAs with 
component services when needed [134].  
In a later work (see [131]), the SCENE framework has been extended through the integration of a 
module enabling the resolution of mismatches between the interfaces and protocols of invoked 
services. In the paper a set of possible mismatches is defined, together with a list of available 
adaptation strategies, that can be combined in scripts through a language. The adaptation script 
specifies the differences between the primary concrete service selected for binding, which is defined at 
design time, and the other available concrete services that can be candidate for dynamic binding. 
Some case studies have been developed to test this approach. These tests have shown that some 
overhead is introduced, with respect to the execution of plain BPEL process. 
 

WS-Diamond [132][133] 
Synopsis 
Goal Design and execution of self-healing services

Importance Self-healing is based on diagnosis of faults and repair planning, repair execution is 
based on additional functionalities on top of BPEL engine. At design time self-
healability properties are proven.

Kind of 
contribution 

Models + Tools + execution environment

Applicable To Web services 
Phase where 
it applies 

Runtime + design-time: Self-healability (diagnosticability+repairability) 
evaluation.  

Key-ideas WS-Diamond allows the identification of causes of errors (faults) in service 
compositions. Plans are generated to perform repair actions on the process, so that 
unforeseen failures can also be repaired. Repair actions include substitution, 
compensation, retry. A management interface is provided to support repair. 

Foundation Process modelling, diagnosis, planning
Validation Action Research + Case Study
 
The WS-Diamond EU project [132][133] (http://wsdiamond.di.unito.it) developed an execution 
environment and design tools to design self-healing service compositions. Self-healing is based on the 
diagnosis of faults from symptoms during execution (failures or unexpected messages or quality 
levels) and applying a set of repair actions including compensation of operations, retry, substitution of 
services. Fault identification is based on diagnosis techniques and the focus has been mainly of data 
faults and QoS faults. Repair plan generation is based on planning techniques. Both diagnosis and plan 
generation are based on model-based techniques. A management interface to support the execution of 
repair actions, considering also interaction with stateful service, has been designed and realized (see 
SH-BPEL). 
Methods and tools to assess the self-healability of processes have been proposed, including 
repairability evaluation, diagnosability, temporal conformance checkers. 
A methodology for managing information quality in self-healing web services has been developed, 
focusing on the choice of the more appropriate repair actions based on multiple actors and 
requirements for repair of service compositions. 

2.5.5 Explicit Variability 
Explicit variability approaches allow one to define relevant application changes and the way the 
system should react to it, but to precisely identify a particular moment in the execution, where the 
change happens, and to represent all the relevant variants of behaviour, applicable in such cases. In 
order to provide explicit definition of the execution location (variation point), where the variation 
takes place, the behavioural specification of the application is used. The variation point is equipped 
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with a set of alternative behaviours (variants) that may be applied under certain conditions and in 
particular cases. 
 
The explicit variability approaches are widely used in business process modelling and software 
product line engineering [123], where variability models provide the basis for application 
customization, flexibility and re-use. In business processes variation often refers to the single tasks or 
sub-processes, while in SPL this may also correspond to components, their interfaces and 
implementations. Analogous classification for the service-based application is proposed in [124], 
where variability types may be defined at different SOA layers, namely business process layer, unit 
service layer (or service composition layer), service interface layer, and service component layer. 
 
Due to its nature, the role of monitoring activity within the adaptation approaches based on explicit 
variability is different from goal-based and action-based approaches. Since the variation point is 
already defined explicitly, there is no need to monitor specific conditions or assertions. Instead, the 
monitoring activity is used to obtain some relevant context information that may be required to choose 
one alternative or another. In this setting, the specification of context and contextual conditions is still 
important. 
 
As well as in the case of action-based approach, the explicit variability approaches are rather efficient, 
since the only overhead refers to the evaluation of the selection criteria for a particular alternative, and 
the latter is already defined. 

Identifying possible types of changes [161] 
Synopsis 
Goal Dealing with service evolution 
Importance Classifying possible changes and proposing approaches for dealing with them 
Kind of 
contribution 

Method 

Applicable to Services in general 
Phase where it 
applies 

Run-time evolution management 

Key Ideas It classifies service changes on the basis of functional criteria and of their effects, 
proposes some approaches for dealing with the different kinds of changes, 
sketches the change-oriented service lifecycle, and discusses issues of service 
consistency on the basis of an abstract service definition model 

Foundations Service-based architecture concepts 
Validation -- 
 
[161] presents a theoretical approach for dealing with the service evolution. It categorizes the types of 
changes that occur in services based on functional criteria in: 

• structural, that focus on service types, messages, interfaces, and operations 

• business protocol, that affect the structure and ordering of the messages that a service and its 
clients exchange to achieve a business goal 

• policy induced, requiring changes to policy assertions and constraints 

• operational behaviour, that concentrate on the effects and side effects of changing service 
operations. 

Furthermore, depending on the nature of their effects, service changes can be distinguished in: 

• shallow changes, with localized effects to either service or at most its clients 

• deep changes, i.e., cascading changes that extend beyond the clients of a service and possibly 
to the entire supply chain. 

Structural and business protocol changes are usually shallow, whereas policy induced and operational 
behaviour changes are typically deep changes and require a change-oriented service life cycle to 
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accommodate them. This life cycle must provide the foundation for the management of business 
process end-to-end change, and take into consideration both functional and non-functional aspects. 
The paper introduces some key approaches for each type of change that can be used as the basis for 
future research in service evolution, and sketches the characteristics of the change-oriented life cycle 
required for deep changes. 
One of these approaches is further elaborated in [162], where the issue of structural changes and 
evolution is discussed. For this purpose, they develop an abstract service definition model that 
comprises of generic concepts and inter-relationships between them, and abstracts away from the 
terminology and syntactical nuance of the wide-spread service definition standards. Based on that, 
they discuss the management of multiple active versions of a service, and the issues of service 
consistency (well-formedness of service specification) and service conformance (persistence of the 
service execution result). 
 

DySOA [125] 
Synopsis 
Goal Correction, customization 
Importance Allows for managing and guaranteeing the QoS parameters of the application in 

dynamic environment 
Kind of 
contribution 

Method 

Applicable to Service compositions 
Phase where 
it applies 

Design, execution 

Key Ideas Explicit representation of the different variants of the critical quality metrics, and the 
corresponding implementation of the application functionality. The relations and 
dependencies between the variants may be defined 

Foundations Service-level agreements, QoS, variability modelling 
Validation Case study 
In [125] the problem of reconfiguring the application in order to react to the critical changes in QoS 
metrics is addressed. Due to high dynamism of the application environment, irregularities of the 
network, and multiplicity of user with their own service-level agreements, these metrics may degrade, 
and the application should self-adapt in order to be able to provide the expected quality. As in many 
similar approaches, the adaptation actions correspond to selection and binding to a new service or to 
changes in the composition specification structure. 
 
The approach adopted in this work, however, relies on a completely different design method. In their 
work, the relevant adaptation concepts become first-class entities, and the variation of the application 
is modeled and represented explicitly. The approach is based on explicit modeling of different variants 
corresponding to the variation points, and on defining various constraints that drive the selection of 
one alternative or another. The variation model consists of the following elements. Variation point 
defines a particular element of the specification where the selection may apply. Variant defines the 
behavioral or functional alternative to be applied in the variation point (e.g., process fragment or a 
concrete component service). The actual code/specification of the variant is defined in its realization 
definition. The variation model may contain intrinsic variation constraints that restrict the selection of 
a particular variant, or extrinsic variation constraints define mutual dependencies between various 
choices potentially at different variation points. The latter capability is particularly important, since in 
many cases there exist control and data dependencies between components, which restrict possible 
variations of the whole application. 
 
The proposed DySOA architecture provides run-time support for the application adaptation. The QoS 
metrics of the application are continuously monitored and evaluated. When the certain violations are 
detected, the reconfiguration unit takes care of analyzing and selecting possible variants in the 
corresponding points, such that all the variation constraints are met and, moreover, the QoS optimality 
is ensured. 
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PROVOP [126] 
Synopsis 
Goal Customization 
Importance Allows for managing the specific process contexts and situation through dynamic 

application re-configuration 
Kind of 
contribution 

Method 

Applicable to SOA-based business processes 
Phase where 
it applies 

Design, execution 

Key Ideas Explicit modelling of the application variants through modelling deviation from the 
nominal case. The definition of variant dependencies is also possible 

Foundations Business process modelling, process variability 
Validation Case study 
In [126] the authors focus on the design and management of process variants. The variants are 
necessary in order to better reflect the specific issues of the process context. The management of 
variants becomes a complex and error-prone procedure, when the complexity of process models and 
the number of variants grows.  
 
In [126] the PROVOP (PROcess Variants by OPtions) approach for managing large collections of 
process variants. The basic idea is to keep the variants in the one model. For this purpose, the basic (or 
the most common case) process is defined, and its variants are represented by the set of change 
operations that allow the migration of the basic case model into a specific variant model. The 
transformation operations are defined as action templates, where actions are insert, delete or move 
process fragment, and modify process attributes. Additionally to the option definition, the PROVOP 
approach allows for specifying constraints on their usage. The constraints include dependency, mutual 
exclusion, execution order constraints, and hierarchy. In order to associate the process variants to the 
process context, the latter is defined explicitly using special context variables and the rules that define 
their relations and evolution.  
 
The supporting run-time environment provides the following functionalities. First, the relevant 
variants are selected and filtered according to the contextual information. Second, the option 
constraints are evaluated in order to further restrict the possible options. Finally, the selected options 
are applied and executed in a process engine. Due to the fact that the context variables may change 
dynamically, the platform also aims at providing support for run-time migration from one option to 
another.  
 

Dynamic workflow adaptation [127][109] 
Synopsis 
Goal Customization 
Importance Allows for addressing process variability in dynamic process context 
Kind of 
contribution 

Method 

Applicable to Business processes 
Phase where 
it applies 

Design-time, execution 

Key Ideas The language for defining process adaptation activities as the set of instructions for 
defining deviation from the nominal process model 

Foundations Business process modelling, dynamic transformation 
Validation Case study 
Relatively different problem is addressed in [127][109]. While the works address the variability of the 
business process models, the main focus of the approach is on the problems related to dynamic 
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transformation of one process to another. On the one side, this requires specific approaches for the 
definition of the process transformation actions and instructions. On the other side, in many cases the 
transformation should be applied to the already running process instances, potentially leading to 
unpredictable problems and situations. 
 
Apart from modeling process variants, the approaches presented in [127][109] define the notations and 
formalisms for describing and implementing transformation actions. These actions define the 
instructions for changing both control flow and data flow model. In [127] the list of possible actions 
includes add/remove variable, insert task, add/remove successor of a task, change connection type, or 
change transition condition. In [109] the actions also include changes in the order of the operations, 
serialization, task deletion, etc.  
 
In these regards the proposed approaches may be considered hybrid, as they include both the explicit 
variability modeling and the definition of adaptation actions (process model transformations) to be 
applied when the change is required.  
 
The presented works also propose solutions for dynamic transformation of already running process 
instances. The solutions are based on the formalization of the transformation activities and the 
transformation correctness conditions. These formalizations rely on Petri-Net based models, and allow 
for automated analysis of the corresponding conditions in order to dynamically check the possibility to 
perform the transformation in a particular case.  

Semantic constraints for adaptation [172][173] 
Synopsis 
Goal Customization, correction 
Importance Verifying and enforcing consistency and correctness constraints in dynamic 

adaptation 
Kind of 
contribution 

Method 

Applicable to Business processes, organizational models 
Phase where 
it applies 

Design-time, execution 

Key Ideas Formal model for representing organizational models and business process models, 
for representing changes in these models, and for representing and (semi-
automatically) enforcing semantic consistency and correctness constraints on these 
changes.  

Foundations Business process modelling, organization modelling, correctness and consistency, 
dynamic transformation 

Validation Case study 
Dynamic transformation of enterprise models is also addressed in [172][173]. Both approaches 
propose a formal framework for representing both the underlying dynamic models and changes in 
them. Differently to previous approaches, these works also come up with semantic constraints on the 
changes in these models, and with notion of correctness and consistency of the changes with respect to 
those constraints.  The underlying adaptation frameworks take into account verification and 
enforcement of the constraints when the changes are performed. 
In [172] the underlying models correspond to organization models, where one models the structure of 
the organizations in terms of roles, persons and their relations, as well as the access rules and 
privileges of these roles. Semantic constraints have a form of correctness conditions of these rules with 
respect to the mode. The authors provided a way to perform the semi-automated adaptation of access 
rules in response to changes made on the organizational model.  
In [173] business process modeling is addressed. Similar to the approach of [127], the authors 
formally define the language and semantics of changes over business process model. Additionally, 
semantic constraints are introduces in the form of dependency and mutual exclusion of applicable 
changes. Using these models, a framework for automated verification of process changes with respect 
to the constraints is proposed. 
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2.5.6 Discussion 
The approaches discussed above represent different ways of designing adaptable service-based 
applications. Below we provide a comparison of these approaches, discuss the possible gaps and 
overlaps, and try to identify the research challenges that should be addressed by the service science. 
 
The comparison was based on the set of criteria constituting the taxonomy presented in the initial part 
of the section, namely the adaptation goal (i.e., correction, customization, optimization or prevention); 
the kind of change that triggers the adaptation (i.e., which characteristics of the application model 
change); the functional layer, where change takes place (i.e., business process management layer, 
service composition layer, or service infrastructure layer); whether the change is internal (e.g., faults) 
or external (e.g., context, requirements) to the application model; the way the change is represented 
(implicitly or explicitly), and the way the adaptation is modeled (implicit, goal-based, action-based, 
and explicit variability).  The result of the comparison is represented in Table 1. 
 
While the range of existing adaptation approaches is considerably wider than that presented in this 
section, the number of different design methods is not; the works presented here cover many of them. 
The state of the art in the research on adaptation of service-based applications covers different 
functional layers and different types of adaptation.  
 
However, there many research challenges that should be incorporated in the research agenda of the 
project as a whole and of the partners of the consortium. These challenges dictated not only by the 
comparative novelty of the adaptation problem in the service area, but also by the high level of 
fragmentation of the research activities of different institutions. 
  
First, the proposed approaches address only particular aspects of the SBA adaptation. They target only 
a specific kind of application changes, or a specific functional layer of SBA. The problems of how to 
identify and model cross-layer dependencies as well as how to design cross-cutting adaptation 
strategies remain open. 
 
Second, the set of addressed changes and the adaptation solutions is rather restricted; the proposed 
approaches are not flexible enough to accommodate to a wide range of scenarios or use cases. Most of 
the approaches deal with QoS changes and the related adaptation strategies, such as service 
replaceability, or with a particular set of application faults and the recovery actions.  Accordingly, the 
kinds of goals, as well as the adaptation actions are rather simple. While on the one hand this allows 
for simple and efficient adaptation implementations, on the other hand this prevents creation of 
comprehensive and multidimensional adaptation methodologies. This requires new languages and 
techniques that would enable more complex and expressive adaptation capabilities, with respect to 
those currently presented in the literature. In particular, there is a necessity to provide notations that 
interleave the goal-oriented and action-oriented specification that would give more freedom to the 
platform in identification and definition of the necessary adaptation strategies in the application 
production mode. 
 
In these regards, an important problem is how to integrate various constraints on different aspects of 
the application functionality with the adaptation technique. On the one hand, there is a need to express 
real-world domain knowledge and properties, while on the other hand still have to be manageable by 
the underlying adaptation realization. An important issue is also a possibility to incorporate different 
types of constraints (e.g., behavioral, QoS), and hence to come up with hybrid analyzers and solvers 
for those constraints within the adaptation framework. 
   
Third, there is a need to target not only the adaptation types, where the goal is to modify the system in 
reaction to the changes that already happened, but to adapt the system before these changes take place, 
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i.e., preventive adaptation. This, however, requires novel techniques and methods for the application 
diagnosis in order to foresee the possible changes and the potential consequences of them.  
 
Finally, in the settings, where the role of hybrid and highly dynamic open systems continuously 
growth, the adaptation design should target the problem of modelling various aspects of the 
application context and its evolution. Currently, only few adaptation proposals deal with the context-
aware methods and techniques, restricting the applicability of the existing approaches to the new 
requirements and needs. 
 

Approach Adaptation 
goal 

Type of change Functional 
layer 

Internality Change 
representation 

Adaptation 
representation

QoS adaptation 
in grids 

Optimization QoS SI Internal Explicit Goal-based 

Adaptation in 
WS composition 

Correction, 
optimization 

QoS, service 
failures 

SI Internal Explicit Goal-based 

METEOR-S Correction, 
optimization 

QoS, service 
failures 

SI Internal Explicit Goal-based 

Discovery 
framework 

Correction Func. and non-
func. requirements 

violations 

SI, SC Internal Explicit Goal-based 

Interleaved 
planning and 

execution  

Customization, 
correction 

Service failures, 
assertion 
violations 

SI Internal Implicit, 
explicit 

Goal-based 

PetriNet-based 
reconfiguration 

Correction, 
optimization 

Fault, 
requirements 

SI Internal, 
External 

Explicit Goal-based 

QoS-based 
reconfiguration 

Optimization Context SI External Implicit Goal-based 

Policy-driven 
middleware 

Customization, 
correction 

Faults or specific 
application events

SI, SC Internal Explicit Action-based 

Self-healing 
compositions 

Correction Assertion 
violations 

SI, SC Internal Explicit Action-based 

SH-BPEL Correction Failures SI, SC Internal Explicit Action-based 
AO adaptation Customization Functional and 

behavioral 
mismatches 

SC Internal Explicit Action-based 

Policy-based 
adaptation for 
mobile apps 

Customization Contextual 
properties 

SI External Explicit Action-based 

Model 
transformation 

Correction behavior SC Internal Explicit Action-based 

SCENE Correction, 
customization 

Mismatches SC Internal Explicit Action-based 

WS-Diamond Corrections Faults SI, SC Internal Implicit Action-based 
Change 

identfication 
Evolution Structural and 

behavioral changes
BPM, SC, 

SI 
Internal, 
external 

Explicit Explicit 
variability 

DySOA Correction, 
customization 

QoS SI Internal Explicit Explicit 
variability 

PROVOP Customization Process context 
changes 

BPM External Explicit Explicit 
variability 

Workflow 
adaptation 

Customization Process context 
changes 

BPM External Explicit Explicit 
variability 

Semantic 
constraints for 

adaptation 

Customization, 
correction 

Process / 
organization 

model changes 

BPM External Explicit Explicit 
variability 

Table 1 Comparison of the design approaches for SBA adaptation 
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2.6 Quality assurance for service-based systems 
The aim of this section is to give an overview of testing SBAs and related quality assurance 
approaches. Since these approaches are at the heart of deliverable PO-JRA-1.3.1 “Survey of quality 
related aspects relevant for service-based applications” [175] we provide a summary of this 
deliverable here. For further information about this topic please refer to the before-mentioned 
document. 
The authors of PO-JRA-1.3.1 distinguish three classes of quality assurance approaches: 

1. Static Analysis: In a narrower sense, static analysis “… is the systematic examination of 
program structure for the purpose of showing that certain properties are true, regardless of the 
execution path the program may take. “ [176]. In a broader sense static analysis can be 
extended to documents at all stages of the software life cycle, e. g. it can be used to analyse 
requirements documents such as. goal models and scenarios and design documents such as 
workflow models and BPEL specifications. Static analysis techniques include for instance. 
model checking approaches, data flow analysis, symbolic execution and type checking. Since 
static analysis techniques can be applied at any life cycle stage they complement testing and 
monitoring approaches described below. 

2. Testing: “… testing entails executing a program and examining the results produced.” [176]. 
Testing a software system or a SBA requires test data, which are fed into the system. The 
resulting outputs are than compared to the expected outputs. An error (or defect) results if the 
actual outputs do not fit the expected outputs. In SBAs these defects are due to services or to 
service compositions, e. g. a wrong sequence of service requests in a BPEL specification. 

3. Monitoring: The purpose of monitoring in the software engineering domain is to “… 
determine whether the current execution [of the software] preserves specified properties; thus, 
monitoring can be used to provide additional defence against catastrophic failure …” [177]. In 
SOAs monitoring can be used to observe the status of SBAs – as in traditional software 
engineering – and of services. Monitoring of services may lead to an adaptation of the SBA, e. 
g. when one ore more services are not available. The current state of the art of monitoring is 
described in detail in the deliverable [178]. 

In [175] the authors distinguish between the design and the operation of a SBA: These phases match 
the life cycle model depicted in Figure 2 as the design represents the right and the operation represents 
the left cycle. To see how well the life cycle is covered by quality assurance approaches we counted 
the respective papers. We found that 21 papers address static analysis in the design phase while the 
same type of approach was only addressed by 12 papers in the operation’s phase. In line with our 
definition of testing, 30 testing papers addressed the design of SBAs. Interestingly there were also 8 
papers which apply testing in the operation phase. The approaches resemble online testing approaches 
and testing QoS characteristics at runtime. In addition, 36 monitoring papers were examined. Figure 
10 shows the correspondence between the life cycle model and the associated testing approaches. 

Identify
adaptation 

requirements

Identify
adaptation
strategy

Enact
adaptation

Early Requirement
Engineering

Requirement
Engineering 
and Design

Construction
and

quality assurance

Deployment
and provisioning
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management and
quality assurance

12 papers

30 papers

21 papers

36 + 8 papers

 
Figure 10: Quality Assurance Approaches in the SBA's Life Cycle 
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There are a number of quality assurance approaches described in [175] which do not fit in the life 
cycle model. The approaches include post-mortem monitoring approaches (12 papers), combined 
testing and monitoring approaches (17 papers) and two papers addressing the whole life cycle of a 
SBA. 
In sum, there is already a rich body of quality assurance knowledge, which was either developed 
particularly for SBAs or was adapted from traditional software engineering. The challenge is to 
combine the results of these approaches with engineering principles, techniques and methods, e. g. to 
achieve an automated adaptation of SBAs due to monitoring results or to closely align requirements 
with current service provision. 
 

2.7 Mechanisms for deployment, operation, and run-time 
evolution of service-based systems 

 
Many approaches have been proposed to implement the various phases of deployment, runtime, and 
evolution of a SBA. This chapter will present the ones we have identified as most promising. We are 
approaching the survey going through the different phases that concern the life-cycle of a service after 
its design and development.  
We start then from the deployment of the system, and go through the various steps to the 
reconfiguration of running systems. 
 
We will focus our attention mainly on dynamic approaches, i.e., those approaches that are able to 
control and evolve a SBA while it is running. 
 

2.7.1 Deployment of services and service-based applications 

By deployment we mean the process of concretely associate services to devices in a real-world system, 
and the set of choices that must be made to achieve this goal. 

Dynamic deployment, in particular, is related to the application of such a process in a dynamic context, 
where changing conditions in the environment must be taken into consideration, together with changes 
in the requirement, QoS, and other aspects. Dynamic deployment is particularly important in a service-
based context where new services or new versions of the same services need to be deployed without 
stopping or interfering with the normal execution of the others. Thus these approaches are particularly 
focusing on the autonomy of services from the context where they are deployed. Some of them, 
concentrating on the possibility of dynamically deploying services, are also dealing with the degree of 
reusability of services, and how flexibly they can be configured. The main goals of these approaches 
are indeed both to provide a high level of QoS and to enable dynamic deployment. 

A deployment infrastructure should offer the following elements: ways to describe the services to 
deploy (what) and where to deploy them, a strategy for deployment, and an infrastructure for 
executing the deployment strategy. In [138] the authors have classified some approaches for 
describing strategies in four main classes: manual, script-, language-, and model-based approaches. 
Here we take a broader view and we present approaches that fit all ingredients that we have mentioned 
above. Moreover, we focus not only on deployment of traditional web services, but also of grid and 
ad-hoc network services. 
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2.7.1.1 Approaches to describe the services to be deployed and the 
resources where to deploy them 

 
Using ontologies to describe devices 
 
Synopsis 
Goal: Provide a mean to describe devices to achieve dynamic deployment 
Importance: Provides a flexible method to fulfil an important ingredient of deployment 
Kind of 
contribution: 

Technique and implementation in the router context 

Applicable to Concretely applied to distributed routers, likely applicable to generic distributed 
contexts 

Phase where it 
applies 

Run-time deployment 

Key Ideas: Devices (and services) are described by means of ontologies, which also allow for 
the description of relationships among entities. Profiles of devices can be 
dynamically retrieved by means of semantic query languages. The matchmaking 
is performed through hard-coded algorithms. 

Foundations: Network architectures, semantic web services, ontologies 
Validation:  Not provided 
 
[139] is focusing on the deployment of services on top of routers in a communication network. This 
approach is interesting since it uses ontologies to provide a rich description of the devices and of the 
services to be deployed. Ontologies permit to express dependencies among entities.  
The infrastructure supporting deployment offers a default approach to distribute the services through 
the routers. A rule-based language can be used to modify the deployment strategy by exploiting the 
information in the ontology.  
 
Gathering information about resources in ad-hoc mobile network 
 
Synopsis 
Goal: Providing a strategy for the deployment in ad-hoc mobile networks 
Importance: Offering an approach supporting the gathering of device profiles in 

heterogeneous, mobile (but still known) environments 
Kind of 
contribution: 

Method  

Applicable to Deployment of service-based applications onto mobile, ad-hoc networks 
Phase where it 
applies 

Run-time Deployment 

Key Ideas: Divides a known network of mobile devices into groups with a leader, which 
collects the profiles of the devices in its group. A component connected to the 
wired networks maintains the information about the group leaders and forwards 
the queries according to the relevance of each group. 

Foundations: Service-based application concepts, wireless network architectures 
Validation: Evaluation of the performance of the prototype in terms of number of required 

messages 
 
 
Deployment in mobile ad-hoc networks must deal with an highly dynamical environment, where the 
available resources typically have limited capabilities and are often unreliable. In such an environment 
the need for efficient, flexible, and adaptable deployment strategies arises. To face these needs, in 
[140] the authors present a protocol for the peer-to-peer deployment of services. The application 
developer must specify the requirements and the service binaries, while the system allows for an 
efficient and dynamic deployment of cooperative services, onto heterogeneous devices. In this case 
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there is the need for collecting information about the devices before deciding to install some services 
on them. The proposed approach is completely distributed. A wireless network is divided into groups, 
each having its own leader. The group leader knowledge about its vicinity is exploited to avoid blind 
flooding through the network. The deployment process is treated, in this approach, as a mapping 
function, having as input the services to be deployed and the devices where they can be deployed. The 
requirements of services cooperating in a large application must be provided, especially in the case of 
services that should be dynamically mapped on new nodes to cooperate in a new application. The 
devices must be described as well. Their profile mainly consists of dynamic attributes, changing from 
time to time. To retrieve a device where to deploy a certain resource, authors use a retrieval algorithm 
taking into account the QoS provided, the adaptivity, and other variables.  
  

2.7.1.2 QoS-aware approach for deployment strategy 
 
Synopsis 
Goal: Providing mathematical support to choose the service configuration with the 

highest QoS 
Importance: Providing a general purpose mathematical support in the definition of service 

deployment strategies 
Kind of 
contribution: 

Analytical Method  

Applicable to Grid Systems 
Phase where it 
applies 

Design time 

Key Ideas: A set of candidate configuration meeting the requirements is identified, the 
deployment of each service in a set on different capsules is considered, with the 
aim of maximizing the provided QoS at a capsule-level and then globally 

Foundations: Grid architectures, optimization functions, mathematical deviation models 
Validation: Proved through an application of the approach to a use case 
 
The work proposed in [141] can be used in the definition of a strategy for selecting the devices on 
which to deploy some services. The target of the approach is the Grid context. The aim is to define a 
mapping function between the services belonging to a service composition and the available grid 
resources with the objective of maximizing some specified QoS requirements. 
This approach works as follows. Firstly, a set of candidate service compositions satisfying the 
functional requirements of a service is created. Then, they evaluate the mapping alternatives for each 
service composition. The objective of each service deployed onto a so called capsule, i.e., an 
executable unit including a number of resources, is to maximize the provided QoS, then maximizing 
the QoS at application level. They also provide a way of measuring quality, and a quality deviation 
model, which indicates how to minimize the distance between the aspired and the actual quality level. 
Summarizing, the output of this approach is a mathematical framework providing a way to find a 
configuration that provides the nearest QoS to the aspired one. In [141] they also provide a use case 
proving the validity of the approach. 
 
 

2.7.1.3 Approaches for describing information and strategies for 
deployment 

 
Language-based approaches 
 
Synopsis 
Goal: Provide a language for the specification of deployment strategies 
Importance: Provides an easy-to-use mean for the specification of run-time deployment 

strategies 
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Kind of 
contribution: 

Technique and Tool (Language) 

Applicable to Grid context 
Phase where it 
applies 

Run-time deployment 

Key Ideas: Expressing the deployment strategy through a java-like language, where services 
are language constructs and the deployment is achieved through proper statements 
and can be regulated according to certain policies 

Foundations: Grid architectures, programming languages definition 
Validation: Evaluation of the experiments performed on use case (NGB – NAS Grid 

Benchmark) 
 
In language-based approaches the service deployment process is specified through an ad-hoc 
language, requiring no configuration and allowing for on demand deployment, thus reducing the waste 
of resources.  
Here we are presenting Abacus, which is an example of language-based approach to deployment. 
Abacus is a service-oriented, java-like programming language, presented in [143]. The context 
addressed by Abacus is, once again, the grid context. In Abacus a service is represented through a 
language construct, and the declaration of a service is similar to a class declaration in java. Each 
service is represented by a language construct and is stored in a virtual space, where it is identified 
thanks to a UUID which makes the service always available, also when it moves from a site to 
another. This space is managed by a compiler and a run-time system. 
Thanks to the functions provided by the language, Abacus allows for on-demand deployment, and it is 
possible to achieve dynamic deployment according to user-defined conditions. Indeed, Abacus allows 
for different deployment strategies, and through the language it is possible to specify when a given 
service should be deployed. 
The approach introduces some time overhead that can be reduced through the improvement in the 
Abacus substrate, i.e., the AVM (Abacus Virtual Machine).  
Abacus reduces the number of steps required by the development and deployment of grid applications.  
 
Script-based Approach  
Script-based approaches, as explained in [144], simply consist in writing scripts that define which 
service should be deployed on which resource. Therefore, they are very easy to use, however, they 
only are suited for small scale applications. In [144] authors present a script-based configuration 
approach for the Unix environment, based on SSH and developed in Python. Their solution assumes 
the existence of a service pool server, acting as a server repository. 
Another script-based approach is implemented by Nixes 0[145], a platform which suites well the 
context where it has been deployed (PlanetLab), but it doesn’t scale well to other applications. 
Both implementations consist of concrete tools. 
 
 

2.7.1.4 Infrastructures for executing deployment strategies 
 
Synopsis 
Goal: Providing an infrastructure to enable dynamic deployment reacting to the changes 

in the demand 
Importance: Allows for on-demand resource provisioning 
Kind of 
contribution: 

Method and prototype 

Applicable to Grid context 
Phase where it 
applies 

Run-time deployment 

Key Ideas: A broker receives the requests and forwards them to the resources where the 
requested service is deployed. When the demand increases, a service can be 
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deployed on a new resources, according to policies specified by the service 
provider. 

Foundations: Grid services and architectures based on grids 
Validation: Proved in experiments testing the prototype 
 
In [142] the authors propose an approach consisting in performing the deployment only when it is 
needed. The context to which this approach has been applied is the context of Grid. The main goal is 
to allow the provider of a service to adjust the resources held by the service according to the demand. 
The presented architecture mainly consists of two components: a UFS (Universal Factory Service) 
component, which should be deployed onto each resource in the Grid and which allows the service 
providers to dynamically deploy their services, and Door, a service broker, that manages the requests 
for services, and the deployment of services onto new resources when needed, according to given 
policies. Door both forwards the service requests to the resource where the service is deployed, and 
deploys the service on new resources dynamically in reaction to the amount of demand, according to 
given policies that state when a service should be deployed on a new resource and when a resource 
should be released. When Door receives a request from a service user, it asks the resource where the 
service is deployed to create a new instance of the service, or uses UFS for the deployment of the 
service onto a new resource. This way there is no need to modify the configuration of the deployed 
service.  
The developers of this approach have performed some tests on a grid testbed. These tests show that 
when the service demand increases, the number of resources where the service is deployed increases 
too, thus demonstrating that the implemented framework behaves correctly. 
 

2.7.2 Run-time management of Services 
The approaches described within this section focus only on a part of the main features characterizing 
services, i.e., those which are more related to dynamism and flexibility, such as service autonomy, 
service reusability, loose coupling and flexible configurability. Moreover, the first approach presented 
here focuses on enabling service interoperability. 
 
The WSCF framework to support Web Service-based Application 
 
Synopsis 
Goal: To provide a framework supporting cooperation among different COTS 

(Commercial Off-The-Shelf) middleware through web service containers 
Importance: The framework also allows for dynamic and adaptive management of services 
Kind of 
contribution: 

Method and Tool 

Applicable to Enterprise middleware (CORBA, J2EE) to enable cooperation among different 
enterprises 

Phase where it 
applies 

From the development of services on 

Key Ideas: Wrapping COTS components in web services enabling transparency towards 
service users; providing engines that enable automatic, run-time management, 
which can be regulated through customizable policies. 

Foundations: Web services concepts, conventional middleware architectures, Semantic 
Ontologies 

Validation: Tests performed on a prototype implementation 
 
The WSCF Framework [156] aims at enabling cooperative service-based applications. It is based on 
wrapping the Commercial Off-The-Shelf (COTS) components into Web Service Beans, which are 
then exposed through a standard interface. The main part of the architecture is a Web Service 
Container, which provides a layer of abstraction allowing for the exposure of COTS components as 
Web Services. COTS components belong to the most common distributed middleware, such as 
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CORBA and J2EE. The objective of WSCF is indeed to enable cooperation among different 
middlewares. Thus WSCF provides transparency at the level of service provider, of the 
communication protocol, of time (to achieve scalability) and of adaptation. The complete architecture 
includes the Web Service Container and various application, supporting the running of services on a 
SOAP bus. Precisely, the architecture is made up of three layers: a Resource Layer providing access to 
the components, a Web Service Container, and a Service Layer guaranteeing adaptation transparency. 
The most interesting layer is, as said, the Web Service Container. It includes a configuration engine, 
which permits to customize the policies in charge of managing the service adaptation, a service 
monitoring engine, providing always up-to-date information about service availability, and a service 
adaptation engine, which provides functionalities to manage the Web Service Beans (which wrap the 
COTS components) and reacts to the information gathered by the monitoring service about the 
availability of services. This way WSCF grants an adaptive, run-time management of services. 
Apart from supporting lifecycle management, WSCF also provides applications that support services 
for building cooperative applications. For the discovery functionalities, for example, the framework 
relies on a dynamic infrastructure, Stratus, which permits to consider also non-functional parameters 
(such as behaviour and quality) in the service selection. Moreover, Stratus defines a Web Service 
semantic description language, QWSDL, which describes services on the basis of the provided QoS. 
QWSDL introduces a shared ontology to avoid heterogeneity in service description, and supports rich 
description logic for reasoning. WSCF also offers applications supporting Web Services composition 
through a service called StarWebFlow. 
This framework has been validated by observing the performance of an implementing prototype. 
 
Mule, an Enterprise Service Bus providing lifecycle management of services 
Synopsis 
Goal: To provide a framework that supports the lifecycle of various objects and their 

exposition as services as well as their communication through various different 
channels 

Importance: It the open source best known Enterprise Service Bus 
Kind of 
contribution: 

Tool 

Applicable to Services 
Phase where it 
applies 

From the deployment of services on 

Key Ideas: Wrapping COTS components in web services enabling transparency towards 
service users; providing engines that enable automatic, run-time management, 
which can be regulated through customizable policies. 

Foundations: Web services concepts, conventional middleware architectures 
Validation: Used in various cases by various different users 
 
 
Mule [158] is a flexible Enterprise Service Bus, supporting the encapsulation of many kinds of 
component within services and communication among services over a wide range of communication 
channels. It makes no assumptions about the structure of the messages or about the interfaces exposed 
by the services. It is adaptive to its surrounding technologies rather than prescriptive. All the 
interactions among components are managed by Mule in a transparent way. Moreover, one of the 
functionalities provided by Mule is to allow for a customisable management of the lifecycle of the 
deployed objects. 
 

2.7.3 Approaches for run-time Binding and Re-Binding 
Another aspect particularly challenging in the run-time management of service-based architectures is 
binding, where by binding we mean the process of associating a service request to a service offer. 
Here we are particularly focusing on the run-time management of binding, and on re-binding, i.e., the 
dynamic reconfiguration of binding in order to face changes in the environment or in the requirements 
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of the users. Thus, this section describes approaches focusing mainly on service composability. The 
approach described in 2.7.3.1 also provides a way to improve coarse granularity. 
 
 

2.7.3.1 Automatic Service Binding: specification and matching of offers 
and requests 

 
Synopsis 
Goal: Providing a semantically-rich request language allowing for dynamic binding 
Importance: Aims at enabling dynamic adaptation and focuses on a particular, not very 

explored subject, i.e., the definition of requests 
Kind of 
contribution: 

Technique 

Applicable to Service-based applications 
Phase where it 
applies 

Run-time binding 

Key Ideas: A precise definition of the request language enables automatic binding. The 
defined language is based on fuzzy sets of objects representing services, a 
matching algorithm based on membership functions, and the possibility for the 
requestor to specify some matching preferences. 

Foundations: Programming language, service-based architectures concepts 
Validation: Tests performed about a more recent implementation, within DIANE 
 
In [146] an approach aiming at the automation of Dynamic Service Binding is proposed. Dynamic 
binding allows for the dynamic selection of the service provider, granting more robustness and 
efficiency. Such an automatic mechanism can only be enabled by a detailed, machine-readable 
description of the offered services, a detailed description of the service request, and an automatic 
match between offers and requests. This approach consists in the development of a language for the 
specification of the requests, and a corresponding, ontology based, language for the description of 
service offers. The request is integrated with a complete semantics for the specification of preferences, 
and starting from such a specification a matcher to test an offer against a request is generated. The 
matcher can then use the set of preferences to rank the offers. The matching process is then completely 
controlled by the requestor. 
The language for the specification of the requests is based on fuzzy objects. Request sets contain 
Service objects, representing suitable services for the requestor. To automatize the binding, the authors 
of the paper introduce fuzzy sets of objects: to avoid problems due to multiple matching services or 
the absence of any service meeting the request, the matching of the offered services with the requested 
ones are regulated through a membership function, instead of a crispy one. 
Summarizing, this approach introduces a definition of a language for service requests specification 
which also includes the possibility to specify some preference about how the matching should be 
performed. The precise definition of such a language allows for an automatic binding. 
On the side of offers, the authors focus on building a semantic description of the offered services.  
No implementation of this approach exists at the time [146] was written, but a description of further 
works by the same authors can be found in later papers. In [147], for instance, a language (DSD – 
DIANE Service Description) for an ontology-based specification of services is presented. In this paper 
they also provide an approach which integrates service composition within a matchmaker. This way, it 
is possible to fulfil the requests for those services requiring multiple connected effects. The 
matchmaker integrating the composition approach has been implemented and tested. From their tests 
the approach results to be scalable enough to be used in real-world cases for “on the fly” 
matchmaking. 
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2.7.3.2 Adaptive Location-aware Service Binding 
 
Synopsis 
Goal: Defining an approach for the automatic, location-aware, adaptive binding 
Importance: Offers a mean for the automatic re-binding when a service is found to be no more 

available 
Kind of 
contribution: 

Method and implementation (Atlas) 

Applicable to Service-based applications on mobile devices 
Phase where it 
applies 

Run-time binding 

Key Ideas: Atlas keeps on sampling the position of the user of a mobile device; when the user 
enters a new region where a given service is no longer available, the middleware 
automatically performs a re-binding to a new (similar) service 

Foundations: Service-based applications concepts 
Validation: Small-scale controlled tests 
 
A binding is adaptive when it is able to change itself as needed, according to changes in the state of 
the environment or in the requirements of the users. The adaptivity of binding is, obviously, 
particularly important in the case of highly dynamical environments, such as the context of mobile 
network devices, where location-based applications are widely used (for instance, in the case smart 
phones). In [148], the authors present a middleware to enable adaptive binding in such a dynamic 
context. The presented implementation is Atlas. Atlas continuously tests the position of the user of 
mobile devices, and, when it finds out that a given service is no longer available (for instance, because 
the user enters a different region), it autonomously builds up a binding to a new service. Atlas looks 
transparently for a new service matching the application requests, thanks to the fact it continuously 
monitors the validity of a service. The middleware includes adapters that translate the interface of 
services offered by the provider into an Atlas interface, thus hiding the service protocols to the 
application developer. 
Atlas reacts to service failures according to two policies: a failure determination policy and a failover 
policy, both hard-coded within the framework. 
An implementation of this middleware exists, and it has been tested. In the version presented in [148], 
in which a new binding is only built when a user enters a different region, the introduced overhead is 
quite low, but it could increase if the validity of services is checked at every location update. 
 

2.7.3.3 PAWS: a framework allowing for runtime adaptation of web-
services 

 
Synopsis 
Goal: Service selection and process optimization with run-time adaptation, focusing on 

QoS, mediation, and self-healing 
Importance: Proposing a framework to separate design time and allowing for run-time 

adaptation  
Kind of 
contribution: 

Models + Tools 

Applicable to Web-service processes 
Phase where it 
applies 

Design-time composition and run-time binding and re-binding 

Key Ideas: Designing a flexible process at design time, with a selection of candidate services 
to be invoked, with prepared interfaces for mediation purposes, and agreed QoS. 
At run time, the concrete services are selected based on the process execution 
context and QoS optimization, mediation executed, and self-healing applied in 
case of failure 
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Foundations: Semantically enriched  Service Registry, annotated processes, process QoS 
optimization, QoS agreement, self-healing engine 

Validation: Action Research + Case Study 
 
The PAWS framework [160] (see http://black.elet.polimi.it/paws) proposes an interplay between 
design-time and run-time activities. Starting from an abstract process definition, in the design time a 
selection of candidate services is performed using a semantically enhanced registry, defining mapping 
information to be used for mediation at run time, and negotiating QoS levels with potentially 
participating services. At run time, concrete services are selected, based on QoS global constraints and 
QoS optimization techniques, and services are invoked through a mediation engine to semantically 
transform input and output messages. 
The run-time activities are managed by three modules: a Process Optimizer, a Self-healing module and 
a Mediation engine. The Process Optimizer is in charge of guaranteeing both local and global QoS, 
according to the constraints required by the user. The Self-healing module enables adaptation, 
performing semi-automatic actions in reaction to failures. The recovery could imply service 
reinvocation or substitution. If the recovery requires to substitute the running service, a new service is 
selected, among the candidates. Finally, the mediation engine, which is set up at design-time, redirects 
the invocations of the deployed process to the selected services. 
Two proofs-of-concept have been implemented for this framework, proving the reduction of the 
design effort, and suggesting to focus on the improvement of performances. 
 
 

2.7.3.4 WS-Binder, a framework to enable dynamic binding 
 
Synopsis 
Goal: Providing a framework for run-time service discovery and binding 
Importance: Allowing for automatic, run-time rebinding and run-time, context-aware services 

selection 
Kind of 
contribution: 

Method and tool 

Applicable to Web Services context 
Phase where it 
applies 

Just before composition execution , run-time discover, run-time binding 

Key Ideas: The tool is a binding framework offering many binding mechanisms and policies 
to regulate binding.  Run-time binding occurs when a service is no longer 
available or does not provide the estimated QoS. It is possible to select services at 
run-time.  

Foundations: Web services concepts and basic technologies 
Validation: The tool has been applied to a concrete case study and evaluated 
 
WS Binder [157] is a framework that enables dynamic binding of service compositions. The 
framework offers the possibility of performing different kinds of bindings, and to write customized 
policies that regulate the binding itself. Among the capabilities offered by the framework are: 

• A global binding function, that finds the sub-optimal set of bindings through the exploitation of 
Genetic Algorithms. This approach is run just before the execution of the composition starts. 

• A run-time local binding, that allows for the selection of the services actually available during 
execution, and for basing the selection on context information. This approach can be seen as 
complementary to the previous one. 

• A run-time workflow slice re-binding, which occurs when a service is found to be no longer 
available or the provided QoS violates the constraints of the requestor. If this is the case, the 
execution is stopped, and restarted after a new global binding has been performed. 

http://black.elet.polimi.it/paws
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The binding can be customized by setting some preferences, like QoS objectives, or the 
inclusion/exclusion of some services. The framework also offers an interface that monitors the 
execution of the system, and allows for its management. At run-time, if an actual binding has not been 
previously specified or if a failure occurs, the framework will select the slice of the workflow to be re-
bound, on the basis of the specified preferences. 
The framework has been applied to a concrete case study belonging to the tourism context, and it has 
been evaluated paying attention particularly to the response time. 

2.7.4 Approaches to support run-time Discovery 
By discovery we mean the process of locating the services providing the required functionalities.  
 
Many approaches to discovery have been proposed along years. 
Some of them concern design time while others runtime. Here we are only considering run-time 
approaches. Some are based on information about the functional and non functional requirements to be 
fulfilled, some others on the architectural structure of the SBA, and others include the use of semantic 
descriptions of non functional aspects of services and requirements. However, they all are focusing on 
discoverability of services. Moreover, they also deal with coarse granularity and implementation 
neutrality. 
 
A discovery approach based on the behaviours of services 
 
Synopsis 
Goal: Enable dynamic discovery based on the behaviour of services 
Importance: Provides a method for representing web services and for run-time, dynamic 

discovery 
Kind of 
contribution: 

Technique  

Applicable to Web services context 
Phase where it 
applies 

Run-time discovery 

Key Ideas: Representing each service through an automaton, representing requests as sets of 
the automata representing the required services; the discovery consists in a search 
among the automata. 

Foundations: Service-based systems concepts, finite state automata, web services standards 
Validation: Not provided 
 
In [149] the authors introduce an approach enabling dynamic discovery through a peer-to-peer 
framework. To perform the matching the proposed approach takes into consideration, together with 
the functionalities provided by a service, also its behaviour. Moreover, the system includes a 
reputation model to rank the discovered services. Being this a peer-to-peer architecture, the typical 
limits of a centralized system (such as scalabilty and single point of failure) are overcome. 
The context addressed by this approach is that of web services. A web service is modelled as a triple 
consisting of implementation, service and requests, where the implementation is considered to be the 
BPEL/DAML-S description of the service, and is represented as a finite automaton; the service is 
represented by a finite automaton describing the interactions observed by its user; the requests are the 
set of automata including the services required by the considered one for its execution. 
Each execution of a web service is considered as made up of a number of interactions, and it 
correspond to a path on the service automaton, from the start state to a final state. 
The discovery process consists of a search among the services through their automata, that is, their 
behaviour. Similarly, new services are published according to their service automaton.  
The implementation of the approach as a peer-to-peer structure relies on Chord [150], which 
implements a distributed hash table. The overall system only works properly if a global dictionary for 
the deployed services exists. Such a common dictionary could for instance be achieved thanks to a 
DAML-S ontology. 
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A discovery approach for Semantic Web Services based on ontologies 
 
Synopsis 
Goal: Providing a Discovery Tool based on semantics for Semantic Web Services 
Importance: Offers a way of achieving run-time discovery based on semantics 
Kind of 
contribution: 

Method and Tool 

Applicable to Semantic Web Services 
Phase where it 
applies 

Run-time discovery 

Key Ideas: Performing discovery through a three phase process: starting with a keyword 
based matching on ontology concepts, using pre- and post- conditions for a 
further, logical matching, and providing ranked results  

Foundations: Semantic Web Services concepts, Ontologies, Logic Programming 
Validation: Evaluation of the performance of the developed prototype 
 
An example of this approach is presented in [151], where they describe the discovery engine 
developed within the INFRAWEBS project. The context this approach refers to is the Semantic Web 
Services one. The described engine receives as input the WSML description of the goal, and provides 
a list of Semantic Web Services matching this goal. 
The Discovery process presented in [151] is made up of three steps: 

• Pre-filtering step, consisting of traditional text-based matching algorithms; 

• Logical matching step, based on pre- and post- conditions of both the goal and the candidate 
services selected in the previous step; 

• Finalizing step, when the selection of services is improved thanks to QoS data gathered during 
previous executions. 

The pre-filtering phase can be based on keyword matching on ontology concepts. Particularly, the 
matching is based on axioms, that must be proper formulated to ensure the correct use of semantic web 
services. 
The logical matching, instead, is performed thanks to the use of Prolog. Both ontologies and goals are 
converted to Prolog, and then a proper algorithm, developed in Prolog, allows for the matching 
between the clauses of the goals and the clauses of the web services. For each web service selected 
through pre-filtering an attempt of matching with the goal is made. Then, a ranked list of results is 
provided to the user. The ranking is based on some QoS aspects, including the number of clauses 
ignored on the service and on the goal side. 
An implementation of the described algorithm has been developed, and its performance have been 
evaluated, but since no benchmark of discovery approaches exists it is not possible to make a concrete 
comparison with the performance of other approaches.  
 

2.7.4.1 A discovery approach for supporting Web service run-time 
substitution 

 
Synopsis 
Goal Semantic-based Web service discovery based on similarity 
Importance It returns a ranked set of services having a WSDL description similar to the 

requested one.  
Kind of 
contribution 

Methods and Tool 

Applicable To Services described by WSDL documents 
Phase where it Design-time and run-time 
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applies 
Key-ideas Similarity functions are defined to evaluate service API similarity in view of 

substitutability. Similarity is based on structural and semantic evaluation. The 
similarity among WSDL quantifies the effort for re-coding the client-side when a 
substitution is required. QoS requirements satisfaction criteria are also provided. 

Foundation service similarity, QoS evaluation  
Validation Action Research + Case Study 
 
The approach described in [164] enables Web service discovery by comparing the related WSDL 
descriptions. Such an evaluation reflects how much will be the effort in case a Web service should be 
substituted with another one in terms of re-coding the client-side. The approach takes into account the 
relationships between the main elements composing a WSDL description (i.e., portType, operation, 
message, and part). 
The underlying algorithm combines both semantic and syntactic aspects of the Web service that can be 
derived from a WSDL description. The semantic aspects are related to the goal of the Web service and 
correspond to the names used for the operations and parameters. Instead, the syntactic aspects can 
state the compliance between the input and output structures and the adopted data types. The algorithm 
assumes that, as usually occurs, the WSDL specification of the Web service interface is (semi-
)automatically generated by a tool starting from a software module, such as a Java class. This implies 
that the resulting description will probably reflect the naming conventions usually adopted by 
developers.  
The approach relies on a domain specific ontology where terms usually adopted in a given scenario are 
organized according to semantic relationships such as synonymy (two words have same meaning), 
antinomy (two words have opposite meanings), homonymy (a word with more meanings). Moreover, 
a general purpose ontology, e.g., WordNet, supports the matching between terms that are not included 
in the domain specific ontology.  
The evaluation allows ranking available services for substitution, to minimize missing functionalities, 
incomplete information, and parameter transformations.  
 

2.7.4.2 Context-aware Runtime Web Service Discovery 
 
Synopsis 
Goal: Allowing for context-aware runtime discovery of services 
Importance: Defines context broadly and uses it to perform runtime discovery 
Kind of 
contribution: 

Method + tool (available as a service) 

Applicable to Web services 
Phase where it 
applies 

Run-time services management 

Key Ideas: The runtime matching is based on structural, behavioural, and context conditions, 
where the context includes, apart from the common concepts of context, some 
dynamically changing information. The context operations are described and 
accessed through ontologies. 

Foundations: Graph analysis algorithms concepts, web services concepts, web service 
technologies 

Validation: -- 
 
In [163] the authors present a framework supporting the description and the execution of context-
based discovery queries. The platform allows for the runtime evaluation of structural, behavioral and 
context conditions for discovery and provides a query language enabling the specification of complex 
queries. 
At runtime, the platform accepts queries composed by a BPEL description of the workflow in which 
the service should be deployed, the WSDL describing the required service, and a description of the 
context conditions that the service should satisfy. The platform represents through a state machine the 
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part of the workflow interacting with the required service, and the WSDL is translated into an 
operation type graph. Then the registry is contacted to find matching services. The matching process 
passes through three stages: the first one concerns a structural matching, the second one a behavioural 
one, while the third one the context conditions are evaluated. The context concept here is broader than 
the common one, since it also includes some other dynamically changing information, such as the 
information concerning the provided QoS. Moreover, context operations are grouped into web 
services, and then available through remote invokation. The semantic categories of context operations 
are described by ontologies. 
 
 

2.7.5 Approaches to support the run-time evolution of service-based 
applications 

 
Many approaches supporting dynamic adaptation of SOA have been explored; they allow for dealing 
with changes in the state of the architecture, in the context in which services are executed, as well as 
changes in the requirements of the users, adapting the configuration of the system to meet new needs. 
 
During the last years many studies have focused on how a semantic approach can help in achieving a 
high degree of adaptation in the reconfiguration of SOA. Together with these recent interests, also 
more “traditional” model-based approaches are cited here, as well as approaches that particularly focus 
on the maximization of the provided QoS. With reference to the features of services, these approaches 
deal meanly with service reusability, composability, and flexible configurability. 
 
As defined in 2.5.4, in these approaches the actions to be performed on the system are predefined by 
the adaptation framework. 
 
 

Quality driven service composition [111][165] 
Synopsis 
Goal: Optimization 
Importance: Supports dynamic composition of services with the goal of optimal valuation of 

service qualities 
Kind of 
contribution: 

Technique 

Applicable to Service compositions 
Phase where it 
applies 

Deployment  

Key Ideas: Multi-dimensional optimization of quality service metrics 
Validation: Case study, experiments 
In these works the authors propose an implicit approach towards dynamic service composition based 
on multi-dimensional optimization of quality of service metrics. While the used techniques are 
different, the conceptual methodology is similar. In the approaches the composed process (e.g., in 
BPEL) is designed as a workflow composing elementary tasks. At run-time a concrete elementary 
service is selected to perform a particular task from a community of services that provide the same 
functionality, but have different quality characteristics. The description of the services, therefore, 
should include not only functional aspect, but also non-functional properties that are required in the 
selection process. The authors identify different sets of the relevant quality properties, such as price, 
duration, reputation, reliability, availability, and define the corresponding aggregation functions for 
each of them. The predefined goal of the approach is, therefore, at run-time optimize the values of 
these functions. Since this model is multi-dimensional, the weights should be provided in order to 
define the global criteria. These weights may be predefined, or set by the end user (as a set of 
preferences). 
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Reputation-based dynamic maintenance of composed services [166] 
Synopsis 
Goal: Correction 
Importance: Supports maintenance of dynamic service compositions, when the component 

services fail or become defective 
Kind of 
contribution: 

technique 

Applicable to BPEL processes 
Phase where it 
applies 

Execution  

Key Ideas: Pro-active reputation information propagation 
Validation: Discussion  
 
The approach targets the problem of maintaining dynamic service compositions, when the component 
services fail or become defective. The composition is designed as a BPEL process. However, the run-
time criterion for selecting the best possible service is different. First, the decision is made for each 
invocation of the component services. Second, the decision is driven by the only factor, which is 
service reputation. However, the approach adopts a proactive approach, where the processes 
proactively provide the reputation information about the usage of a service. If the service invocation 
was successful, the reputation is positive, while in case of failure the value degrades. This approach 
allows improving the quality of selection. However, the system integrator has no way to control or 
alter such selection and adaptation process. Interestingly, this technique does not require extra 
description of the component services needed to drive adaptation strategy.    
 

P2P architecture for self-healing processes [167] 
Synopsis 
Goal: Correction 
Importance: Supports to dynamic look-up and replacement of elementary services that failed 

during the execution of the process 
Kind of 
contribution: 

Technique 

Applicable to BPEL processes 
Phase where it 
applies 

Execution 

Key Ideas: Peer-to-peer resource management for publishing and discovery and binding of the 
necessary services 

Validation:  Discussion 
In [167] the authors address the problem of self-healing execution of BPEL processes. The problem 
amount to dynamic look-up and replacement of elementary services that failed during the execution of 
the process. At the implementation level, this amounts to replacing a service invocation with a loop 
containing candidate look-up and invocation, until successful result is obtained. The most critical 
element of the approach is the service lookup, and the authors propose to exploit a peer-to-peer 
Resource Management Framework for this purpose instead of centralized repository. In this 
framework data elements are published, and it is possible to subscribe for changes in their definitions. 
The authors proposed a resource format to embed the WSDL service descriptions into this framework 
for robust look-up and binding.    
 

Generation of adapters for service integration[168][169][170]    
Synopsis 
Goal: Customization 
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Importance: During the design and development time not all the ways, in which the services 
interact, are foreseen. The approaches allow for resolving mismatches between the 
provided and the required functionalities.  

Kind of 
contribution: 

Techniques and methods 

Applicable to Service-Based Application 
Phase where it 
applies 

Composition development and provisioning 

Key Ideas: Automatic generation of mediators based on predefined requirements (e.g., 
deadlock freeness) or semi-automated methodologies for identifying and modelling 
instructions and procedures for adapting the specification (transformation 
templates or commands). 

Validation: Case study 
Several works target the adaptation techniques to overcome various types of mismatches that may 
occur among services developed by different parties. Indeed, during the design and development time 
not all the ways, in which the services interact, are foreseen. The mismatches between the provided 
and the required functionalities should be resolved dynamically.  
 
A common approach to target different types of mismatches is to automatically create certain 
mediators that make the services correctly interact. Depending on the level of the service specification, 
this may amount to signature-based adaptation (syntactic properties of the exchanged messages), 
ontology-based adaptation (exchanged data represent different concepts), or behavior-based adaptation 
(differences in behavioral specification). In order to perform all these kinds of adaptation, the service 
descriptions should provide the corresponding models at the different levels of Web service stack. In 
particular, behavior-based adaptation, generation of adapters [168][169][170], requires that the 
participating service descriptions are equipped with the interaction protocol the service implements. 
Such a protocol may be defined, for instance, as an abstract BPEL process.   
 
While the approach presented in [168] aims at automated generation of an adapter that guarantees the 
non-locking interaction of the services, the approaches of [169][170] transfer the problem to the 
system integrator. In [169] the authors propose taxonomy of different behavioral mismatches and a set 
of parametric behavioral patterns that may resolve the mismatch. The corresponding pattern is 
instantiated when the mismatch is detected and proposes it to the application integrator as a possible 
adaptation strategy.  In [170] the authors propose an algebraic model of six transformation operators 
and the corresponding visual notation that permits, given a pair of required and provided interfaces, 
construct the necessary adaptation. Based on this construction, a mediation engine performs the 
necessary run-time actions for processing and managing the messages and service invocations. 
 
 
Reconfiguration Approach based on local knowledge  
Synopsis 
Goal: Enabling automatic, run-time reconfiguration of service-based systems 
Importance: Allows for run-time adaptation of the system configuration according to changes 

in the context 
Kind of 
contribution: 

Technique and tool 

Applicable to Web Services context 
Phase where it 
applies 

Run-time reconfiguration 

Key Ideas: The properties of a complex system are defined starting from the local knowledge, 
defined as the knowledge about its immediate structure. Local knowledge is used 
to reconfigure the structure of the system when a change in the context is found, 
and is propagated upward when needed 

Foundations: Web services concepts, compositionality concepts 
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Validation: Not provided  
 
To allow for an adaptable reconfiguration, that is, to allow for the automatic reconfiguration of a 
system according to the changes in the context, the system should be context-aware, i.e., it should be 
able to identify the changes in the environment, and choose the best reaction. With this aim, in [152], 
the authors propose an  approach based on semantic properties, which are used to describe a service 
and its current status. Thanks to these properties it is then possible to change the overall configuration 
of the system, according to the changes in the local requirements.  
This approach relies on the compositionality concept to provide a definition of local knowledge as 
knowledge about the “immediate” structure of a complex system, the components of such a system 
and the dependencies among the components belonging to the same layer in the architecture. Thus, on 
the basis of the local requirements of each layer and the properties provided by the web services, the 
properties of a complex system can be defined locally, and then propagated upward as needed, when 
some reconfiguration is required. 
This approach is used in the web services context. A concrete prototype implementation exists, but no 
validation seems to have been provided. 
 
Reconfiguration approach based on SDO (Super Distributed Objects) 
 
Synopsis 
Goal: Providing an approach for run-time reconfiguration of services 
Importance: Supports the continuous provision of services 
Kind of 
contribution: 

Technique and example prototype 

Applicable to Service-based architectures 
Phase where it 
applies 

Run-time reconfiguration 

Key Ideas: Real-world resources are modelled as SDO (Objects). Requests for a service are 
accomplished by a selection of SDO. When a change in the context is 
encountered, the system automatically reconfigure SDOs without interrupting the 
provision of the service. 

Foundations: Service-based architectures concepts 
Validation: Not provided at the time the paper was written (2004) 
 
An approach similar to the previous one (although not strictly model-based) is presented in [129], 
where the authors propose an architecture based on modules, called Super Distributed Object, which 
model resources and objects. According to this approach, the reconfiguration of the system is achieved 
through the re-combination of these SDO in order to fulfil the requests for a service. 
 
 
MAIS project 
Synopsis 
Goal Requirements elicitation and context-aware web applications development 
Importance Focusing on context modelling and automatic generation of web services 
Kind of 
contribution 

Method and  tool 

Applicable To multichannel, mobile, context-aware service-based applications. 
Phase where it 
applies 

from requirements elicitation to service composition

Key-ideas The MAIS methodology concerns the stages from requirements elicitation to 
service composition. Code generation functionalities are provided based on 
WebML. The methodology is based on UMMAIS, Unified Methodology for 
Multichannel Adaptive Information Systems. Flexible service design is supported.

Foundation use cases, WebML, context modelling, flexible service modelling with QoS and 
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context parameters 
Validation Action Research + Case Study
 
 
In [135][137] the authors present a methodology for designing context-aware service-based 
applications, described in the UMMAIS work [136] and in the MAIS book, focuses on context-aware 
service compositions developed within the MAIS project (www.mais-project.it). Context elements 
include personalization, location, role modelling and user profiling. Context changes are considered as 
well. Service compositions in flexible services are designed. A special emphasis is put in the design of 
front-end services, which are based on back-end flexible service compositions. 
 
 
Adaptation in Semantic Web Services 
Synopsis 
Goal Providing a tool for web services protocol mediation

Importance Allowing for the interaction between two services relying on different protocols
Kind of 
contribution 

Method and  tool 

Applicable To Web services 
Phase where it 
applies 

Run-time binding 

Key-ideas Protocol mediation allowing for the automatic adaptation of the service requester 
behaviour meeting the constraints of the provider’s interface, by abstracting from 
the existing interface description. A shared ontology is used to understand the 
semantics of the domain actions. 

Foundation Web services concepts, ontology concepts
Validation -- 
 
[171] focuses on web services protocol mediation by providing a framework that allows for the 
interaction between two services despite the difference of the protocols they rely on. Mediation allows 
automatic adaptation of a service requester behaviour while meeting the interface constraints of the 
service provider. This is done by abstracting from the existing interface descriptions before services 
interact and instantiating the right actions when contracting a service. To be possible, a framework 
managing these levels of abstraction was provided. It consists of defining abstract primitives used by 
services during their interaction that will be mapped to concrete primitives that represent the real 
actions in terms of messages exchange between the two communicating parties. Monitoring is 
however necessary for ensuring the correct use of the abstract primitives that must follow the 
constraints defined for the service in a low level description language. It could be stated in a state chart 
expression. An ontology of shared concepts (of the business domain for example) where each concept 
used in the protocols is defined is also necessary for understanding the semantics of the domain 
actions which in addition have to be exploitable by the machine. 
 

2.7.6 Approaches to support on-the-fly composition of Services 
Among the approaches facing the run-time management of services, some approaches particularly 
focus on providing the possibility to perform on-the-fly composition of services. On-the-fly 
composition allows for composing services according to the current state of the context at the moment 
the service is actually required. 
This approach is particularly useful in highly dynamic contexts. Once again, the approach focuses on 
composability of services. 
 
Agent-based Service Composition 
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Synopsis 
Goal: Enable dynamic service composition to enable continuous provision of media 

services in wireless environments 
Importance: Offers a method to enable dynamic, on-the-fly composition of services 
Kind of 
contribution: 

Method 

Applicable to Wireless context, with media services 
Phase where it 
applies 

Lifecycle management of services 

Key Ideas: The service broker is made up of a set of five different types of agents; the 
composition is made up by the proper agent after the request of the user, according 
to the availability of the services; information about the context is used to verify 
the availability of a service at a certain time. 

Foundations: Mobile agents foundations, service-based architecture concepts 
Validation: Development of a service for the real-time multimedia stream playback to a 

wireless client 
 
Here we are presenting an approach described in [159]. This approach is based on the exploitation of 
agent-based concepts, and allows for dynamic, on-the-fly composition of services. The aim is to 
enable service-based multimedia applications for wireless clients.  
The system implements a decentralized discovery approach through a network of five different types 
of agents. These agents cooperate with each other to enable dynamic service composition, dealing with 
service availability. Indeed, when the request for a service arises, a Planning Agent plans the 
composition of services required to accomplish the request. Then, the composition of component 
services is performed on the basis of the present availability of the different concrete services. If a 
selected Services is not available, another “equivalent” service is selected. Moreover, a different kind 
of context is associated with each type of service considered (Composite Service, Component Service 
and service instance). Such a context contains information about the service it is associated to. For 
instance, the context associated with each Component Service contains information about the number 
of running instances of that service, and their status. 
To validate this approach, the authors have built a real-time multimedia stream playback to a wireless 
client. To provide a proof-of-concept, the idea is to build an implementation based on Jini. 

2.7.7 Summary of the approaches and their relevance to the design of 
adaptable service-based applications 

Within this section we have provided an overview of the approaches dealing with the run-time part of 
a service life cycle. Particularly, we have chosen to present approaches allowing for the achievement 
of adaptation at run-time. Let us now point out how these approaches can be usefully employed to 
support the development and management of service-based systems. 
With reference to figure 2, these approaches can be exploited to perform the stages included in the 
left-side cycle. Some of them, the one presented in 2.6.1, deal with the deployment stage, but with 
reference to the dynamic deployment, rather than the one which comes after design. 
In section 2.6.2 and 2.6.6 some approaches are presented allowing for the management of services 
during their execution time. These approaches can offer support especially for the “Operation, 
management and Quality Assurance” phase in figure 2. However, “quality assurance” is an issue taken 
into consideration also within other stages, such as in deployment (see approach about “QoS-aware 
deployment”). Indeed, QoS provision is a key goal of many adaptive approaches, especially those 
concerning dynamic binding (see PAWS), dynamic configuration and deployment. 
Most of the described approaches mainly deal with the last three stages of the run-time cycle in figure 
2, and many of them particularly focus on designing adaptation strategies and on the ways of enacting 
adaptation. For instance, considering approaches dealing with dynamic binding, PAWS concentrates 
on the way of enacting adaptivity, while WS-binder also takes into account policies and strategies to 
achieve adaptive binding.  
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Similar considerations can be made about the other phases we have described, such as discovery, 
service management and configuration. About the latter, for instance, the approach described in the 
“model transformation” approach particularly focus on the strategies, and how to actually apply them 
to achieve run-time adaptation.  
Finally, some of the described approaches, instead of concentrating on the actual achievement of an 
adaptive behaviour, focus on general purpose considerations. For instance, the QoS approach to 
dynamic deployment described in 2.7.1.2 presents a generic mathematical framework to obtain 
configurations providing the highest QoS in grids. 

3 State of the art on HCI knowledge for service-based 
applications engineering 

Human-Computer Interaction (HCI) has been defined as “a discipline concerned with the design, 
evaluation and implementation of interactive computing systems for human use and with the study of 
major phenomena surrounding them” [194]. It is the study of the interaction between humans (both as 
individual users or groups of users collaborating) and computers, here taken in the broadest sense and 
hence including computerized devices and large scale computer systems as well as stand-alone 
computers. HCI aims to improve the interaction between humans and computers by making the latter 
both more usable and useful for the users. It proposes various theories, methodologies and techniques 
in the design and evaluation of computer systems (e.g. for interface design or information architecture) 
in order to achieve its aim, and also researches novel human-computer interaction paradigms.  
 
As well as being accessed and used by other services or applications, services and SBAs can require 
interaction with human users taking part in the business process enabled by the service, or imparting 
human intelligence to the relevant services (e.g. the Amazon Mechanical Turk web service [195]). 
This interaction is supported in BPEL by BPEL4People, an extension to the language that defines 
human tasks through Web Service Human Task (WS-Human Task) and describes them as activities 
with WS-BPEL Extension for People [196]. This section explores whether HCI can further contribute 
to the integration of human actors in SBAs by providing richer, more contextual descriptions and 
models than those currently available. It further examines whether an explicit integration of current 
HCI knowledge into approaches to the engineering of SBAs would support their development. 

3.1 Task Modeling 
Approaches to the engineering of SBAs (e.g. SOMA or SLDC) comprise phases for the analysis of 
applications functionalities and business processes in order to inform their implementation as services. 
The human element however is not specifically taken into account, and HCI task modeling techniques 
may contribute to the output of these phases by focusing on the tasks and the human users rather than 
on the system in place and the processes to be. They may as well support the definition of appropriate 
level of granularity, and functional service cohesion for SBAs by helping to clearly scope and define 
tasks for their later implementation as service operations. 

3.1.1 Overview 
A task model describe structured sets of activities [197] - often in interaction with a system influenced 
by its contextual environment - that the user has to perform to attain goals [198]. In cognitive 
psychology, task models are a means for formally describing human problem solving behavior [199].   
Tasks models enable designers to represent and manipulate a formal abstraction of the activities that 
ought to be performed in order to reach user goals; the information necessary to their generation is 
usually obtained from documentation and observation. Typical characteristics include their 
“hierarchical structure, the task decomposition and sometimes the temporal relationships between 
elements” [200]. Their attributes and related information usually consist of general information (task's 
identifier and extended name, category and type, frequency of use, informal annotations, possible 
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preconditions...), the interface or domain application objects (name and class) that have to be 
manipulated to perform it, and the estimated performance time [201].  
 
Task models may have various applications at different stages of the software life cycle: they help 
understanding how people currently work [202] so they can function as a requirements elicitation 
device and indicate how activities should be performed in an application being designed. They allow 
for the software design to be described more formally, analysed in terms of usability, and be better 
communicated to people other than the analysts [201], [202], [203]. Wilson et al. [204] also propose 
such models to be used as a core for the task-centered design of user interfaces [205]: they can inform 
the design of user interfaces (more particularly the choice of appropriate dialogue elements for the 
individual atomic activities) and the analysis of the cognitive complexity of existing interfaces.  

3.1.2 Approaches and Techniques 
A number of task modeling techniques have particular angles or focus that would not be suitable to 
model tasks for their later implementation as SBAs’ operations; those will not be described here.  
 
HTA (Hierarchical Task Analysis) 
 

Synopsis 
Goal: Describe structured sets of activities 
Importance Permits the representation of tasks leading to user goal(s)  
Kind of 
contribution 

Technique 

Applicable 
to 

SBAs 

Phase where 
it applies 

Analysis, Design 

Key Ideas Hierarchically decomposes tasks, represents constraints on them using plans  
Foundations Task decomposition  
Validation Commercial projects 

 
HTA represents the relationships between tasks and subtasks by a hierarchy of operations (what 
people must do within a system to attain a goal) and plans (the necessary conditions to undertake these 
operations). They can be represented in either tabular or diagrammatical form (see Fig. 1 for an 
example) and are one of the most commonly used modeling technique although it may be both time 
and effort consuming to obtain some of the necessary information or to evaluate conflicting comments 
[206]. The layout of the tasks and subtasks does not represent a temporal relationship - only the plans 
express constraint as to the order in which tasks and sub-tasks can be carried out - and so a HTA 
diagram is suitable to represent asynchronous processes. Any level of granularity may be represented 
and tasks that will not be decomposed further within the diagram are recognisable by the horizontal 
line drawn under them - it would be possible to model interoperability between several services 
cooperating for the execution of a process using this notation.  
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Fig.1: HTA for operating an overhead projector [207]  

 
 
 
CTT (ConcurTaskTree) 
 

Synopsis 
Goal: Describe structured sets of activities 
Importance Permits the representation of tasks leading to user goal(s) 
Kind of 
contribution 

Technique 

Applicable 
to 

SBAs 

Phase where 
it applies 

Analysis, Design 

Key Ideas Hierarchically decomposes tasks, represents choice, information exchange and 
temporal relationships between them  

Foundations Task decomposition, LOTOS (Language of Temporal Ordering Specifications),  
Validation Case study  

 
CTT is a widely used notation as it contains a rich set of operators. It can be supported by a tool, 
CTTE (ConcurTaskTrees Environment) which facilitates the creation, visualization and sharing of task 
models. Proposed by Paterno ([208]), CTT can represent different task types (user, application, 
interaction or abstract) as nodes in a task tree; it shows the relationships (including choice, exchange 
of information and  temporality) between the tasks at a same hierarchical level using operators (see 
Fig. 2 for example).  
Sinnig et al [202] have implemented an extension to CTT that may be used for the modeling of tasks 
whose execution is distributed and relies on cooperation and interaction with other tasks (including 
human ones); additionally CTT has already been used with success to “obtain the operations that 
implement the requirements of a web application in a Service Oriented Architecture” [209].  
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Fig. 2: CTT for accessing student data (in CTTE) 
 
 
It may also be interesting to note that the repetitive modeling of the same tasks in case of service reuse 
in different SBAs could be addressed by the use of Task Patterns - context-specific, problem-centered 
task fragments which can be reused for building task models - as described in [210]. 

3.1.3 Discussion 
Current service-oriented approaches rely primarily on business process models and notations such as 
BPEL to indicate the process-oriented context in which a service needs to be invoked; however 
process models normally lack other important information about the actor who is performing the 
process and his actions. Task models have semantically richer models and notations and may provide 
more context-specific information to inform SBAs’ modeling: their specific semantics permit different 
possible uses of task models in service-centric systems; for example tasks and operations in HTA can 
map to specific service capabilities, thus enabling finer-grain service discovery and selection. 
Likewise, the distinction between abstract, interaction, application and user tasks in CTT can be 
mapped to different service types, thus informing more effective service composition, especially if 
finer-grain services are available. 

3.2 User Modeling 
Services are supplied by providers for use by other entities; as specified in the OASIS definition “the 
eventual consumers of the service may not be known to the service provider and may demonstrate uses 
of the service beyond the scope originally conceived by the provider”. In order for systems and 
humans to successfully cooperate it is important to take into account some of the qualities and 
characteristics of people. For each human user, a service should behave as if it were designed with 
their specific needs, abilities and expectations taken into account in order to allow for a seamless and 
efficient interaction. It is a feat that is difficult to achieve considering there is no one typical user of a 
system, but many different ones who have changing requirements as their context of use and their 
level of experience evolve. 
User modeling is an essential technique that can support the personalization of services for adaptation 
to a user by analyzing and representing the user’s characteristics and attitudes.  

3.2.1 Overview 
According to Carmichael et al [211], the term user model encompasses both the notion of the 
idiosyncratic model developed by an individual user, and the idealized model which the designer 
considers an appropriate one for users to develop.  
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The definition we will employ here however will be that of [212], with user models considered as 
“models that systems have of users that reside inside a computational environment”. Here the models 
are a system's representation of user characteristics, and focus on acquiring and representing the user’s 
preferences, goals, and level of knowledge. In keeping with Stary [213], they contain all the properties 
of an individual user that are necessary to adapt a computer system to this user’s needs, with the 
adaptation being oriented towards the experiences, the behavior during interaction, the goals, and the 
further needs of users.  
The key characteristics for user models are usually categorized as personal characteristics, which are 
relatively stable over time, or system-dependent characteristics (such as goals, motivation and 
expectations) which are variable depending on the system [214]. The personal characteristics can be 
further decomposed into general characteristics (e.g. age, gender, personality) and the user’s 
previously acquired knowledge and abilities (such as experience or cognitive abilities). Shifroni et al 
[215] add that the user model should also contain aspects of the immediate context of the user while 
Frias – Martinez [216] comment that among all human factors, gender differences, levels of expertise 
and cognitive styles have been recognized as especially relevant to users’ interaction with the Web.  
Rich in [217] identifies three dimensions for the models in which they can either be:  

• canonical (model of a single user) or a collection of individual user models, 
• explicit (i.e. user specified) or implicit (system-inferred), 
• long-term (built from relatively long term facts e.g.) or short-term. 

 

3.2.2 Approaches and Techniques 
User model data can be implicit and obtained through observation (automatic user modeling) or 
explicit and directly collected by involving the user (Cooperative user modeling) [218]. Approaches to 
user modeling that may be applicable to the engineering of SBAs include Group modeling and 
Distributed User Modeling.  
 
Distributed User Modeling:  
 

Synopsis 
Goal Represent user’s characteristics 
Importance User characteristics inform the design and adaptation of systems 
Kind of 
contribution 

Methodology 

Applicable 
to 

SBAs 

Phase where 
it applies 

Design, Run-time 

Key Ideas Use a client-server architecture to centrally maintain user model fragments 
Foundations Ubiquitous computing 
Validation Academic projects 

 
User Modeling Servers with a client-server architecture allow the user model information to be 
imported and maintained in a central repository from which it is concurrently accessible to 
applications. Rather than monolithic user models, distributed user model fragments [219] are used that 
can be maintained by several agents and are often quite shallow, inconsistent with one another and 
reflect not only characteristics of the users, but also some of the social relationships among them 
[211].  
The wide range and increasing availability of software services means that rich user models combining 
information from varied sources could be developed using this approach to inform the engineering of 
SBAs 
 
Group modeling :  
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Synopsis 
Goal Represent user’s characteristics 
Importance User characteristics inform the design and adaptation of systems 
Kind of 
contribution 

Methodology 

Applicable 
to 

SBAs 

Phase where 
it applies 

Design, Run-time 

Key Ideas Use stereotypes to categorize users and infer additional characteristics 
Foundations Expert Systems 
Validation Academic projects 

 
User Modeling Shell (UMS) systems act as separate user modeling components that group users using 
stereotypes from which they infer their characteristics; they are domain-independent and hence respect 
SBAs’ loose coupling and reusability.  
User stereotypes here refer to a descriptive enumeration of a set of traits that often occur together 
[217]. The necessary information to build them can be gathered among others through the observation 
of the users interacting with the system or the analysis of their interaction history. A stereotype is 
described by: 

• the user experience with respect to the task,  
• System experience, related to the user’s general technological skills,  
• The task motivation - the attitude of the user towards the task. 
• the user’s experience and skill in using state-of-the-art HCI devices (all from [213]). 

3.2.3 Discussion 
User modeling approaches have not so far been considered in methods for developing service-centric 
systems. Their integration however could provide an important source of context information for the 
development of SBAs as well as for their discovery, composition and monitoring at run-time. The 
decoupling of the user models from the applications  
The monitoring components of in SBAs could also potentially gather user preferences automatically 
and either maintain their user models or construct new ones as appropriate. 
A possible research direction also emerges here as the exploration of user models in the presence of 
the service-centric systems that users work with, this in keeping with Chin ([220]) as he states that 
user models cannot and should not be separated from the software system that uses them. 

3.3 User Interface: Automatic Generation and Portlets 
User interfaces are the most important point of contact with a system for a user; they are of a crucial 
importance to the efficiency, usefulness, and overall experience in interacting with the system. It is 
hence paramount for those services that require a user interface to get the design right.  
The costs of providing high quality user interfaces for different platforms and different users accessing 
various combinations of services however would be high, both economically and in terms of the 
complexity of the operation; Automatic User Interface Generation is an area of research that yields 
promises to address these issues.  

3.3.1 Overview 
The user interface (UI) can be considered as the visible, physical representation of systems that allow 
users to interact with them and use the systems’ functionalities. They are an abstracted description of 
the system’s behavior, pared down to avoid overloading the user with irrelevant or unnecessarily 
abundant information [221]. 
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Initiatives for generating graphical user interfaces (GUIs) for web services exist. WSUI (Web Service 
User Interface) is one such initiative that allows the creation of user interface components for web 
services. It requires however human operators to write additional code in order to permit the 
invocation of the WSUIs.  
Automatic User Interface generation aims to allow designers to specify user interfaces at a very high 
level, and have the system provide the details of the implementation [222]. User interface generators 
often either define rules relevant to the appropriate design conventions for each application, or rely on 
human designers to add design conventions to interfaces after they have been automatically generated. 
Related academic projects include SUPPLE, SUPPLE++  and ARNAULD [223], and PUC [224]. 
 
Nichols et al [225] researched the viability of automatic interface generation. They demonstrated that 
an automatic generator applying good HCI practice in its generation had the potential to improve 
usability by automatically ensuring the new interfaces generated were consistent with user’s previous 
experience. The interfaces were also found to be easier to learn for novice users and had the added 
benefit of being portable to other devices. The conclusion was that automatic interface generation is 
now viable, and especially desirable where users will benefit from individualized interfaces or where 
human designers are constrained by cost and other factors.  
Gajos et al [226] illustrated a special case of automatic user interface generation enhancing the 
usability of a system. They identified motor-impaired users that had to rely on specialized assistive 
technologies (devices enabling or facilitating task performance by users with disabilities) as direct 
beneficiaries of this approach - assistive technologies, although useful, bring issues of their own such 
as cost, complexity, limited availability and a need for ongoing maintenance. Furthermore, it is 
estimated that only 60% of users who need assistive technology actually use it, and automatically 
generated ability-based interfaces could help circumvent the need for it by adapting the software to the 
capabilities of its user rather than the other way round as is the case at the moment.  
 
Another related technology of interest is that of portlets.  
A portal is a system for collecting, tailoring and displaying different kind of data onto a single screen 
for a user, and portlets are basic components of portals. A portlet represents an interactive web mini 
application and is deployed on portal server (see Fig. 3). It renders markup fragments that the portal 
can integrate into a page, and may represent the user interface of part or the whole of an application.  
Web services exposing part of an application’s business logic are often defined to be integrated into 
portals. However all portals wishing to integrate them must re-implement the user interface; a 
suggested solution is to provide the service as a remote portlet returning HTML markup fragments 
rather than plain data [227]. Interactive web services (unlike data-oriented ones) are presentation-
oriented and can carry fully rendered markup to be included within a portal page; they usually offer 
one or more portlets and WSRP – Web Services for Remote portlets [228] – permits the use of remote 
portlets as if they were locally accessible. 
 



S-CUBE PO-JRA-1.1.1 
Software Services and Systems Network 
 

External Final version 1, dated 14 July 2008 82

 
Fig.3: Sample portlet based portal [227] 

 

3.3.2 Approaches and Techniques 
There exist general HCI principles, guidelines and industry standards (e.g. [229], [230]) that provide 
support and guidance in the development of user interfaces at different levels of abstraction. Their 
usefulness and necessity is widely accepted in the engineering of software systems in general. 
In the specific case of automated generation of user interfaces for web services however, the use of 
Smart Templates is of particular interest.. 
 
Smart templates:  

Synopsis 
Goal: Permit the automatic generation of user interfaces 
Importance Decreases UI development overheads without compromising principles of good 

HCI design 
Kind of 
contribution 

Technique 

Applicable 
to 

SBAs 

Phase where 
it applies 

Design, Run-time 

Key Ideas Predefine parameterized templates for later application to automatic interface 
generators 

Foundations HCI interaction design, Automatic interface generation 
Validation Academic project 

 
Nichols et al [231] propose to improve the quality of automatically generated user interfaces and make 
it comparable to that of hand-designed ones by using and applying HCI design conventions.  
Smart templates, the technique they describe, uses parameterized templates (defined in advance by 
template writers who specify the set of states and commands to be included) to allow automatic 
interface generators to create interfaces that are usable and consistent with other user interfaces on the 
same device. 
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3.3.3 Discussion 
Despite significant advances, automatically generating user interfaces is still a challenging task that 
suffers from different problems. Technical difficulties mean that there are limitations on the kind of 
interfaces that can be produced as well as a degree of unpredictability. The generated interfaces can 
also sometimes be considered not as  good as those created with conventional programming 
techniques [222].  
The key challenge for service-centric systems is to deliver in an automated manner user interfaces that 
are at least as usable and useful as those developed by experienced engineers and analysts. New 
semantics for discovering and composing portlets are needed to deliver usable interfaces, both at 
design-time and run-time; one possible approach would be to seek to emulate experienced human 
designer as is done with the Smart Templates technique. 
 

3.4 User Error Analysis 
User error is a common feature of interactions between users and computer-based systems. While 
better interaction design can avoid some errors occurring too frequently, all user errors cannot be 
eradicated. Available services and current service-centric systems do not address user (or other forms 
of non-software) error effectively, which suggests 3 major research challenges for the development, 
but also the running of service-centric systems: 

• How to design and publish software services that can handle and respond to user errors? 
• How to compose and orchestrate software services that can handle and respond to user errors? 
• How can the discovery, composition and orchestration reduce the range and frequencies of 

errors that occur when users work with service-centric systems? 

3.4.1 Overview 
HCI's outlook on human error have evolved with time. They were initially considered as the causes of 
accidents that originated from people's fallacious assessments and decisions; however modern error 
theory now regards human errors as the symptoms of trouble deeper inside a system. It seeks to 
understand and address how operators' erroneous actions connect to their tools, tasks and environment 
(Dekk, as cited in [232]).  
Many definitions for errors have been proposed (Senders and Moray [233], Woods et al [232], Isaac et 
al cited in [234]); the definition adopted here is that of Reason [235], of error as a generic term to 
encompass all those occasions in which a planned sequence of mental or physical activities fails to 
achieve its intended outcome, and when these failures cannot be attributed to the intervention of some 
chance agency. 
 
Norman (as cited in [232]) differentiates between two types of errors: slips and mistakes, to which 
Reason [197] proposes to add a third one: lapses. 
Norman defines slips as action errors or errors of execution triggered by a person’s organized 
knowledge, memories, and experiences that resulted from the combination of environmental triggers 
and schemas. Lapses are primarily memory errors and are less observable than slips, occurring when a 
person becomes distracted in the performance of a task. 
Mistakes are explained as errors of thoughts in which a person’s cognitive activities lead to actions or 
decisions that are contrary to what was intended.  Rasmussen (cited in [194]) further expands the 
cognitive aspect of errors and proposes 3 types of operator performance and associated errors: 

• skill-based performance errors which, like Norman’s slips, are largely errors of execution 
• rule-based performance errors resulting from a human inability to correctly assess a situation – 

either through lacking the necessary information or applying the wrong rule to it 
• Knowledge-based performance errors, the product of shortcomings in operator knowledge or 

limitations in his ability to apply existing knowledge to new situations. 
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All of these types of user error are possible during interaction with service-centric systems, and future 
methods, technologies and services need to have capabilities to handle such errors. 
It is however important to note that the occurrence of errors is not necessarily non-constructive. 
Strauch [232] for instance comments that some situations such as learning new skills call for errors: 
people sometimes require feedback to realize they have committed errors. This view is shared by 
Senders & Moray [233] and Van Dyck et al [236] who agree that zero-error policies underestimate or 
ignore the potentially positive value of errors. Opportunities hence exist for services that support error-
based learning during interaction. The lack of formal training or help resources in using some services, 
especially those embedded in transactions, is another argument to allow for “learning by doing”. 
 
Reliable error detection is paramount to the handling of errors in systems since in order to recover 
from an error it is necessary to become aware of its occurrence in the first place. This awareness can 
be triggered by many events such as a mismatch between the expected and the observed outcome.  
Bagnara et al (cited in [234] have proposed a taxonomy of error identification which, crossed with 
taxonomies of services types and their possible user interactions, may guide error handling in service-
based applications.  The extent to which service-centric systems can support human user’s error 
detection is undetermined and the scope of this challenge will be discussed later in this section. 

3.4.2 Approaches and Techniques 
It may be of interest to note that when considered from an HCI point of view, human error analysis is 
influenced by two main perspectives: psychological – “the error is in the head” – or systemic, where 
the error is “in the world” and hence linked to tasks, tools and the work environment (Dekker, [237]); 
Wiegmann et al's viewpoints on error (in [238]) further refine the psychological and systemic 
perspectives.  
 
Human error analysis and detection in HCI is often informed by using methods stemming from fields 
such as Safety Critical Systems Analysis such as Probabilistic Risk Assessment (PRA) (e.g. event and 
fault trees to identify potential areas of risk) and Human Reliability Analysis (HRA) (to quantify the 
likelihood of human error occurring in given situations). More specific HCI approaches can however 
be used for human error analysis and handling. 
 
THEA: Technique for Human Error Assessment Early in Design 
 

Synopsis 
Goal: Anticipate human interaction failures before a system becomes operational 
Importance Interaction design contributes to reducing the likelihood of human errors occurring 
Kind of 
contribution 

Technique 

Applicable 
to 

SBAs 

Phase where 
it applies 

Planning, Analysis, Design 

Key Ideas Potential interface problems can be discovered and handled early in the design 
process 

Foundations Human Reliability Assessment, Cognitive Walkthrough 
Validation Commercial project 

 
THEA takes into account the context of use in its human error assessment; it is meant for use early in 
system’s development cycle to drive their interaction design while anticipating interactions failure. 
It captures usage context using scenarios, structures and interprets the information they yield using 
decomposition techniques, identifies areas of design where cognitive failures may occur and assesses 
their possible impact on the system (Pocock et al [239], illustrated in fig. 4).  
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Fig. 4:  The THEA process [239] 

 
Guidelines for handling human errors: 
Rizzo et al [239] notably have produced the following set of guidelines for managing errors in user-
centered design: 

• Make the action more perceptible – improve the match between actions and their outcomes 
• Use Multi-sensory feedback 
• Display message at high level but with specific content – improve the understandability and 

appropriateness of error messages for users 
• Provide an activity log 
• Allow comparisons between related outputs 
• Make results available to user evaluation and allow user control on the display format 
• Provide results explanations 

3.4.3 Discussion 
The diversity of users that may potentially use services (and their accordingly various levels of IT 
literacy) means that all efforts should be made to ensure that  the design and operation of services is 
such as to minimize the occurrence of errors, to improve error resilience and error concealment where 
necessary, and to ensure that, if they do occur, they will be handled properly. Models and notations for 
reasoning about services need to handle error semantics, and service capabilities to handle errors must 
be documented. Integrating information about error likelihood and prevention in software services 
might be a challenge that an appropriate framework in the engineering of services could contribute to 
addressing.  

3.5 Personalization 
Personalizing services would enable tem to better serve the users by anticipating needs, making the 
interaction efficient and satisfying for both parties, and building a relationship that encourages the 
services reuse. 

3.5.1 Overview 
Personalization involves a process of gathering user-information during interaction with the user, 
which is then used to deliver appropriate, tailored content and services to the user. The aim is to 
improve the user’s experience of a service [241].  
The personalization of service-centric systems can occur at two basic levels: that of the individual 
service and the service orchestration. At the level of the individual service, different services can be 
invoked for different users, and different parameter values can be input to the same service. At the 
level of service orchestration, user access data can be used to inform the orchestration of services and 
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personalize it to users’ preferences. For the personalization to occur, the services must be context –
sensitive (with the user context here being an aggregation of the user’s location, previous activities and 
preferences, [242]) and adapting accordingly. Much research has been conducted, looking into 
delivering adaptive web content (e.g. the AVANTI project [243]), as well as the issues and challenges 
associated with it [244], [245], [246]. 

3.5.2 Approaches and Techniques 
Two main approaches may be of interest in the personalization of service-centric systems delivered 
over the web: one based on adaptive hypermedia techniques, the other on filtering and 
recommendations techniques. 
 
Adaptive hypermedia  
 

Synopsis 
Goal: Adapt the system to the user 
Importance Adaptation supports context-appropriate delivery of services  
Kind of 
contribution 

Methodology 

Applicable 
to 

SBAs 

Phase where 
it applies 

Composition, Run-time 

Key Ideas User models inform the adaption of systems to the users themselves 
Foundations  
Validation Commercial project 

 
This approach aims for the system to be adapted to the user in such a way that the information 
presentation is understandable to the user, fits his needs and constraints (e.g. platform used, 
environment), and the user is steered towards relevant information. User Models are extensively used 
to guide the adaptation, which may be content-based or access-based (a user’s past interaction with the 
service may be used here) although a combination of both is possible. 
 
Filtering and Recommendation - based approach 

Synopsis 
Goal: Adapt the system to the user 
Importance Adaptation supports context-appropriate delivery of services  
Kind of 
contribution 

Methodology 

Applicable 
to 

SBAs 

Phase where 
it applies 

Composition, Run-time 

Key Ideas User models inform adaptation of systems to the user themselves and to other users 
Foundations Information filtering 
Validation Commercial project 

 
This approach is based on the interests, preferences, likes, dislikes, and goals a user has; the 
information is mostly stored in a modeling server [245]. Resources are recommended according to 
features extracted from a resource content, or to ratings of a user or learner of similar profile [246]. 
The recommendations are usually based on collaborative filtering - [247] reported that this mechanism 
was able to provide content recommendations to individual users within a multi-user environment with 
a high level of user satisfaction, and without the need for user authentication or profile creation. 
Inductive logic programming [248] has also been used with good results, as has benefit theory (during 
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a search, the search engine asks for a few questions which help characterize the user with respect to 
the search item). The prediction based on benefit was reported to be distinctively more accurate than 
collaborative filtering, but the challenging part of this solution would be in coming up with sets of 
questions that are accurate but small enough to help characterize users without making them feel 
overwhelmed. 

3.5.3 Discussion 
How to provide intelligent services that leave the user in control? The challenges are to discover how 
much intelligence has to provided, for what purpose, in which situations, how to sense changes of 
context and to adapt to other cultures and languages while addressing related privacy concerns, laws 
and industry self- regulations that may be in effect [249]. 
The success of service-centric systems will be affected by their ability to resolve fundamental 
challenges that existing technologies don't sufficiently address; personalization is one of these 
challenges. If web services can be successfully personalized to accommodate every user context and 
overcome cultural and language barriers, they can become a truly global phenomenon [250]. 
Research and practice on user personalization in HCI provides important evidence with which to 
design service-based adaptation. Approaches taking into account users’ past interactions and their user 
profile can inform service-based adaptation if monitoring identifies which users access which services.  

3.6 End User Customization 
As with personalization, the fact that the same services could potentially be used by millions of 
different consumers makes it crucial that services are customizable to accommodate the different 
requirements of those users.   

3.6.1 Overview 
Customization refers to the design and creation of content that meets a customer’s specific needs; 
customized content is not delivered dynamically (e.g., personalization), but is created by an author for 
a specific requirement and is static until changed [251]. 
The customization of web-based applications is often considered a designer skill rather than an end-
user need. However, there is an ongoing shift to end-user-centered technology, and even users with 
poor or no skill in web-based languages may feel the need to customize web applications according to 
their preferences. Accommodating the user’s needs by building technology that would help users help 
themselves would ensure the users can stay in control and are able to personalize the application in a 
way that satisfies, mitigates, or enhances their various emotional states and needs [252]. 
Although web authoring environments have an increasing number of features, the challenge of 
providing end-users with the ability to easily customize entire Web applications still remains unsolved 
[253]. 

3.6.2 Approaches and Techniques 
Existing approaches to customization are either mainly component-based, or reuse end-user 
customization. 
 
Component-based approach 

Synopsis 
Goal: Allow users to select and move content units on web pages 
Importance Enables users to customize the content and layout of web pages 
Kind of 
contribution 

Technique 

Applicable 
to 

SBAs 
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Phase where 
it applies 

Run-time 

Key Ideas Record user’s customization settings to automatically apply them to the same or 
similar web pages on subsequent visits 

Foundations - 
Validation Commercial project 

 

This approach to end-user customization has been previously used on the desktop environment to 
enable the personalization of Web pages. Web pages such as Google Personalized Homepage (see fig. 
5) allow users to choose content units to be displayed in the page, and to select the areas of the page in 
which these units should appear. Support for such technique is limited to a few sites however and the 
customization options offered are restricted. Users also need to be familiar with the different interfaces 
provided by each site [254].  

      
Figure 5: Google Customization Feature 

 
The FLEXIBEANS component model and the FREEVOLVE tailoring platform are based on this 
approach and embody concepts and software developed by Stiemerling [255][256], Won [257], and 
Hinken [258].  
Variants of this approach are taken by a number of systems, including Chickenfoot [259], 
Greasemonkey [260] and Platypus [261]. Chickenfoot and Greasemonkey provide programming 
interfaces for the desktop through which users specify actions to be performed on page content, such 
as removing elements. The development environment runs inside a browser and allows the user to 
customize the page currently being viewed (see fig. 6). Platypus adds a What You See Is What You 
Get (WYSIWYG) interface to Greasemonkey, allowing desktop users to perform customization 
graphically. However, none of these systems employ algorithms to ensure customizations are long-
lived, nor are able to automatically reuse customizations on similar pages.  
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Fig. 6:  Chickenfoot development environment [259]. 

 
It is worth mentioning that no matter how well a tool is designed for end users, they will use it in 
unexpected ways and so logs and the tools associated with them are often relied upon to “tell the 
story” by showing usage patterns, change, and unusual events [262]. 
It has been suggested that unpredictable autonomous interface adaptations can easily reduce a 
system’s usability as well as require a large amount of user support. However research shows that the 
negative aspects of adaptive user interfaces can be overcome without actually improving the user's 
mental model of the adaptive system [263]. 
  
REUC (Reusable End-User Customization) 
 

Synopsis 
Goal: Record and store users’ customization and preferences 
Importance Permits the reuse of customization settings  
Kind of 
contribution 

Technique 

Applicable 
to 

SBAs 

Phase where 
it applies 

Run-time 

Key Ideas Record user’s customization settings to automatically apply them to the same or 
similar web pages on subsequent visits 

Foundations - 
Validation Academic project 

 
 
The Reusable End User Customization technique allows end users to adapt the layout of Web pages by 
removing, resizing and moving page elements. It records the user's customizations and automatically 
reapplies them on subsequent visits to the same page or to other, similar pages, on the same Web site. 
PageTailor, a prototype running on Windows PDAs developed by Bila et al [264], uses REUC.  Use 
testing experiments conducted with PageTailor demonstrated that the technique was viable, with users 
able to successfully customize complex web pages from large real world sites such as Amazon, MSN, 
eBay and Flickr and, for a considerable majority, to reapply their customizations for at least a month 
and in some cases up to a year [264]. 
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3.6.3 Discussion 
Empirical as well as design-oriented research has identified a number of challenging areas in 
developing and implementing customizable systems [265], [266], [267], [268], [269], [270]; one of the 
main issues is support for customizing services to meet users’ preferences and technical skills [257].  
Explicit solutions that have the potential to deliver success include dialogs that support customization 
(shown to work in [271]) and end user service composition approach that reduces the composition 
complexity and difficulty from the end user perspective [272]. The latter enables users to select and 
customize the services, with the composition occurring only at the presentation layer - an approach 
that respects the loose coupling desirable in service-centric systems. 
 
It is necessary to represent and reason about the complexity of both services and service-centric 
systems and to take into account the explicit user competencies needed to achieve the customization. 
A possible research direction on the topic may be the exploration and articulation of possible global 
qualities of service-centric systems that are needed to support successful end-user customization from 
an HCI perspective. This could provide a baseline for exploring and supporting end-user 
customization of service-centric systems further. 

3.7 Accessibility 
Generally speaking, the accessibility of services is paramount to their use - either as stand-alone 
services or as part of service-based application - and their value to businesses and individual users. 
Between 11 and 15% of the EEC population are said to have some form of disability [273], and in 
Europe alone it is estimated that by 2050, the number of people over 60 will have doubled to 40% of 
the total population or 60% of the working age population [274]. Furthermore the diversification of the 
available interaction platforms (portable, wearable equipment, kiosks…) and the potential accessibility 
issues each of them brings means that the range of the population which may gradually be confronted 
with accessibility problems extends beyond disabled and elderly users to potentially include all people.  

With SBAs potentially serving millions of people around the world (e.g. Amazon, eBay or CRM  
services) and within different corporate settings (and hence in accordingly diverse organizational 
cultures), economic, legal and social motivations as well as ethical and moral ones [275] call for the 
engineering of services to strive for their accessibility to the wider number. 

3.7.1 Overview 

Accessibility has been  defined as referring to the ability for individuals with diverse capacities, 
preferences and context of use, to use a product, a service or an environment – but not necessarily with 
the same degree of usability for all ([276], [277]).  

It is one of the major challenges for designers and developers to guarantee universal inclusion, and it 
requires among others compliance with accessibility guidelines which, although commonly accepted, 
are not always obvious to identify and correctly apply - especially since guidelines are updated or 
newly proposed as the research on accessibility progresses [278].  

Accessibility is often linked to disability issues and the adjustments needed for disabled users to use 
software; an extensive body of research exists in HCI that, although initially intended for the 
engineering of software systems in general, is applicable for services. Cultural differences however as 
well as age, context of use and experience all greatly affect the use of a system, and it is felt this aspect 
of accessibility is particularly relevant to service-centric systems. Culture here relates to the attitudes 
and behaviors of a group that are relatively stable over time, and also to the group united by these 
commonalities [279]. The only related, service-specific standards and provisions found were the Web 
Service Internationalization Usage Scenarios that are aimed at web services designers wishing to add 
international capabilities in their services [280]. 
Although the use of English is dominant on the web, particularly for business purposes, language for 
example is an aspect of culture that ought to be provided for in order to maximize the possibility of 
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services’ seamless composition and interoperability with other services using different character sets 
(e.g. Fig. 7). Issues such as the rendering of data where restrictions in the usage of characters present a 
significant inconvenience for certain language groups ([281]) also ought to be addressed.  
 
 

 
Fig. 7: sina.com portal  

3.7.2 Approaches and Techniques 
There are no structured methods for accessible design in HCI; developers rely on principles and 
guidelines to steer system development. 

Accessibility guidelines of particular interest for web services and SBAs include:  

• Web content accessibility guidelines, with recommendations for making web content 
accessible to people with disabilities [281]  

• Accessibility guidelines for specific technologies: XML (see [282]) 

• Accessibility guidelines for web applications with dynamic content and advanced user 
interface controls (see [283]) 

Additionally, a mention of HCI accessibility evaluation techniques may be of interest for services – 
possibly in the testing phase of SBAs engineering.  
Several methods are available, most of them derived from usability investigation methods, among 
which (in [284], [285], [286], [287], [288], [289]):  

• Comprehensive Accessibility Evaluation, Conformance Tests and Heuristic Evaluation. They all 
rely on practitioners evaluating systems to assess conformance to the appropriate standards 
and guidelines. 

• Screening Techniques, which are mainly used to evaluate accessibility for disability and are 
conducted using assistive technologies. 

• Design Walkthroughs, Heuristic Walkthroughs and User Testing that all rely on evaluating the 
system or early prototypes of it using pre-defined scenarios of use. 

Automated evaluation is also possible through the use of built-in Hard-Coded Tests [290], Web Page 
Annotation [291], [292], [293], Statistics-Based Algorithms [294] or Extensible Rulesets [295], [296], 
[297], [298].  



S-CUBE PO-JRA-1.1.1 
Software Services and Systems Network 
 

External Final version 1, dated 14 July 2008 92

It was demonstrated that the guidelines embedded in some of these automated tools guarantee 
improved usability and accessibility of the sites more than experienced web designers who rely on 
their own knowledge [299]. 

3.7.3 Discussion 
A growing number of countries have introduced legislations which addresses the need for websites 
and other forms of communication to be accessible to people with disabilities; they also enforce the 
more general requirement that people with disabilities not be discriminated against (e.g. [300], [301], 
the Disability Discrimination Act in the UK). For compliance with these laws an in order to support 
their discovery and reusability, services as well as their descriptions and their specifications should be 
accessible to the widest number of people. 
There is scope for research to be extended to discover and articulate global accessibility requirements 
for service-centric systems – possibly supported by a framework – and to examine related issues that 
are not currently addressed by existing accessibility guidelines.  

3.8 Social Networks 
With the facilitation and increase of user-generated and distributed content online, the way we 
communicate and share information has been revolutionized. Social networks have very much been 
part as well as a product of this revolution, securing millions of users that have tightly incorporated 
these sites into their online activities. It is believed that HCI research can contribute to understanding 
and harnessing some of the potential of this relatively new phenomenon for the design of services and 
SBAs. 

3.8.1 Overview 
Social network sites (SNS) are defined as web-based services that allow individuals to construct a 
public or semi-public profile within a bounded system, articulate a list of other users with whom they 
share a connection, and view and traverse their list of connections and those made by others within the 
system - with the nature and nomenclature of these connections varying from site to site [302].  
Most SNS are either profile-centric or “passion-centric” (connecting people based on shared interests), 
and they have greatly changed the way we communicate and share information. They increasingly rely 
on the use of standard Internet-enabled Web services to support their collaborative activities [303] and 
allow users to interact, including podcasting and streaming video services, social bookmarking, 
folksonomies (collaborative tagging), specialized search features and social search engines [304]. 
Some SNS also allow users to add modules themselves – more services offering additional 
functionalities.  
 
The interest of social networks for the engineering of SBAs is two-fold. First, services are more and 
more extensively used in social network sites, a trend that shows no sign of waning. There is an 
opportunity to learn from the specificities of this mode of use and of distribution in the online world, 
and to research the particular interaction with humans that occurs there. This knowledge could be 
applied to the engineering of services - especially if shifts from the social aspects of SNS to more 
business-oriented ones come to materialize – and their distribution in the online world using such 
networks as a medium. Additionally, an understanding of the workings of such networks could 
potentially support the discoverability of services by exploring the possibilities for recommendations 
of web services and SBAs within the network.  
 

3.8.2 Approaches and Techniques 
 
Social Network Analysis  
 

Synopsis 
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Goal: Analyze social networks 
Importance Permits the description and visualization of social networks 
Kind of 
contribution 

Technique 

Applicable 
to 

SBAs 

Phase where 
it applies 

Run-time 

Key Ideas Describing networks’ nodes and relationships non-discursively permit the 
identification and quantification of their properties 

Foundations Social Psychology, Graph Theory, Statistics, Matrix Algebra 
Validation Academic project 

 
SNA is a technique for describing and visualizing networks through the analysis of relational data and 
the identification of their structural properties. People or groups in a network are represented as nodes, 
and links between them show their relationships with other nodes. SNA can either be ego-centered 
(focusing on the individual, with a random sample of the network population involved) or can focus 
on the whole of the network. The data is inputted in matrices recording the presence or absence of 
relationships between the subjects, their type and even their weight where appropriate.  
 
Social Simulation 
  

Synopsis 
Goal: Simulate social phenomenon  
Importance Permits the representation of a social phenomenon in order to understand and 

explore it 
Kind of 
contribution 

Method 

Applicable 
to 

SBAs 

Phase where 
it applies 

Run-time 

Key Ideas Monitoring and testing a social simulation yields information that is applicable to 
the target social phenomenon 

Foundations Social network analysis, Agent based modeling 
Validation Academic project 

 
Simulations are used to mimic networks and test hypothesizes on them (usually by creating and 
running behavioral rules). Several online tools can be used to create simulations, including NetLogo 
[305] which was used to create the graphs shown in Fig. 8. 
 

 
Fig. 8: Social simulation graphs generated with NetLogo [306]  
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3.8.3 Discussion 
A mass growth in web services is predicted which, according to estimates from market intelligence 
agency IDC, will reach $9.1 billion by the end of 2008 [307]. One interesting characteristic of this 
trend is that these web services will not just be non-interactive information processing services, but 
will support multi-media content (pictures, video and audio) developed for a wide-range of 
applications including leisure. In this sense social computing is not only an application for the human-
computer aspects of service-centric computing, but also a driver for the development and evolution of 
such systems and the research underpinning them. This correlates to significant upward trends in 
service outsourcing (Gartner) and national strategic investments for longer-term development of web 
services economy [308]. 
Rating and voting services that have proven effective in building trust in on-line communities - such as 
feedback services support for online auction systems (e.g. eBay) and recommender services that elicit 
recommended services from friends and colleagues -  give examples indicating that similar types of 
infrastructure services could be developed and/or employed more widely in service-centric systems. 
More generally however, SNS which are based on the use of a relatively small number of application 
services can potentially provide valuable lessons learned for the wider dissemination and uptake of 
service-centric systems. 

3.9 Security 
An increase in the availability and accessibility of computerized tools, coupled with the expansion of 
their applications to include entertainment and convenience services (internet shopping, banking), has 
led to an increase and a diversification of information technology users at various levels of computer 
literacy, including the elderly and children. 
Concerns for online security have been growing following increases in the report of business security 
breaches and an heightened awareness of the existence and implications of security violations such as 
phishing and identity theft. With individuals apprehending the possibility that inadvertent information 
disclosure online could create a threat offline [309], it is important to address the security of services 
to reassure users and enable them to take advantage of the available technology while keeping 
themselves and their data safe. 

3.9.1 Overview 
Security has been defined as the protection of both a computer system and its data against 
unauthorized access or alteration [310], [311]. 
Security in relation to services will be considered from the angle of the security violation categories 
reported by Saltzer and Schroeder [312]: unauthorized information release, information modification, 
and denial of use. “Unauthorized” here refers to the events occurring contrary to the desire of the 
person who controls the information or the constraints supposedly enforced by the system even though 
the intruder may be an otherwise legitimate user of the computer.  
There has been an increase in the number of web services necessitating authentication in order to 
access personalized versions [313]; several standards and security solutions have been proposed and 
implemented in parallel to allow for secure identification of the user to the service provider.  
The human aspect of security however has not always been considered or properly taken into account 
despite the abundance of literature suggesting that human vulnerabilities are a major source of security 
breaches. Indeed human behavior is often the source of vulnerabilities in the system for access or 
alteration, either to the system or its data, by attackers. Schneier [314] is often quoted in this context as 
he asserted that ‘... security is only as good as its weakest link, and people are the weakest link in the 
chain.’  
One difficulty for users is the need to manage several digital identities (sets of claims about the user 
and his characteristics that the service provider recognizes [313]) to access various personalized 
services. Remembering account details and their associated passwords often cause the use of very 
similar or identical sign-in details from account to account, the choice of weak passwords that are very 
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vulnerable to compromise (either through dictionary attacks or social engineering), and the writing of 
passwords in plain sight as a memory aide. 
Security standards such as SAML (Security Assertion Markup Language) or the integration of OpenID 
with web services [315] aim to address this issue by providing a Single Sign On (SSO) for web 
services. This approach however is not immune to password acquisition attacks (through HTTP 
redirects or social engineering for instance) exploiting users’ lack of knowledge or computing skills. 
 
Another OASIS standard, Web Services Security (WSS or WS-Security) provides mechanisms to 
guarantee message integrity and confidentiality by using digital signatures and encryption. It is to be 
used within other non service-specific security models such as Kerberos or PKI [313]. Usability 
problems and possible ensuing security breaches have however been reported among users of PKI-
enabled software. They are due to the complexity of PKI, the transfer of responsibility onto the user, 
flawed users assumptions about the technology and a lack of feedback [316]. Similar issues related to 
the complexity of encryption technology and its general misunderstanding by users were also 
researched by Whitten et al [317] and could apply to WS-Trust as well, a standard that necessitates the 
creation and validation of digital tokens for security.  
Another technology, described by Vassilev [313], is a hardware solution using a network smart card as 
a secure solution for personal brokerage of web service access. This introduces issues of its own, such 
as the proposition that the layout of the virtual PIN pad used for authentication be randomized – hence 
addressing the threat of screen-monitoring software, but also increasing the likelihood of user error 
while typing in their PIN. 
 
The facts reported above argue for the consideration of the human element and the inclusion of 
principles of HCI research in securing computer systems. Indeed, considering that security 
mechanisms are only effective when used correctly, it is paramount to identify and address the causes 
of risky user behavior to design effective security systems. 
Sasse et al [318] have established that unintentional users violations of security happen when users fail 
to comply with the behavior required by a secure system. They argue that there are two reasons for 
this occurrence: the users are unable to behave as required (due to unreasonable demands on their 
physical or cognitive abilities, impatience or diverted attention, their individual perceptions and 
attitudes or a failure to recognize their responsibilities) or the users do not want to behave in the way 
required, not because it is too difficult, but because it is awkward to them. In either case, the reasons 
are clearly linked to poor usability of the system leading either to user error or to user resistance to the 
recommended mode of operation. 
Considering that previous research has suggested basic security needs (privacy, anonymity, 
authentication, integrity of data … [314], [319]), it is proposed that for systems to be actually and not 
only theoretically secure these tenets be examined in the light of appropriate HCI considerations to 
ensure user compliance. 

3.9.2 Approaches and Techniques 
Much of the HCI research on security has focused on the usability of system’s security tools and 
interfaces for the user. Approaches to security have relied on guidelines and ad hoc methods drawn 
from experience and applicable to software engineering in general. One proposed method for the 
engineering of secure systems, AEGIS, borrows from HCI contextual design and usability evaluation 
and so will be described in this section. 
  
Principles for Secure Interaction Design: 
Yee has proposed guidelines aimed at both minimizing the risk of undesired events (by controlling 
authorization) and promoting good communication between the user and the system so that the user’s 
intents can be accurately and naturally conveyed to the system. The guidelines, as presented in [320], 
are:  

• Path of least resistance: match the most comfortable way to do tasks with the least granting of 
authority. 
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• Active authorization: grant authority to others in accordance with user actions indicating 
consent. 

• Revocability: offer the user ways to reduce others’ authority to access the user’s resources. 
• Visibility: maintain accurate awareness of others’ authority as relevant to user decisions.  
• Self-awareness: maintain accurate awareness of the user’s own authority to access resources. 
• Trusted path: protect the user’s channels to agents that manipulate authority on the user’s 

behalf. 
• Expressiveness: enable the user to express safe security policies in terms that fit the user’s 

task. 
• Relevant boundaries: draw distinctions among objects and actions along boundaries relevant 

to the task. 
• Identifiability: present objects and actions using distinguishable, truthful appearances.  
• Foresight: indicate clearly the consequences of decisions that the user is expected to make. 

 
Model of Informed Consent: 
Considering that privacy - the ability of an individual (or organization) to decide whether, when, and 
to whom personal (or organizational) information is released [312] – also affords the user security (or 
a sense of it), Friedman et al [321] proposed a model of informed consent and recommended that six 
components be considered: 

• Disclosure: providing accurate information about the benefits and harms that might reasonably 
be expected from the action under consideration 

• Comprehension: the user has an accurate interpretation of what is being disclosed  
• Voluntariness: the action is not coerced or overly manipulated –the user could resist 

participation 
• Competence: the user possesses the mental, emotional and physical capabilities needed to give 

informed consent 
• Agreement: the user has a reasonably clear (but not necessarily explicit) opportunity that is 

visible, readily accessible and ongoing to accept or decline to participate. 
• Minimal distraction: meeting all above criteria without “unduly diverting the individual from 

the task at hand.”  
Saltzer [312] also defined general design principles, some of which may be of interest in the context of 
software services. 
 
AEGIS (Appropriate and Effective Guidance in Information Security)  
 

Synopsis 
Goal: Support developers in creating secure systems 
Importance Integrate and address security and usability concerns into the software 

development process. 
Kind of 
contribution 

Method 

Applicable 
to 

SBAs 

Phase where 
it applies 

Planning, Design, Testing 

Key Ideas Integrating security engineering into system’s engineering by incorporating 
principles of HCI contextual design and Risk analysis results in more secure 
systems 

Foundations Risk analysis, Spiral model of software development, Contextual design 
Validation Case study 

 
AEGIS is a method for creating secure systems that is “based on security requirements identification, 
asset modeling, risk analysis and context of use” [322]. It is inspired from the Boehm model of 
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software development (see fig. 1) and goes through the phases of Asset Identification, Security 
Requirements Elicitation, Risk analysis and Security Design. 
 

 
Fig. 9: AEGIS Spiral model of software development [322] 

3.9.3 Discussion 
Usability and security are often seen as competing goals. Security experts are inclined to reject 
proposals for improving usability as more usable mechanisms may introduce a vulnerability in the 
system or increase risk of attack. For example, changing passwords less frequently means that a 
compromised password may be used longer [318], [321]. Security systems also typically attempt to 
introduce barriers to action (such as passwords or other authentication mechanisms) while HCI 
designers attempt to remove such barriers because they often seem to confuse or frustrate end users 
[309]. 
Finally, there is a lack of clear, objective methodology for measuring and comparing the size and 
intensity of the Internet-mediated threat, and hence a corresponding lack of methodology for 
measuring the effectiveness of the countermeasures against it [318], [321].  
 
Providing convenient yet secure Web services is one of the challenges of today’s IT industry [313]. 
The use of services is exploding across government and businesses, and suggested possible uses have 
included the formation of federations of organizations forming a common information infrastructure 
within which critical data could be circulated without delay [323]. The security of data is hence 
paramount to the continued uptake of services across organizations, and addressing one of the main 
threats to that security – the human operator – is one of the requisites to the realization of this vision. 

3.10 Conclusion 
For many service-centric systems, interaction occurs exclusively with other applications and 
considerations involving human users are often relegated to second plan when it comes to engineering 
services and SBAs. Humans however are important stakeholders and active participants at various 
levels of SBAs’ lifecycle, as initiatives such as BPEL4People have recognized. 
This section has presented areas of HCI knowledge where it is felt that its integration alongside 
established SBAs’ engineering methodologies will provide rich and informative data on the goals and 
the context of use of SBAs, this from the perspective of human users which –implicitly or explicitly- 
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are the ultimate beneficiaries of such systems. In this process, challenges and possible directions for 
future research on the topic have been uncovered which may provide the bases for an improved design 
of SBAs interaction with human users. 
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Some relevant definitions  
 
Actor: Actors are organisational units, roles, positions or other systems. 
 
Binding: By binding we mean the process of associating a service request to a service offer. 
 
Deployment: By deployment we mean the process of concretely associate services to devices in a 
real-world system, and the set of choices that must be made to achieve this goal. 
 
Discovery: By discovery we mean the process of locating the services that provide the required 
functionalities.  
 
Error: generic term to encompass all those occasions in which a planned sequence of mental or 
physical activities fails to achieve its intended outcome, and where these failures cannot be attributed 
to the intervention of some chance agency 
 
Goal: A stakeholder’s goal is an objective, the system to be should achieve. In i* an Tropos goals 
represent the actor’s strategic interests of the future system. 
 
Hard-Goal: Any goal, which has clear cut criteria to decide whether the goal is satisfied or not is a 
hard-goal. 
 
Map: A Map is a directed graph containing intentions as nodes and strategies as edges. The graph is 
used to represent process structures. 
 
Method: A method provides a prescription for how to perform a collection of activities focusing on 
how a related set of techniques can be integrated and providing guidance on their use. 
 
On-the-fly composition: On-the-fly composition is a run-time composition of component services 
into complex ones, performed according to the current state of the context at the moment the service is 
actually required. 
 
Plan: Plans represent activities carried out by some actor to satisfy goals or to satisfice soft-goals. 
 
Portal: system for collecting, tailoring and displaying different kind of data onto a single screen for a 
user 
 
Portlet: basic component of a portal, ) representing an interactive web mini application 
 
Portletising: wrapping existing Web applications as portlets 
 
Replanning: By replanning we mean the ability of the infrastructure supporting the execution of a 
service-based application to introduce changes within the structure of the application itself in order to 
deal with undesirable situations such as the failure of a component service and the unavailability of a 
suitable replacement. 
 
Requirement: A requirement is a goal under the responsibility of the system. 
 
Requirements Engineering: Requirements engineering is one activity in the software development 
lifecycle, which aims to identify, document, agree upon and verify the purpose of the system to be. 
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Self-healing systems: A self-healing system is a system able to autonomously react to failures and 
problems, modifying itself to restore its correct behavior. 
 
Stakeholder: A stakeholder in RE is any person or group who affects the system to be or who is 
affected by the system to be. 
 
Soft-Goal: Soft-goals are goals which do not have clear cut criteria to decide whether the goal is 
satisfied or not. In contrast to hard-goals, soft-goals can only be partially fulfilled (satisficed). 
 
Stereotype: Descriptive enumeration of a set of traits that often occur together 
 
Task model: description of a structured sets of activities that the user has to perform to attain goals 
 
Technique: A technique prescribes how to perform a particular activity and if necessary how to 
describe the product of that activity in a particular notation. 
 
User model: models that systems have of users that reside inside a computational environment 
 
User interface (UI): the visible, physical representation of systems that allow users to interact with 
them and use the systems’ functionalities 
 
Validation: Validation can be performed in various ways: case study, experiments, arguments, 
simulation, analytical proof, action research (all these terms should be defined). 


