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The S-Cube Deliverable Series

Vision and Objectives of S-Cube

The Software Services and Systems Network (S-Cube) will establish a unified, multidisciplinary,
vibrant research community which will enable Europe to lead the software-services revolution,
helping shape the software-service based Internet which is the backbone of our future interactive
society.

By integrating diverse research communities, S-Cube intends to achieve world-wide scientific
excellence in a field that is critical for European competitiveness. S-Cube will accomplish its aims by
meeting the following objectives:

e Re-aligning, re-shaping and integrating research agendas of key European players from
diverse research areas and by synthesizing and integrating diversified knowledge, thereby
establishing a long-lasting foundation for steering research and for achieving innovation at the
highest level.

e Inaugurating a Europe-wide common program of education and training for researchers and
industry thereby creating a common culture that will have a profound impact on the future of
the field.

e Establishing a pro-active mobility plan to enable cross-fertilisation and thereby fostering the
integration of research communities and the establishment of a common software services
research culture.

e Establishing trust relationships with industry via European Technology Platforms (specifically
NESSI) to achieve a catalytic effect in shaping European research, strengthening industrial
competitiveness and addressing main societal challenges.

e Defining a broader research vision and perspective that will shape the software-service based
Internet of the future and will accelerate economic growth and improve the living conditions
of European citizens.

S-Cube will produce an integrated research community of international reputation and acclaim that
will help define the future shape of the field of software services which is of critical for European
competitiveness. S-Cube will provide service engineering methodologies which facilitate the
development, deployment and adjustment of sophisticated hybrid service-based systems that cannot be
addressed with today’s limited software engineering approaches. S-Cube will further introduce an
advanced training program for researchers and practitioners. Finally, S-Cube intends to bring strategic
added value to European industry by using industry best-practice models and by implementing
research results into pilot business cases and prototype systems.

S-Cube materials are available from URL: http://www.s-cube-network.eu/
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Chapter 1

Introduction

The advances in modern technology development and futahedéogy changes dictate new chal-
lenges and requirements to the engineering and provisiSemice Based Applications. These appli-
cations should become drastically more flexible; they sthbel able to operate and evolve in highly
dynamic environments, being able to adequately react iouarchanges in these environments. In
these settings, adaptability becomes a key feature of SBAmevides a way for applications to
continuously change itself in order to satisfy new requieais and demands dictated by the environ-
ment.

The range of the possible changes that require applicatiaptation includes the changes in
the infrastructural layer of the application, where theliqpaf service changes or service becomes
unavailable; changes of the (hybrid) application context Epcation, where SBA should be able to
replace one service by another possibly having other ptiegeaind parameters; changes of the user
types, preferences, and constraints that require apiplicatistomization and personalization as a
means to adapt the application behavior to a particular, gb@nges in the functionalities provided
by the component services that requires modifying the wayhich services are composed and coor-
dinated; changes in the ways the SBA is being used and mabggecconsumers, which should lead
to changes in the application requirements and the buspgmesesses implementing them. The ability
of the application to adapt strongly relies on the presericaamitoring mechanisms and facilities.
With monitoring we mean the methods and mechanisms that alfee to identify, detect, and even
foresee the critical events and situations that occur irs8& environment and that require the latter
to change its configuration, behavior, presentation, etcth&se events occur at different functional
layers of SBAs, namely the business process layer, theceecamposition layer, and the service
infrastructure layer, there is a need for the cross-cuttiogitoring techniques and methodologies for
SBAs.

The life-cycle of adaptable SBAsvith respect to the adaptation and monitoring tasks canefst
the following phases:

e identification and agreement on critical requirements amgbgrties of the underlying SBA
that should be continuously observed. This may include elevant behavioral requirements,
non-functional constraints, Key Performance Indicat&ml}, contextual properties, etc.

e design of an observation model of the applications, i.eciyping relevant monitoring infor-
mation using the corresponding notations and toolkitsigte®r monitoring).

e deployment of monitors and sensors together with the uyidgrbpplication.

e monitoring the relevant execution properties of the ajgpii instances. Such monitoring may
be performed at run-time, in parallel with the applicaticle@ition, or post-mortem, i.e., after
the execution.

!as defined and presented in Deliverable PO-JRA-1.1.1 “Bfatee art report on software engineering design knowl-
edge and Survey of HCI and contextual Knowledge”

External Final Version 1.0, Dated July 10, 2008 3



S-Cube
Software Services and Systems Network Deliverable # PO-JRA-1.2.1

Principles and methods for identifying

_ events, requirements, and strategies _
JRA-1.2 t rements, and strategi JRA-1.1
Adaptation & Engineering &
Monitoring JRA-2.* = Design
/&, Technologies /¢
(I I &\ ! €\
{84 [2)
Monitorin, I c IS
Eventsg Means for ! _‘:“ i BPM ! E \
detecting | o 8 !
- events ] |
R::ji?(t:rt\l::ts | E 1 service E\
- el
& objectives i E’ Composition o |
= =
1
Adaptation ] | -g 'l' Service | ‘5‘_,"
Strategies Implementation |1 "€ { Infrastructure | @/
of adaptation \ O/ - ‘\'UI:
strategies L g ‘s )

Figure 1.1: Adaptation and Monitoring Research

e identification of critical events and situations in accorda with the monitoring specification.
These events may correspond to the contextual changeatiomobf requirements and service-
level-agreements (SLA), etc.

e identification of adaptation needs and requirements, thathether the application should be
changed (adapted), and what part of the application is thigstto change.

e definition and selection of the corresponding adaptatimategyy that aims to achieve the adap-
tation need given the current operational state. Sucheglyanay be defined by the system
integrator at design-time or automatically at run-timedaasn predefined policies and current
situation.

e enactment of the adaptation strategy that, upon succesgflémentation, leads to a new ver-
sion of the system. Such modification may change only a cilyrerecuted application in-
stance or the whole application model.

e re-activation of the modified application in the current ige@nal context. As a result, the
application may be completely re-deployed, or the exenuti@y continue from the previous
state according to the new model.

Seen from a global perspective, the research activitiesamtoring and adaptation may be rep-
resented as in Fig 1.1. It relies on a number of key conceptagty Monitoring EventsMonitoring
MechanismsAdaptation Requirements and Objectiv&daptation StrategieandAdaptation Mech-
anisms These concepts identify the overall vision on the devekpnand provision of adaptable and
flexible service-based applications (SBA).

e Monitoring Mechanismprovide the actual realization of the methods for contirsuoliserving
and detecting relevant Monitoring Events; they identifg tHlow?” dimension of the monitor-
ing process.

e Monitoring Eventgleliver the information about the application evolutiordamanges in the
environment. These events define the “What?” dimensionefribnitoring process: they are
used to indicate whether the SBA is executed and evolves amraal mode, whether there are
some deviations or even violations of the desired or expctectionality.

e The events identified during the monitoring process camyriformation about potential changes
that the system and / or the underlying platform should perfim order to adapt to a new sit-
uation. The relation between the monitoring events and lla@ges of SBA are defined by the

External Final Version 1.0, Dated July 10, 2008 4
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Adaptation Requirements and Objectivébese requirements identify the “What?” dimension
of the adaptation process as they describe the goals and tieeddapted SBA should satisfy.

e The Adaptation Strategiedefine the possible ways to achieve these requirements au$ ne
given the adaptation mechanisms made available (indepéydin different functional layers
of SBA. The adaptation strategies should guarantee cahanehintegrated cross-layer man-
agement of these adaptation techniques.

e TheAdaptation Mechanismgrovided at various functional SBA layers offer a means ta-ac
ally implement the adaptation strategies in integratedcauddinated manner.

The research on the problem of monitoring and adaptatiorBaf iS not performed in isolation;
it is strongly related and relies upon the activities perfed in other research areas. The research
on engineering and design of SBAs provides approachesijples, methods and notations for iden-
tifying and describing relevant changes in the applicatiad the corresponding events (design for
monitoring), for defining and representing adaptation imequents and objectives (design for adapta-
tion). State of the art in design and engineering SBAs, anpaiticular, adaptable SBAs is presented
in Deliverable PO-JRA-1.1.1. The research on the reatinatiechanisms for SBAs will provide var-
ious tools that will be used to implement monitoring and aaign activities at different functional
layers. Deliverables PO-JRA-2.1.1, PO-JRA-2.2.1, andJR®-2.3.1 present state of the art in real-
ization mechanisms for business process managementyfireseomposition and coordination, and
for service infrastructure respectively.

These techniques will be used for the definition of the irdegg, cross-layer monitoring and
adaptation approaches. On the other side, the continu@lsation and validation of the obtained
research results will allow us to identify potential prahkeand gaps in the implementation of cross-
layer approaches, and therefore to devise new requireraedts€hallenges that should lead to the
development of the new engineering principles and methadd, new realization mechanisms in
the corresponding activities. In this survey we will studydaeview the relevant monitoring and
adaptation approaches. We will provide a comprehensigsifieation of the corresponding concepts,
principles, techniques, and methodologies; we will idgnine overlaps between various research
activities and reveal the gaps and problems that the rdsearomunity should address in this area.
The structure of the survey is organized as follows. Chapteill present the classification and the
state-of-the-art works in monitoring of service-basedligpfions. Chapter 3 will provide a view on
the adaptation problem and survey the relevant work in tlda.a
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Chapter 2

Monitoring

2.1 Preliminaries

The term “monitoring” has been widely used in many discigéimnd in particular in service-oriented
design and engineering. Depending on a particular purpbskeodesigned system, on the role
the monitoring process plays in the system life-cycle, dedkind of information being collected,
the definition of the monitoring problem has different ipi@tations. In a broad sense, monitoring
may be defined aa process of collecting and reporting relevant informatiaoout the execution
and evolution of service-based application¥his general definition becomes more concrete and
clear when the monitoring goals are considered. Monitomay be used to discover problems in
the application execution. In this case monitoring may biéndd as a problem of observing the
behavior of a system and determining if it is consistent withiven specification [1]. Monitoring
may support the run-time optimization of a system, when tbeitared quality of service properties
of the involved services is used to drive resource allooatidt can also be used to detect relevant
contextual changes and events in order to support contadrdrun-time adaptation of SBA; to
collect information relevant for the application evolutjsuch as, histories of adaptations, decisions
made in different executions, in order to support the el@uand governance of SBA; perform
business activity monitoring, etc.

Another relevant issue for the description of monitoringvisat kind of data is being observed
and reported, that is, th@monitored information In these regards one can consider monitoring of
functional or non-functional properties, instance or glhased events, external or internal aspects,
etc.

Finally, monitoring approachesised to address one or another monitoring problem, are imple
mented with the help of variousonitoring techniquesThese approaches and techniques vary on the
basis of such aspects as the way the monitoring informasi@pécified, degree of integration with
the application, timing of collecting information and infioation sources.

A generic monitoring framework may be defined as follows.|ldwing the definition proposed
in [2], amonitoris a program that observes the execution of another progrém monitor is being
defined and implemented on the basis of thenitoring specificatiorthat describes the properties
and events to be observed. The actual information is beingeped and delivered to the monitor
by a set ofsensors This information is being processed by the monitor in otdedecide whether
this information corresponds to the monitored event or @rigp(e.g., certain quality-of-service (QoS)
parameter value exceeded expected bound, a correctnesenegnt, is violated, or a relevant con-
textual change has occurred). In this case the monitor tefiw event to the associatedent handler
which performs some associated action or merely writes ¥eatdo the corresponding application
log.

In the following section we will give the more detailed cléisation of the monitoring problem
and review the state of the art in the research on monitorisgrvice-based applications.

External Final Version 1.0, Dated July 10, 2008 6
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2.2 Classification of Monitoring Aspects

In the classification of the existing approaches to monitpservice-based applications, we will focus
on the following aspects of the monitoring problei; the monitoring taski.e., what is the purpose
of the monitoring activity within the life-cycle of the SBAnd what kind of information is being
observed;(ii) the specification of the monitoring informatipthat is, how the monitoring problem
is modeled and how the monitoring instructions are spegifiéd) implementation methods and
techniquesxploited by the approach.

We remark that this classification is based on and extendsto@omies suggested for the clas-
sification of fault monitoring tools and approaches forwafte systems [1] and service-oriented ar-
chitectures [3].

2.2.1 Monitoring Task

As we already discussed above, the monitoring approachgdenalassified according to the mon-
itoring task addressed by the approach. The monitoring damk at answering two key questions,
namely “why monitor?” and “what to monitor?”.

Monitoring goals and objectives

For what concerns the goal of the monitoring activity, thprapches may be tailored to the following
purposes identified in the literature.

e Fault monitoring addresses the problemroi-time analysisof the system correctness, i.e.,
checking the system execution and its parameters agaitaircepecifications that distinguish
“correct” and “failing” situations. This amounts, for exata, to the run-time verification of
certain behavioral or non-functional properties expedteth the system, run-time confor-
mance analysis, when the actual system traces is compattetheisystem specification, anal-
ysis of service-level agreements, requirements analysis,

e Monitoring is instrumental to perform thdiagnosis and recovery (repaiQf the identified
faults, i.e., to identify the cause of the problem and drive actions necessary to return the
system to the “normal” execution.

e Monitoring of quality characteristics of the involved siees and components is often used to
instantiate and guide tlaptimizationactivities regarding resource allocation in grid compaitin

¢ In a similar way, monitoring of various contextual propestmay be required in order to support
dynamic adaptatiof the application to the relevant change in its environmBrfpending on
the adopted definition of context, this may relate to the rtooimg of service registries in order
to discover new useful services or changes in the charsiitsrof the existing ones; monitoring
of the run-time environment of the application, such as ateuging device or infrastructure;
monitoring of the user-related characteristics (e.g.fepemces or accessibility parameters);
monitoring current location and time, etc.

e Business Activity MonitoringBAM) provides near real-time monitoring of business atge,
measurement of key performance indicators (KPIs), theisgmtation in dashboards, and auto-
matic and proactive notification in case of deviations. Asibess activity” thereby can be im-
plemented as a service orchestration in a BPMS, or, moregeas part of a business process
consisting of a series of activities implemented acrosskflaw systems, enterprise resource
planning (ERP) systems and legacy applications, possitigsa organizational boundaries.
The goal of BAM is to provide timely information about the tsig and the performance of
business processes, and to proactively alert users ifdgssirules are violated or KPI values
deviate from target values.
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e Monitoring activities may be also used to support the |lagrgatadaptation of the service-based
system, also referred to avolution In this case the evolutionary aspect speaks about mon-
itoring of different data that represent certain trend ie &xecution of the process, i.e., the
decisions taken, the relevant values of the process-tethta, and the history of this informa-
tion.

Relevant to this issue, is the concept of the stakeholdeichnib interested in the monitoring
activity [3]. Run-time analysis of various correctnesspaies over involved service amounts to the
viewpoint of the service requester: the service shouldréethe expected property. The analysis of
SLA conformance may correspond to the third-party viewpoitere the expectations and commit-
ments of both the requester and provider are consideredllfithe issues related to the application
adaptations and optimizations correspond to the perspeafithe service provider, who is willing to
improve the system and to align it with the new situation amitext.

Monitoring objectives may also be characterized by the @spiethe SBA model addressed by
the activity. Many run-time approaches deal with the bedraViproperties of the application, such as
conformance to the abstract interaction protocol, vargafety properties or complex temporal con-
straints, and in certain cases quality of service parame@ther approaches focus on the contextual
information or business activity and management chariatitey, such as business metrics and KPlIs,
security-related aspects, etc.

Monitoring Information

For what concerns the definition of the monitoring inforroati the following key issues may be
considered: the kind of properties it represents (i.e.¢tional or non-functional, instance-based or
aggregated), the occurrence and distribution of the inddion (internal or external, centralized or
distributed, functional SBA layer).

Functional properties refer to the definition of service operationsjrtlignatures and technical
parameters (e.g., binding information), as well as to thebieral specifications of the service-based
applications, such as service composition models. Thetoreadl properties, therefore, often reflect
the functional requirements on the underlying system. @hmeperties may refer to the run-time
verification of functional and behavioral requirements;tsas pre- and post-conditions on service
calls, signature conformance, properties over the trateindata, etc. Monitoringion-functional
properties, on the other side, aims at measuring certamactegistics of the system [3]. The relevant
non-functional properties that are subject of this quatitié analysis are availability, accessibility,
performance, and reliability. The monitored propertiesyratso be divided intdnstance-based
i.e., related to the current instance of the applicatiog.(ecurrent instance of a composition), or
aggregatedhistorical), where the property represents the accuiwalatformation over the relevant
property (e.g., average duration of the business processgighted number of times when the certain
event occurred).

The location and distribution of the monitored informatimay be characterized in several di-
mensions. First, the events may ingernal to the application (e.g., internal faults, states changes)
thus characterizing the application executiongxternal(e.g., contextual), thus characterizing the ap-
plication environment. Second, the information may depamdhe collaboration paradigm adopted
by the composition model of the application [3]. In case afhastration-based compositions, the
application, and therefore the monitor, is tailored todbgetralizedexecution environment. In case of
choreography-based applications, the components of sterayact independently performing their
own part of the business process. The information about#te sf the application and the performed
task is, thereforedistributed thus requiring an extra effort for defining and performingm@ll mon-
itoring activities. Finally, the monitored properties m&fer to the information that corresponds to
different functional layers of the service-based applices. Business activity monitoring addresses
the information defined at tHausiness process management lajdonitoring of the QoS properties
usually targets thanfrastructural layer where the services and underlying middleware protoc@s ar
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defined. The monitoring of behavioral properties and imigoas corresponds to theomposition
layer, where the service composition and message exchangeseaitiezh

2.2.2 Specification of Monitoring Information

From the design perspective, an important aspect of thsifitagion of the monitoring approaches
refers to the ways the monitoring properties are specifie@nkvhen dealing with the same kind of
monitored information, the approaches may differ in theéuess of the specification language (e.g.,
formalism used and its expressiveness, modeling methggplevel of abstraction, interleaving with
the application specification, etc.

An important aspect of the specification language is charizetd by the set afhonitoring prim-
itives on top of which the properties are specified. Depending erkithd of monitored data, these
primitives may refer to various events (e.g., receptiogeion of a message, faults, management op
erations), state/configuration predicates (executiontpuiithe composition specification, values of
the relevant parameters or variables), current configurgiarameters (QoS metrics of the involved
services), and so on. These primitives may be simple (sucmassage reception) or structured
(aggregated events, global configuration composition gardtion).

Related to this is thabstraction levebf the monitoring specification. Low-level specifications
allow for monitoring very specific information related toarpcular implementation language. High-
level languages may be based on the business-level coramgtsvents, thus abstracting from the
implementation-specific information and details.

The languages rely on differefarmalismsandmodeling notationsLogic-based notations allow
for specifying a property as a logical formula of a speciahfo Depending on the formalism and
its expressiveness, these formulas may characterize osiigte of a system at certain moment of
time (e.g., in approaches that monitor pre- or post-comuktiof the service invocations) or express
properties over execution trace or its fragment (e.g., fpeaaches relying on temporal logics).

Another important aspect of the monitoring specificatiohds much this specification ister-
leaved with the application codeln many approaches the monitoring problem is described-sep
rately from the application specification in order to ensaparation of concerns in the development
process. In some approaches, however, the informatiotedeta the monitoring is built into the
application code. This is done, in particular, in certaia@dtion approaches, where the monitored
information is provided together with the event handlercd#pztion, so that the event detected while
performing the corresponding application code immedjaigdgers the execution of the event han-
dler.

2.2.3 Methodologies and Techniques for Monitoring Implematation

From the implementation perspective, monitoring appreachay be classified according to the fea-
tures of the techniques and architectures exploited forg¢hkzation of the monitoring activity. In
this report we do not aim to describe different implementatiechniques and specific monitoring
architectures in details, due to a very broad scope of thielgames and solutions addressed in different
SBA-related areas and the corresponding approachesadiste will focus only on a selected set of
aspects that characterize one or another approach bothtieanchitectural and from the implemen-
tation points of view. These aspects include methodologyl s observe the relevant information,
degree of invasiveness of the monitors and monitoring chire with respect to the application and
the platform, timing of information gathering, sources loé information and their placement, and
adopted techniques specific to the presented approach.

There exist a number of the methodologies used within thetorimg approaches. Isimulation-
basedapproaches the monitoring property is automatically caedanto a special program (automa-
ton) that is being executed (simulated) in parallel with mhenitored application. The state of this
program is updated upon reception of a certain event. Wheeprtigram reaches certain state that cor-
responds to the violation/satisfaction of the monitoreapprty, this fact is reported and the monitor
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terminates. Irevent-basedpproaches the monitoring properties are explicitly assed to certain
events (e.g., assertions, pre-/post-condition checks) when the event is fired, the corresponding
property is evaluated or metric variable is updat8duation-basedpproaches, on the contrary, pe-
riodically access the information sources and perform tfsuation on the basis of the currently
available information.

The degree of invasivenessharacterizes the monitoring approaches in two directidfisst, it
depends on the way the monitoring framework is integrateith thie application architecture. In
some approaches, monitoring facilities and sensors bedommlly at deployment time) an inte-
grated part of the application, and therefore abstract fftmmunderlying infrastructure and platform.
Other approaches, instead, make use of the platform andewidde APIs in order to observe relevant
information, without affecting the realization of the ajpption. Second, it depends on whether the
monitors are executesynchronouslywith the application code, blocking it until the propertyagyw
ation is done, oasynchronouslyn a independent parallel thread, or even on another machine
example of the first approach is the assertion checkingevthé example of the second approach is
contextual information gathering. The first approachesniesrmore operative reaction to the critical
events, blocking the application until the handling is dofithe second approach allows for better
performance and scalability, since the execution of thdiegtjpn is independent from monitoring.

For what concerns the timing of information gathering, oae distinguish the approaches, where
the monitoring information is updatachmediatelywhen the relevant events are triggered, and the
post-mortenapproaches, where the information is gathered after thegweecur. This is the case, for
instance, of many process mining approaches, where thetanagi activities are performed on the
basis of event logs. It is possible also to consider the pir@amonitoring, where special techniques
are used tgredict the future events, such as failures on the basis of the dusieration and the
historical information, i.e., on the basis of a certain rial&

The classification of the monitoring techniques may consatk® the sources of information used
to extract data and relevant events, i.e., the placemeifeatdrresponding sensors. While applica-
tion logs, context sensors, message queues, processnesaiand the corresponding data storages
are the typical sources of information, there exist apgieaadefining ad-hoc information reposi-
tories. For example in [4] special reputation repositoaes introduced and dynamically updated.
The applications monitor the reputation values in ordengggst new service candidates with better
reputation.

Finally, an important aspect for the implementation of thenitoring approaches, deals with the
particular techniques adopted within the approach. A rkaide candidate is, for example, process
mining, which is widely used for extracting from the proc&sss the patterns that describe the actual
process in comparison to the process specification. Andtigortant technique for implementing
monitors is the aspect-oriented approach that allows fdveglding the monitoring code without
affecting the program and in many cases the platform codetomated planning techniques are
exploited in order to extract the monitor programs from tbkdvioral models of the involved services
and complex property specification [5], taking into accaumt-determinism and partial observability
of the composition behavior.

2.3 Approaches to Monitoring of Service-Based Systems

In this section we survey the state-of-the-art works in ravitig of service-based applications. We
group the approaches according to the main characterdtite research and application areas ad-
dressed in the approaches. Section 2.3.1 presents theaappsoand solutions towards monitoring
different types of requirements and policies for Web s@&wiand service compositions. Section 2.3.2
presents the works in the area of business activity monmpnivhere the focus is on the run-time
analysis of business process characteristics and met8estion 2.3.3 also describes the process
monitoring works, targeting, however, post-mortem mainii, based on the analysis of various pro-
cess execution logs. Finally, Section 2.3.4 presents theaphes and tools that aim to monitor grid
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services and the corresponding grid architectures analsimirctures.

2.3.1 Monitoring Web Services and Service Compositions

In Web services and service compositions, wide range ofime-monitoring approaches address the
problem of checking whether certain predefined propertiesatisfied when the system is executed.
Such properties may have different forms and target difteneonitoring objectives. Typical moni-
toring scenarios include run-time verification of behaalaequirements (e.g., assertions, pre-/post-
conditions, temporal requirements), conformance of theahcervice execution to some predefined
specifications (contracts, SLAS), correspondence to saqecéed characteristics (QoS bounds), etc.
The results of the monitoring, i.e., identified deviatiofishe expected model of executions, may be
used not only for signaling the anomalous behavior of theegysbut also to activate some additional
actions, which target the recovery to a normal executiordse of identified requirements violation)
or optimization of the system (e.g., in case of deviationghefservice quality properties).

Assumption-based monitoring of service compaositions [6,]5

In [6, 5] the approach to monitoring of service compositionplemented in BPEL is presented. The
main focus of the approach is the run-time checking of tharapsions under which the component
services are supposed to participate to the compositiah the conditions that the composition is
expected to satisfy. Moreover, the proposed approach diofgeaking not only whether the property
holds or not, but also at collecting statistical and timinfprmation over such properties, as well as
the aggregated historical information about such propedier all the instances of the given business
process. In order to address the problem, the authors prdpesspecification framework and run-
time monitoring environment that extends the standard Bé&tgline with the monitoring and auditing
capabilities. The devised architecture clearly separhiedbusiness logic of a web service from its
monitoring functionality.

The specification framework relies on an expressive manigolanguage, namely Run-Time
Monitoring specification Language (RTML), that allows fompeessing behavioral properties of ser-
vice composition instances (e.g., payment should not B&ddre acknowledgement is received), to-
gether with the timing (e.qg., duration of payment proceflarel statistical information (e.g., number
of retries on negative acknowledgment), and of compositiasses (e.g., total number of viola-
tions or average number of retries). Apart from explicighesified assumptions it is possible also to
check whether the protocol associated to partner interatis satisfied at run-time. Based on the
monitoring specification and the composition model, theasponding monitor program (in java) is
generated using specific automata-theoretic technigyes [5

At run-time the monitor programs, deployed together wiatbmposed services, run in parallel
to them, observe their behavior by intercepting the inpupiot messages that are received / sent by
the processes, and evolve on the basis of such event. Whetatheof the monitor that corresponds
to a particular evaluation of the property is reached, thaitoo signals misbehaviors or, more in
general, information of interest. The run-time environtrisimplemented as an extension to a BPEL
engine. The information is collected from the correspogdimessage queues and from the process
manager in order to observe creation/termination of paestances. The results of the monitoring
are presented through a special monitoring console.

The authors also demonstrate the applicability of the pteseapproach on a set of sophisticated
examples, and perform the experimental evaluation of thi@geance of the monitor extraction and
execution.

Monitoring conversational Web services [7]

In [7] the authors propose an approach to check at run-tirmethie actual behavior of a service
conforms to the expected behavior of that service. Contiersd services, whose behavior depends
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on the local state resulting from client-service inter@ttiraise new challenges both to specification
languages and to the way the actual behavior may be checkeéasathe specification. Indeed, the
behavioral specification should formally describe whatrti@itored service ought to do on behalf
of its client, and includes not only the syntactic aspectsalso the business logic of the service.

This paper explores a specification style that is based @edg representation of conversational
web services. In this approach the service operations assified into constructors (that create new
data objects), observers (retrieve information on the)data transformers. The algebraic speci-
fication allows not only to specify pre- and post-conditiars the service operations, but also the
conditions and axioms that give the semantic to the ope&rmamd make the specification state-based.
The evaluation of the specification at run-time may be peréat by symbolic execution (simulation).
The authors present a term-rewriting schema that is neededi$ execution.

The architecture of monitoring approach adopts an aspesited programming approach. As-
pects are dynamically attached to BPEL engine to monitarigeicomposition. AspectJ language
is used to add monitoring facilities to ActiveBPEL. The dmla in the paper extends the standard
implementation of the ActiveBPEL engine with three mainiiddal components: interceptor to in-
tercept the execution of a process within the engine (usspg@ oriented programming) in order to
pass to the monitor the relevant information (i.e., abotermmal interactions); a specification registry
that contains the specifications, against which serviceslaecked for conformance; and a monitor,
which is the actual conformance checker. The monitor corapbis a wrapper for the evaluation of
algebraic specifications. It keeps a machine-readableaigésn of the state of the process instances
and updates this description when the new information fiweririterceptor is received. The symbolic
state is then evaluated and the result, representing dnfoahation regarding the state of the con-
versation is compared against the expected one. In casesofatth, certain specific action may be
performed (e.qg., logging).

Smart monitors for composed services [8]

In [8] the authors proposed an approach towards monitorfngervice compositions specified as
BPEL processes against contracts expressed as assemi@evice. In particular, the assertion
defines the pre- and post-conditions on service invocatems characterizes functional expectations
of the correct service behavior.

The authors propose the process annotations as a way diyépgthe contract assertions. These
annotations are then automatically translated into theesponding code extensions that interact with
the dedicated monitor components in order to perform therass checking. In their proposal these
monitors are web services themselves, which receive theigt®ns from the transformed process,
perform the analysis and return the result to the executeceps.

In order to implement the monitoring functionality, the laoits present two complementary ap-
proaches. The first one relies on thé:@bject-oriented language for specifying and implementing
monitor specifications. In this approach, the assertioaseapressed completely in this language,
thus providing very expressive means for the specificafidre corresponding monitor is then auto-
matically generated in this language and deployed as a Weltse The approach is very flexible
and expressive; however, it requires the process desigmarrk at a very low programming level.

The other approach relies on the use of CLIX, a rich and espresKML-based assertion lan-
guage, based on first-order logic, which supports, for m&aquantifiers. The implementation of the
monitor in this case relies on wrapping the correspondisgréien processor as a Web service. The
approach is less flexible, but benefits from high-level arallattative assertion specification language.

Dynamo [9, 10, 11]

In these works the authors extend and elaborate the idessnpeel in previous approach ([8]). The
main challenges for the new approach are:
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to enable “separation of concerns” in the design of momtpspecification so that new moni-
toring rules are defined separately from the process itself;

to come up with a well-defined and expressive language fomiheitoring specifications;

to provide means for monitoring non-functional (QoS) prtipe of the services;

to support the collection of the information from externalisces;

to provide means for managing monitoring process;

e to devise and implement the corresponding architecture.

The authors propose an extended notation for specifyingtorory rules. Monitoring rules are
defined explicitly and externally in a well-defined struewirfile. This separation allows different
sets of rules to be associated with same process. The rdlas tlee location, where the evaluation
should be performed, and its type. For precondition andcpasiition, location indicates the BPEL
invoke activity, to which the rule is applied; for an invariat indicates the BPEL scope; and in case
of assertion it indicates any point of WS-BPEL process leetbe assertion should hold.

The monitoring expression is defined in WSColL [9], the notatinspired by Java Modeling
Language, which enables specifying expressions over theeps variables and supports set of built-
in functions, logical and mathematical operators, and tjieation. Furthermore, the language is
extended with the facilities to obtain data from extern&imation sources, if they are defined as Web
services. It provides the necessary constructs to defitefbottional and non-functional constraints
and properties.

Besides, the monitoring rules provide parameters to gaveralegree of monitoring at run-time:
such as validity time frame, priority, set of certified prdeis for which monitoring may be omitted.

The monitoring rules are deployed together with the protiessigh a weaving procedure, i.e.,
parsing monitoring rules and adding specific WS-BPEL ditisito process in order to achieve dy-
namic monitoring. At run-time the modified process intesawith the proxy service, namely rule
manager, which is responsible for processing the mongonianagement instructions, processing
monitor configuration, obtaining information from extelrdata sources, evaluating monitoring ex-
pressions, and interacting with the actual services @usté the original process). If some constraints
are not met, monitoring manager is responsible to inform IBpi6cess.

In [11] the authors extend this work for what concerns thed lof properties the approach can
monitor. The extended specification language, namely TilW&CoL now allows for specifying
temporal properties over the events that occur during tbegss execution. In these regards, the
approach is close to the one proposed in [5, 6]. In partictharauthors present classical linear tem-
poral operators (always, sometime, until) and specific apes to express a property over restricted
time window (within, between, count). Differently to thespious approach, the monitoring of these
temporal properties is asynchronous, and performed by adeelicated component called WSCoL
Analyzer. This analyzer is executed in parallel with thecexion of a process, and receives the rele-
vant event through a dedicated publish/subscribe meahai@snilarly to [5, 6], the automata-based
algorithms are used to devise the monitor for a dedicategaeah property.

In [10] the authors show how this approach may be integratddtiae WS-Policy framework. The
work concentrates on the effective policies that repretfenproperties of a Web service deployed on
a particular server and invoked by a specific user. Oncetafégoolicies are derived, services should
be monitored at run-time to guarantee that they offer theiceidevels stated by their associated
policies.

Monitoring for diagnosis [12]

In [12] the authors present a monitoring approach for the@@se of diagnosis of failures in service-
based systems. While in most existing approaches faulvegg@ctions are associated to the observ-
able effects of the occurred problems, it is necessary fgstes to adequately react to their causes.
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In the context of composite service-based systems, theofttad diagnosis is “to identify the service
responsible for the problem, the faulty activities, anddttesr services involved in failure”.

The presented approach deals with a particular case of sersydiagnosis, namely consistency-
based diagnosis, where the goal is to assign certain behhwodel to the components and observe
its consistency with respect to the real execution. Funioee, the authors present an approach to
the diagnosis-aware fault handling, where the global Hygsis on the occurred problem drives the
recovery actions within the application components.

The proposed solution relies on a distributed architectwiere each component service is as-
sociated with the corresponding local diagnoser, whiceratts with the service through a special
diagnosis interface. Such diagnoser collects the locatmmétion regarding the actions executed by
its service and the messages it interacts with the otheicespnand derives local hypothesis about the
problem and the other involved services. This hypothediser transferred to the global diagnoser
component that is in charge of requesting other local disgrsin order to collect the most complete
information regarding the occurred problem. The globaldilgpsis, identified in this way, represents
the cause of the problem and may be used to drive the faultihgnd@'he latter is achieved by making
the local fault handling diagnosis-aware, i.e., taking iatcount the hypothesis in the definition of
the recovery actions.

The diagnosis information allows not only identifying thause of the occurred problem, but
also enables more accurate and coordinated recovery nragageAn intelligent local fault handling
scheme proposed in the approach, as demonstrated ande@lidleough an example of a composed
business service, permits the resolution of a problem, mibimthe service, where it was observed,
but within a component that caused the problem.

Monitoring privacy-agreement compliance [13]

In [13] Benbernou et al. address the problem of run-time tooinig of compliance of the privacy
agreement defining the users privacy rights and their plesséndling by the service provider. This
problem goes beyond the traditional access control managieamd defines the necessity to face the
usage control management of the private user information.

The proposed solution presents the privacy agreement matielre the requirements on the
management and handling of the privacy data are specifigditter with the approach for run-time
compliance monitoring. The privacy properties are givethnform of data-rights (authorized oper-
ations) and data-obligations (required actions) togettlirtheir validity frames, and specified in the
extended WS-Agreement specification. The set of privacyirements, privacy units, and typical
misuse scenarios are defined based on these propertiesoritadism adopted for the representation
of the privacy units and misuse relies on linear temporaklogor the monitoring purpose, privacy
units are transformed into state machine representatairctiirespond to the evolution of the privacy
data management and define both correct and incorrect uttys data.

The monitoring framework incorporates three main ingnetdienamely requirements specifica-
tion, privacy unit observer and monitor. The requiremepecgication is transformed into the corre-
sponding privacy unit state machines, which at run-timewevim parallel with the service execution.
The monitor collects the information about the privacy daa from the service logs, and updates
the status of the privacy unit observer accordingly. Thestateports the violations of the privacy
requirements when a specific failure state of the correspgretate machine is reached.

The proposed framework relies on clear and simple modeligagy agreements, while the un-
derlying requirements model relies on a comprehensive dbsm for the representation of correct
usage of private information. The run-time monitoring ay@mh exploits automated techniques for
the extraction and execution of monitor programs.
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Requirements monitoring based on event calculus [14, 15, L6

In [14, 15, 16] the authors approach the problem of monitpservice-based systems for confor-
mance to a set of behavioral requirements. In particularwbrks address the ability to represent
and monitor complex and expressive properties that dedl svients, states, timing constraints and
relations, etc. Furthermore, there is a need to refer ngt tonfunctional but also to non-functional
characteristic of the system, as dictated by the necedditye oun-time compliance checking between
the actual behavior and the service-level agreement spagtaifins [16].

In their approach the authors address the above problemsobidipg a formal specification
framework for expressing complex requirements and SLAd, amonitoring framework for run-
time checking of these properties. The formal specificatehies on the adapted version of the event
calculus, a first-order logic-based formalism that allowgressing complex properties over events,
fluents, and timestamps. The events and fluents in theiriootegfer to simple operations invo-
cations, valuations of internal and external variabledlt-bufunctions and operators, etc. In [16]
this notation is adapted in order to reflect the SLA propsriiethe WS-Agreement notation. The
monitoring process relies on automated extraction of tleeigptemplates that represent the formulas
in event calculus, and updating them with the recorder amyatkevents. The reasoning schema,
the derivation of events and run-time analysis are basett@mference rules in the corresponding
first-order logic formalization of the calculus.

The monitoring framework was implemented as a toolkit fomitaring service compositions
specified in BPEL. The logs generated by the process engine uged to identify the events and
update the corresponding formula templates in the monitbrsorder to evaluate and validate the
presented approach, the authors set up a comprehensiveniefcwith many test and generated
events based on a simple case study parametrized by theefregof events and the scale of the
involved components.

Monitoring security patterns [17, 18]

In [17, 18] the authors address the problem of monitoringartgnt security properties of service-
based systems. While the static analysis techniques amdywided to check the security properties
at design-time, the run-time verification of these propsréind the assumptions, under which these
properties were shown to hold, is still required.

In order to tackle with this problem the authors propose ®the techniques described by the
previous framework in order to define and monitor basic sgcproperties, namely confidentiality -
the absence of unauthorized disclosure of informatiomgiity - the absence of unauthorized trans-
formations of the state of a system; and availability - thedlieess of a system to provide a correct
service. These properties are defined using the specialrpatinodeled as event calculus properties,
which allows monitoring security properties even for nomeart users.

Performance monitoring for utility computing [19]

In [19] Farrel et al. deals with monitoring of service-lexamreements defining formal contract on
the service provision between the service customer anddmovThe presented solution addresses
the domain of utility computing, where providing resouregth certain quality characteristics is the
cornerstone aspect.

Similarly to [14, 16], the presented approach exploits trenecalculus as an underlying formal-
ism. However, the way the contracts are designed and maigmd#éfrent. The contracts are defined
on the basis of a contract pattern (which obligations halkihity, which are initiated and terminated
during the contract, which events and when occur), whichés taxiomatized using the event calcu-
lus. Then, the effects of critical events on the contradegzolution are defined. The authors present
a monitoring architecture and an analyzer to manage cdrifi@cycle, their analysis and reporting,
as well as a visualizer to represent the results of the SLAItmamg.
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Planning and monitoring execution with business assertion[20]

In [20] Lazovik et al. apply monitoring to a framework, whehe user requests are used to dynam-
ically customize and execute standard business proceSseh.customization aims at satisfying the
user constraints and requirements to the execution of aatdrbusiness process, parametric to the
set of available concrete services participating in thegse. These services, however, as well as their
composition, should satisfy certain domain business yuégsrred to in the framework as assertions.
In this approach the authors propose an architecture, whenglanning-based adaptation of the
business process is interleaved with the execution andtarong of the process and the correspond-
ing assertions. The adaptation requests are specified ifR& ¥Gery language that defined functional
constraints and preferences of the user. The assertiospacdied in the assertion language XSAL,
which allows for defining the behavioral policies on the ex@ém of process activities in the domain.
Using these specifications and the process model, the frarkevies to exploit various providers,
in order to better satisfy the query, taking into accountdbmain assertions. While executing the
adapted process, the framework monitors the relevant ®amat if the violation of the plan or asser-
tion is detected, tries to dynamically modify the plan tgkinto account new situation and assertions.

Automated SLA monitoring [21]

In this work the authors address monitoring Service-Legietments (SLA), which represent certain
form of a contract between service provider and consumeardatgg such issues as performance,
reliability, security, cost. This problem is made difficbly several factors. First, there is a need to
present SLA in precise and unambiguous way. Second, dustiibdied and multi-party nature of
service-based systems, the relevant measurements steodtuhb in a distributed way.

The proposed solution addresses these difficulties asv®ll&irst, the authors present a formal-
ized notation for specifying generic SLA, applicable alsatie service-based systems. The main
ingredients of the SLA specification refer to clauses, whiefine the measured parameter, on which
side it is measured, upon which event it should take placg tlam instructions for evaluation of the
values. Second, the authors propose instrumentatioritizgiin order to collect the necessary data.
At the service level this is done using special proxies thigrcept messages and perform their evalua-
tion. At the business process level the process logs (obds#d are used to collect information about
internal process activities. Third, a comprehensive serlével monitoring engine is proposed to
carry out the management of the monitoring tasks. The erggrierms the coordination of monitor-
ing actions, raises and terminates new monitor instancas@iag to the duration periods as specified
in SLA, associates the monitored information with the mangitl objects, and so on. The engine also
supports distributed monitoring, if the measurements Ishioe performed both at the consumer and
provider side. In this case the measured information isgoeithanged via specific measurement
exchange protocol, supported by the engine. The implerentaf the engine comes also with the
management and audition facilities.

WSLA [22]

In [22] a framework for the specification and monitoring ofvdee-level agreement is presented. The
goal of the framework is to provide an expressive yet flexibtadel of QoS contracts and a run-time
framework for their measurements and violation detection.

The WSLA framework defines a language for the specificatiaroofract information that allows
for describing the parties involved in the agreement (idiclg third parties supporting the monitor-
ing/audition process), the relevant quality of servicerabteristics, as well as the ways to observe
and measure them, and the obligations and constraints edpws these characteristics. The char-
acteristics may refer both to simple and to complex metnidsich define composite properties of
simple ones (e.g., aggregation, percentage, etc.). Theurezaent directives facilitate the definition
of the means used to observe and analyze the relevant irfformenaking the architecture and the
approach flexible and easily extendable.
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The WSLA architecture includes several components to geothe facilities for the deployment,
measurement, and management of contract information. dta@lamonitoring is performed by the
SLA compliance monitors that collects the measurementspestaes from the provider and support-
ing parties, performs the evaluation of obligations ane@ctsttheir violations.

Cremona [23]

In [23] Ludwig et al. propose an architecture and implemimnefor creation, management and mon-
itoring service-level agreements represented as WS-Aggaedocuments. WS-Agreement specifi-
cation provides a standardized way of defining contractnfatination between service provider and
customer, and originates in the field of grid computing. ldws the clients to specify the required
levels of service quality properties, the providers todethe corresponding resource requirements
and to drive the decisions on the requests. On the clientitsisl@ecessary also to provide facilities
to monitor and control the actual correspondence of theuresoquality and the negotiated contract
specification.

The Cremona architecture and a toolkit propose a framewarlall the aspects in the WS-
Agreement management. Cremona provides a layered moddEefmition, creation, negotiation,
binding, and monitoring of contracts. The monitoring madisl not only used to observe and detect
contract violations, but also to predict future violaticarsd to engage corrective actions in advance.
The monitoring facilities come also with the managemerdriaces that allow the customers to track
the current situation and to take agreement-level actiems,(change provider).

Colombo [24]

In [24] the authors propose a platform for developing, dgiplg, and executing service-oriented ap-
plications and system that incorporates the tools andtfasifor checking, monitoring, and enforcing
service requirements expressed in WS-Policy notations:P0y notations define the quality-of-
service assertions that can be attached to a particulaicegperation, or a message type. The
concrete assertions are defined in a certain domain-spkgificiage, e.g., WS-Transactions or WS-
Security that define the properties of the transaction padscand security characteristics respectively.
Apart from checking the compliance of policies at deploytrtene, it is necessary to verify them at
run-time, when, e.g., service invocations calls/binditad® place or messages are sent/received.

The Colombo platform comes with the module that manages alieypassertions. Apart from
evaluating the assertions attached to particular sereieged entity, the framework provides means
for policy enforcement, e.g., it may approve the deliveryaohessage, reject the delivery, or defer
further processing.

2.3.2 Business Activity Monitoring

Business Activity Monitoring (BAM) provides near real-tinmonitoring of business activities, mea-
surement of key performance indicators (KPIs), their preg®n in dashboards, and automatic and
proactive natification in case of deviations. A “businessvéy’ thereby can be implemented as a
service orchestration in a BPMS, or, more general, as parbokiness process consisting of a series
of activities implemented across workflow systems, ERPesgstand legacy applications, possibly
across organizational boundaries. BAM is based on evemepsing. Events have to be gathered
from different kinds of applications which are not necesgamplemented as services: process en-
gines, ERP systems, databases, legacy applications. INdtthése applications support publishing
of events natively, so often adapters have to be implememtech extract events from these appli-
cations. BAM tools subscribe to these events and typically Qomplex Event Processing (CEP)
technology, which enables them to process high volumes dénlying technical events to derive
higher level business events. A rule engine calculates KRileg based on business events and sends
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notifications. Events and KPI values are typically stored data warehouse of the BAM tool, which
is queried by the dashboard component for visualizing thevdRies.

Query-based business process monitoring [25]

In [25] Beeri et al. propose an approach to the monitoringusitess processes specified in BPEL.
While the goal of the monitoring approach is similar to matiyeo proposed approaches, the specific
focus of the approach is different. In particular, the atghny to address the following monitoring de-
sign and implementation issues: the monitor specificatmulsl target the same level of abstraction
as the original process; the monitoring activity shouldetako account the specific features of the
underlying process models; the monitors should be deplayedexecuted in the same environment
as the original process, without putting additional regients on that environment.

For these purposes the Business Process Monitoring (BB-Bystem is presented. In order to
specify the monitoring properties, a high level intuitiveaghical query language is proposed that
allows users to visually define monitoring tasks. BP-Monrgpseconsist of two main ingredients:
execution patterns that should be matched against thel ageution traces, and report specification
generated from these matches. The patterns representrtiposibe events as partial control flow
specifications, where the elements specify the activitias $hould appear in the critical execution.
Additionally, the query contains the definition of the timadow (period and interval), in which the
query should be evaluated, and the condition to restrictfsetatched executions. When the query is
matched, the report is populated and emitted. The reparsepts a parametric XML pattern, which
is instantiated when the pattern is matched. Two reportindes are provided: a local one, where an
individual report is issued for each process instance ardimbone that considers all the instances.

To perform the run-time analysis, a specific pattern matghilgorithm is proposed. The algo-
rithm tries to greedily simulate the pattern to match eveastearly as possibly and backtracking on
failure. A report is issued as soon as a match for the patsddentified.

The system is implemented as follows. A BP-Mon query is céedpinto a BPEL process spec-
ification, whose instances perform the monitoring task,clwhs translated into an executable code
to be run on same BPEL engine as the monitored business pro8asadditional component, dis-
patcher, is used to listen to the events on the processtadjv@nd forward them to the query process
instance. An important feature of the approach is that isdu# target a particular monitoring goal.
Indeed, the reports provide just the required values, amctbre may be used for various purposes
regarding BPEL processes.

Model-driven development of monitored process [26]

In [26] Momm et al. deal with the problem on how to develop awlted SOA-based business pro-
cesses with integrated monitoring information for proaamsrolling. Automated BPEL-based busi-
ness processes are often developed in a top-down manmengsteith a visual notation of the process
(e.g. in BPMN) and then translating the visual model into xecetable BPEL process model. If the
BPEL process is to be monitored, then also process metnestbhae specified during process de-
velopment.

The presented solution utilizes a model-driven approadtet@loping monitored business pro-
cesses. The authors have created a metamodel which allodedlmg of process performance met-
rics (PPIs) based on BPMN process elements. The BPMN proteds| with the corresponding PPI
model is transformed to a BPEL process model which contaiidiétianal activities for publishing
events needed for the calculation of the PPIs. These eventseat to an external monitoring tool
by invoking its Web service interface. For measuring theadan of the activity, for example, two
additional BPEL invoke activities would be inserted, befand after the activity, respectively. These
activities would invoke corresponding operations on theioing tool.

The benefit of the approach is that events needed for mamitare automatically determined and
corresponding activities for event publishing are autacadly generated. The authors demonstrate
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the approach based on a case study in the context of the ntaaagef examinations.

Model-driven development for BPM [27]

In [27] Chowdhary et al. deal with the problem on how to depedmd deploy monitoring solutions
in an efficient manner. Monitoring solution consists of eiéint artifacts which have to be created:
a monitor model which evaluates KPIs based on incoming ewemd sends notifications; a database
schema which stores KPI values and allows efficient queryaghboard views.

The presented solution introduces a model-driven apprtadevelopment of business process
monitoring solutions. The authors have created a busine$srmance management metamodel for
modelling of monitoring tasks in a platform-independentyw@he Business Performance Manage-
ment (BPM) metamodel contains concepts such as “MetricisiBess Event”, “Situation”, “Busi-
ness Action”, etc. The user can create such models using UMe.BPM Model is transformed
to two intermediate models: an observation model and a datehwuse model. The observation
model captures information for the monitoring tool on howtries are to be computed and which
actions to take in certain situations. The data warehousgehdeals with storage of metrics, and
their visualization in dashboards. Both intermediate nedan be adapted if needed. Finally, they
are transformed to deployable code.

The benefit of the model-driven approach to creation of nooimity solutions is that much of the
code can be fully generated. The approach has been impledhastpart of the corresponding IBM
Toolset (Rational Tooling for UML modelling, WebSphere Aipption Server, DB2).

Probing and monitoring WS-BPEL processes [28]

In [28] Roth et al. deal with the problem on how to extract ésdrom a BPEL process in order to
enable auditing in an interoperable way. The BPEL spedifinatoes not specify how the execution
of the BPEL process should be logged in an audit trail. EacklBEngine vendor implements
a different event model and auditing mechanism. Thus, a toxamg tool would have to provide
adapters for each BPEL engine it wants to support.

The presented solution extends a BPEL process model definitith special auditing activities
which log state changes to an external monitoring web seniibe extended BPEL process does not
use any proprietary elements and is BPEL standard complidwerefore, the extended BPEL process
can run on any process engine and send events to the mogitooh First, the authors introduce
five different strategies for auditing BPEL processes: r(gtiumentation of web service requests of
the BPEL process on protocol level and (i) on applicatiorveelevel, (iii) utilizing the auditing
service of a process engine used for enacting the BPEL moesusing probes in the operational
systems that track state changes of the business procésgsirmiuding the auditing mechanism as a
partner within the BPEL process. They employ the fifth sgatend show how to transform a BPEL
model into an auditable model which can be used for processtonimg purposes. For every audited
activity, a new scope is created which hosts and executdekeatiecessary steps for pre- and post-
auditing. For the monitoring service which is invoked by theended BPEL process, an interface
is presented. Finally, the authors propose some extentidhe BPEL specification for supporting
their approach.

The benefit of the approach is that the extended BPEL progess ot use any proprietary
elements and is BPEL standard compliant. Therefore, thendetd BPEL process can run on any
process engine and send events to the monitoring tool. Time@uhave implemented a prototype
consisting of a tool which extends a BPEL process addingiagdictivities and a monitoring service
which is invoked by the BPEL process at process executioa.tim
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iBOM [29]

In [29] Castellanos et al. deal with the problem on how to t&r@anonitoring solution, which not only
enables to measure KPIs, but also to understand the causadadired KPI values, and prediction
of future values. Conventional business activity monitgrsolutions let the users define business
metrics and then monitor and report them at runtime. Theyelwvewdo not support explanation of the
causes of certain metric values to the user.

The paper sketches a platform which combines businesdtaationitoring with data mining
approaches to enable more intelligent analysis of busimetgcs. The platform should support fol-
lowing functionalities: (i) providing visibility into proesses which are not executed by a process
engine, but run implicitly across diverse systems; (ii)l@img the business user to define KPIs in an
intuitive way; (iii) enabling explanation and predictiofi KPI values. In order to provide visibility
into processes, the authors take the approach to model dlew abstract process which models the
steps of the process in terms of events which are to be extrér@m existing systems. Events are ex-
tracted by using adapters. The abstract process model @retecutable process model, but serves
as an input to the monitoring tool in order to display theustatf the process as events are received. In
order to enable the business user to specify business metiiemplate based approach is employed.
Thereby, IT engineers specify business metric templateg &L queries over the underlying event
data store. Business users instantiate the templates wvitlrete values, thus specifying the monitor-
ing tasks without further support by IT engineers. Findity, explanation and prediction of metric
values, data mining techniques based on decision treesede u

An Agent-based Architecture for BAM [30]

Jeng et al. (2003) have developed an agent-based archétdotuproviding continuous, real-time
analytics for business processes. The architecture ieslad integration layer, an event processing
container (EPC), a Bl agent layer, and a dashboard layer.

The integration layer extracts events from business agpdias and workflow systems. These
events are provided to the EPC which is a robust, scalablehgdperformance event processing
environment. Itis able to handle a large number of workfloergs in near real-time. The incoming
process events are transformed on-the-fly into metricsatteastored in the process data store. Fur-
thermore, the EPC also publishes information to the Bl Adexyter for analytical processing. The
Bl Agent Layer is based on the decision cycle involving the 8ub processes: sense, detect, analyze,
decide, and effect. The sensing agents retrieve the evedtmatrics from the EPC or process data
store, and provide them to reactive, deliberate, and prx@sagent layers, which analyze and respond
to situations and exceptions in a business environmentdbaséusiness policies. Response agents
generate action outputs unto the business environmentlbwing the directives delivered from the
agent layers. The authors demonstrate the approach ancpienentation based on a use case on
supply chain management for microelectronics manufawuri

2.3.3 Process Mining

Process mining is an approach of observing and extractingiceknowledge about business pro-
cesses execution(s) from available event logs [31]. In tmext of service-based applications these
logs may refer to registration of SOAP messages betweeitssevent logs registered by the busi-
ness process engines, etc. The classification of the piogessning approaches [31] defines the
following usages of the process mining approaches to mamio

e Discovery i.e., to reconstruct the actual model of the underlyingrmss process as it is used
in production environment. This information may be usedefalution purposes, that is, to see
how the actual business process model evolves, or to igler@itain trends or future problems.
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e Conformancei.e., the correspondence between the actual model andpieeted one, (i.e.,
SLA or behavioral process model). The analysis may be botélyi and post-mortem, when it
is used for statistical or auditing purposes.

e Extensioni.e., enriching the original model with the additional, @op unknown, informa-
tion, such as performance characteristics, informatifineéncing the decisions performed, etc.
Again, the enriched model may be exploited for evolutiorppses.

The development of a process mining and analysis solutimftesy referred to Business Intelli-
gence, presents several challenges such as:

e Defining the appropriate user interface to facilitate the afsthe tools by non-expert users;

e Defining the metrics that can be used to design mining alyostand evaluate results of the
formers.

e Defining the underlying machinery enabling the above fuumglities to be delivered to many
levels of an organization.

Fuzzy mining [32]

In [32], the problem of simplifying processes on the basiaatfial execution traces is proposed. This
problem amounts to reconstruction of the process modelthétlobjective of avoiding the generation
of Spaghetti-like models. A Spaghetti-like model is defimsda model very complex and (usually)
useless for humans that have to understand and handle ise Thedels are neither easily readable
(too many elements) nor human-understandable. Thereforae sort of simplified visualization
scheme should be found to present resulting models to users.

The approach proposed in the paper tries to simplify thege®schema by preserving (or, at least,
trying to degrade as less as possible) two general metrigsifiSance, defined for both activities and
their relations, tries to keep as high as possible the fidelithe behavior of the model with respect to
the behavior of the actual model. Correlation is a metrit tias to match the amount of correlation
between two activities. Generally, this is measured as tfieuat of data they share in the recorded
events in the log. More precisely, the approach can be skétah follows:

e Highly significant behavior is preserved, i.e., containethie simplified model.

e Less significant but highly correlated behavior is aggregjite., clustered together within the
simplified model.

e Less significant and lowly correlated behavior is removedifthe simplified model.

To estimate significance and correlation one has to rely otefsduilt upon users preference. Log-
based versions of the metrics are defined to take into aca@ent activities. Derivative metrics,
instead, are derived as combination of the previous ones.

Conformance checking with ProM [33, 34]

In [33] the authors address the problem of business proaegsrmance checking. Conformance
checking deals with the problem of analyzing whether the ehdice., the workflow on which the
BP is modeled) and actual execution traces (registereckitotf) conform each other. Conformance
analysis aims at the detection of inconsistencies betwgaonaess model and an event (i.e., trace)
log through appropriate metric values.

The authors propose a post-mortem monitoring techniquedoais two different metrics:

e Fitness: does the observed process comply with the contral $pecified by the process
model?
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e Appropriateness: does the model describe the observedgsat a suitable way? Appropri-
ateness is formulated according to an “Occams razor” gri@ci“One should not provide a
model with a number of entities too much high than those reguio explain anything”.

In this work the model taken into account for processes ig Ret and the two metrics above are
defined in its terms. Fitness (that is the most dominant reqént for conformance) is defined as the
ability of the Petri Net to “generate” all the traces obsdrigthe log. To be appropriate, a “good”
process model should be minimal in structure and minimakimavior. The paper, itself, presents a
lot of interesting metrics upon which a conformance chegldlgorithm is built. The conformance
analysis in terms of these two metrics may be performed Uiyl toolkit [34].

A noticeable point of the paper is that the algorithm is veigely tested on a real-life log of
events, generated by the use of a town-hall task managerpplitation. This is very interesting,
actually, since many of the approaches present in litezagitiher give theoretical proof for the validity
of their model, or test them on synthetically generated Voards.

Process mining for security [35]

The work presented in [35] deals with the analysis of the isggoroperties of the business processes.
The analysis of security may amount to the presence or abs#raertain action patterns during the
execution, i.e., based on the analysis of audit trails. Adfitatail is a record of all events that take
place in a system and across a network, i.e., it providesa trhuser/system actions so that security
events can be related to the actions of a specific individugystem component.

The work presents the approach to the analysis of audis tiaihg the process mining techniques.
Using this techniques and set of “correct” audit trails, ahgorithm extract the workflow that corre-
sponds to correct handling of security data. Using the etdtchmodel, it is possible to monitor the
security properties at run-time by simulating the ongoirgogition on that model. The authors also
show how this method may be used in combination with the comdoce analysis based on ordering
relations.

Deriving protocol models [36]

In [36], the authors investigate the problem of discovepngtocol models by analyzing real-world
service conversation post mortem monitoring. They dewaam approach for discovering protocol
definitions from real-world service interaction logs. Th®tpcol definition may not be available.
This can happen for various reasons: for example, the ghéds been developed using a bottom-up
approach, by simply SOAP-ifying a legacy application forigththe protocol specification was not
available; even when the protocol information is documenli&e in Google Checkout service, the
protocol specification need to be extracted from the texteskription, which is not as precise as
a formal model. So, a novel discovery algorithm is proposduch is widely applicable, robust to
different kinds of imperfections often present in real wiskrvice logs, and able to derive protocols
of small sizes also thanks to heuristics. For verificatimnfermance and checking and evolution,
protocol discovery is useful to verify if the designed piambis faithfully followed in the service
interactions. As the implementation of service evolves,ptotocol definitions become increasingly
incorrect. Automated protocol discovery helps in mairitajra correct and up-to-date protocol defi-
nition.

Furthermore, the most precise and the smallest model isiligucally not feasible from imper-
fect service logs. They also propose an approach to refirdighevered protocol via user interaction,
to compensate for possible imprecision introduced in tkealiered model. The approach has been
implemented and experimental results show its viabilitypoth synthetic and real-world datasets.
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Timed transition discovery [37]

A business protocol is not always published together withsibrvice interface, and this hinders au-
tomatic management. When conversation logs are availalde]ution is to discover the business
protocol from past service executions, but there many diffies can arise. One of them is the ex-
traction of some temporal constraints called timed trasmsst which are not explicitly recorded in the
logs.

In [37] an approach for discovering such transitions isused. A formal class of patterns called
proper timeouts has been defined. It was shown that the patteveal the presence of timed transi-
tions in the business protocol. A polynomial algorithm fatracting such patterns was presented, as
well as some preliminary experiments.

2.3.4 Grid Monitoring

According to the Anatomy of the Grid [38], the Grid is aboubbedinated resource sharing and
problem solving in dynamic, multi-institutional virtuatganizations”. Here is a practical example:
with the help of virtual organizations a researcher canggoestricted resources of another institutes,
meanwhile these resources are still not exposed to thecpubtid technologies emerged in the mid
90s and from its very beginning its has converged towardslatas based environments. As a result
first basic internet based protocols were adapted like LBDAH,P, FTP, later web services technolo-
gies were also applied. Grid users usually employ resodordenger terms, therefore they require
services that remember them. Grid uses a SOA with the erteio$iunified state management capa-
bilities like those specified in the Web Services Resoureeework standards [39]. Modern service
oriented Grid systems offer their data management, ex@taotanagement, security management and
information management interfaces as web services.

Grid monitoring concepts were laid in the late 90s when tle fironitoring systems were built
like the NetLogger [40] and the Network Weather Service [4t]en in 2002 the Global Grid Forum
tried to clarify the main grid monitoring concepts by defmitne Grid Monitoring Architecture dis-
cussed later on. Grid monitoring systems developed aftelsvaere all using this work’s concepts.
In 2004 service orientation appeared in Grid systems. Tleug monitoring tools (e.g. MDS-4,
SCALEA-G, MonALISA) were also necessary to support the texels of SBSs, since monitoring
should not just diagnose the service frontend, but it alsotbdry to analyze the service backend.
E.g. in order to make sure a reliable file transfer servicwadable all the related file servers should
be available also.

In grid the monitoring task can be defined on two levels.

Infrastructure monitoring tackles middleware level services. Provides the overaltheof the
Grid system. Enables higher level services to determing sérxices are available for their
users. E.g. a Grid broker selects sites which have the reagessftware infrastructure on
them, and they also have enough computing power/storageitgmeeded by the user’s jobs.
Information about middleware level services are usuallylisbed in a well established format
like the GLUE schema [42].

Application monitoring handles the different programs the members of the virtugdrdrations
use. Thus the main tasks of the monitoring system here isabvdth the application specific
monitoring data, and the delivery of this data to the usethdfuser applies special monitoring
solutions, then larger grids might not be supported sineentbnitoring infrastructure should
be constructed on a site the user does not even know befoexdieation. In large grids like
EGEE (where tens of thousands of compute nodes are avajlalaeid broker selects the site
where the application is executed, thus a unified, crossasitnitoring solution is required.

The aim of the application monitoring solutions can be penknce analysis, debugging, mi-
gration, etc. Performance analysis is applied to deterthi@ecalability of an application, or it
can also be used to observe the effects of higher commumidatiencies between the different
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processes of an application. Distributed debugging systam also use the monitoring system
as a way to push debugging information towards the userll¥*th@ monitoring system can be
the place where the current application state is reportéds State can be later used by an ap-
plication migration utility to transfer the process statéthe application to the newly selected
site(s).

Grid Monitoring Architecture (GMA)

The Grid Monitoring Architecture (GMA) [43] is an abstramti of the essential characteristics needed
for scalable high performance monitoring on a large distéd computational Grid. The GMA
proposal [43], published by the GGF [44] Performance Wayk@&roup, defines the components
producer consumerand directory service(also calledregistry). Figure 2.1 shows the basic GMA
components and their interactions. Besides componentiti@iinproposal for interaction between
components and required operations for each componenasarelefined. Basic requirements on
monitoring architecture are defined as low latency, beingpbke of high data rate, minimal over-
head, security and scalability. Most of theses requiremkaivever are left to the implementation to
fulfil and are not addressed at the architecture level.

events Registry

metadata
Producer

Figure 2.1: GMA components

In order to separate data discovery and data transfer, &searalled "directory service” is de-
fined. Metadata describing producers of information andsaorers waiting for some information
are published in this service. Producers and consumershearuse published information to locate
corresponding parties.

Several communication models between producers and camnsuare identified: publish / sub-
scribe, query/response, and notification. Operations @tipg these communication models are
defined for producers and consumers. Basic operationsrieetdry service are also identified. In all
communication models, monitoring data and control message sent directly between a particular
consumer/producer pair and directory service is involvely o the location of the corresponding
party.

In GMA, monitoring data are sent in the form of (time-stampedents. Events are sent only
from producer to consumer, but communication can be ietidty both parties.

The GMA document specifically mentions compound producesumer services. Such services
may act as a gateway between different monitoring systemmeréorm data archival or aggregation
tasks. The possibility to use compound entities for loadicédn is also mentioned.

Interoperability of different monitoring systems was otienmtivations for the GMA. Definition
of the GMA inspired several implementations of monitoringtems. While the GMA definition
proved to be general enough to cover all these implemengatib proved to be to much general
to guarantee real interoperability between proposed t@athires. The GMA definition does not
constrain communication protocols between componentsatarmodel for description of producers
and consumers.

The GMA mentions the importance of security to ensure thegiitty and privacy of both the
monitoring system and the event data itself, and mentioms<{tB09 PKI and SSL as possible tech-
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nologies to use. The GMA however does not discuss authépticand authorization models and
issues.

Strengths of the GMA proposal, that it describes many ingmraspects of grid monitoring
and also provides definitions for common components. Howigve too general, different GMA
implementations usually can not interoperate.

SCALEA-G

SCALEA-G [45] is a unified monitoring and performance analysol for the grid. It is based on the
Open Grid Services Architecture (OGSA) [46].
SCALEA-G consists of a set of web services. These include:

e TheDirectory Serviceserves as a registry for both producers and consumers.oltatgains
information about the data provided by every producer.

e TheRegistry Servicés used to register and locate other SCALEA-G services.
e TheArchival Servicas a data repository holding past measurements.

e TheSensor Manager Servidg used to manage sensors, store the monitored data andiserve
data to consumers. Every Sensor Manager maintains a sepsaitory that holds information
about available system sensors, XML schemas, and senstrstist be activated at startup
time.

e TheMutator Serviceconducts dynamic application instrumentation.

e The Instrumentation Forwarding Serviceeceives instrumentation requests from clients and
forwards them to the Mutator Service.

e TheClient Serviceprovides interfaces for administering other SCALEA-G s=8 and access-
ing data in these services. The Client Service also supfeatsres for analyzing performance
data.

e A GUI enables the user to visualize the measured performance data

Communication between various SCALEA-G components usesitethods: grid service opera-
tions are used for management tasks and interaction betvgleitevel services, and TCP streams are
used to transfer monitored data. The grid service opemaitititize GSI [47] to provide authentica-
tion, privacy and integrity protection. Data channels amggrted by SSL. Monitored data is encoded
using XML, and data queries are expressed using XPath [4BALEA-G supports both push-mode
and pull-mode data delivery.

SCALEA-G distinguishes between system sensors and apiphicsensors. System sensors are
used to monitor the grid infrastructure (host, network9 athile application sensors are used for
monitoring application behaviour. The two sensor typetedih their control and security model.
Every sensor (both system and application) has an identifireassociated data schema and a set of
parameters.

SCALEA-G supports application monitoring using either manor dynamic instrumentation.
Dynamic instrumentation is provided by Dyninst [49]. Seéiguin SCALEA-G is based on Globus
GSI. Access Control Lists (ACLs) are used for deciding whiliant can access what service/sensor.
Strengths of SCALEA-G, that it has a flexible architecturéjcl also supports application monitor-
ing, and provides a GUI for performance monitoring and iga&ion. Shortcomings of SCALEA-G
include: pull-mode data delivery is implemented by the ®emdanager always buffering sensor
output, even if nobody is interested in it. And also the SCALG assumes that only one user can
monitor a given application at a given time.
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Globus MDS-2

The Metacomputing Directory Service (MDS) [50] is part af tBlobus Toolkit [51]. The first version
was not very successful, but the second version (MDS-2) vidslyvdeployed as part of various grid
infrastructures despite its still numerous problems. MDiSthe fourth reincarnation.

There are two fundamental entities in the MDS-2 architectdistributednformation providers
and specializedggregate directorgervices. The information provider framework provided b
2 is called Grid Resource Information Service (GRIS). Itas&d on an OpenLDAP [52] server back-
end and allows plugging in various information sources. dae collected by various information
sources (sensors) is cached inside GRIS to avoid overlgaldinmachine by querying the information
source too often. The framework for aggregate directoryises is called Grid Index Information
Service (GIIS). GIIS collects data from lower-level GRISI&BIIS services and mergest the collected
data into an unified information space.

MDS-2 uses the LDAP [52] data model and representation. TheR.is used as transport proto-
col and query language for GRIP, and as transport protocdbRRP. The choice of LDAP however
has several drawbacks:

e LDAP queries are efficient only if the structure of the infatmon tree matches the query. If
the query has to cross multiple branches of the informatiem @r has to involve more than one
servers then performance suffers greatly.

e While LDAP is suitable for representing status informatignis not capable for delivering
event notifications.

e Updating the information is quite slow with OpenLDAP.
e The schema is fixed and must be known in advance.

The caching nature of MDS-2 also presents problems. [53][B#dshow that MDS-2 perfor-
mance is greatly reduced when the required data is not cattwaever, most monitoring information
has only very limited time period when it is valid so exterspaching is not possible.

MDS-2 uses the Globus GSI [47] infrastructure for authexitis1. Authorization is provided by
OpenLDAP's access control facilities which allow a rich gktules to be specified to control access
to different parts of the information tree.

To overcome concerns about security due to the cachingsat@llS, the GIIS only caches data
that it acquired anonymously. The GIIS is also able to acdassin lower level GRISes using a real
GSlidentity, but in this case it only returns a referral te tiriginal GRIS provider to users, so every
user is required to go through the authorization proceslatfgarticular GRIS in order to access the
data.

Strengths of MDS-2 is its distributed, hierarchical desigimd the standard protocols; finally the
good authorization support.

Shortcomings of MDS-2 starts with the serious performanmoblpms, continues with its only
support for pull mod data delivery, then the monitoring mfation schema is fixed and must be
globally known, and finally it has no support for actuators.

MDS-4

Globus Alliance has re-designed and re-implemented the BtidSepts using the Open Grid Services
Architecture (OGSA) [46] and targeted all the previouslymtened shortcomings on some level.

As part of this effort the GRIS and GIIS was encapsulatediwighsingle web service called the
Index service. This service follows the Web Services Reso&iramework [39] standards, and can
monitor 3 types of producers. First WS-ResourcePrope®y (B/SRP) compatible services can be
polled for their registered resource properties. Secondgn subscribe for WSRPs of those services
which support WS-Notification [55] by advertising their Resce Properties as topics. Finally for
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non WSRF enabled services or systems, the Index servicedpeily executes custom monitoring
scripts.

With the new Index service they abandoned the old LDAP paitaad data model. They re-
placed the LDAP query protocol with the WS Resource Propguisry operation (supporting XPath
language). As for the data model they are schema-agndstiefore the new MDS4 can store any
kind of information users prefer as long as it is valid XML.€élkervice supports pull data delivery
with the help of WSRP, and push delivery on monitoring datanges through WS-Naotification.

In the fourth release of the MDS a new service appeared ctiiedrigger. This service accepts
conditional query definitions as input, then executes thegularly. If a condition becomes true it
can initiate an actuator script.

R-GMA

The Relational Grid Monitoring Architecture (R-GMA) [567bdeveloped in the European DataGrid
project is a relational database implementation of the GMI2].[ R-GMA is planned to be used not
only as monitoring infrastructure, but also as genericrimf@tion service. The R-GMA system uses
web servlets implemented in Java, with SQL-like API. Clisitte APIs are available in Java, C, C++,
Perl and Python.

The R-GMA architecture identifies several types of prodsicer

DataBaseProducer - when the source of events is a real RDBMS,
StreamProducer - produces a continuous stream of events,

ResilientProducer - similar to StreamProducer, but the information is arcthitieerefore it will not
be lost even if the system crashes or is restarted,

LatestProducer - always provides the most recent event,
CanonicalProducer - generic producer class that does not have a predefinedibehav

All the producer types except CanonicalProducer providenals interface for publishing events
using SQLI NSERT statements.

Producers register both their location and the descripbiothe provided data in the registry.
The registry includes a separate Schema component rebf®ifi storing the data descriptions.
Therefore R-GMA is capable of handling dynamic schema césibgt only on the level of producers
(i.e. if the schema provided by a producer changes, the @mptoducer registration process must
be performed again). R-GMA does not support direct schergatiadion between the producer and
the consumer therefore the registry may become a perfornaoitieneck when there are frequent
schema changes.

There are three query types defined. History queries retentg for a specified time period.
Latest queries return the last published event. Contingowsies return events as soon as they are
published by a producer. Therefore History and Latest ggamplement pull-mode data delivery,
while Continuous queries implement push-mode data degliver

Consumers can express queries as SBLECT statements. Besides the original GMA com-
ponents R-GMA also defines tiediator although it is embedded in the consumer interface. The
mediator is responsible for interpreting tBELECT statements issued by the consumer, redirecting
the query to the appropriate producers by asking the rggestd combine the results from different
producers.

Both producers and consumers are represented by a webeseWiile this provides maximum
flexibility for the implementation and provides a standaréiface to ensure maximum interoperabil-
ity, it also turned out to be a major performance problem.

The original R-GMA design did not take security into accourdter R-GMA versions use the se-
curity framework of the European DataGrid Project [58]. Rerttication is performed using GSI [47],
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on-wire privacy is provided by using SSL. The producer anasconer web services provide a simple
access control mechanism to allow or deny consumers andgemsibased on their identity.

According GMA implementation comparison ([59]), R-GMA hssveral drawbacks: large num-
ber of external software dependencies, non-portable bygtem, and high run-time overhead due to
its architecture. Also, the R-GMA API is quite large and céexp

Strengths of R-GMA are that it is a full implementation of BMA proposal, and supports both
push and pull mode data delivery, and it has a flexible design.

Shortcomings of R-GMA are that it has no support for actigtitthas a complicated APl with
a large number of external software dependencies and owatgdi administration, it also has perfor-
mance problems partly because the architecture is too igeanat partly due to the implementation,
finally security was not included in the original design arebwenly added later.

MonALISA

The Monitoring Agents in a Large Integrated Services Agattiire (MonALISA) [60] is based on
Jini [61] technology. MonALISA is an ensemble of autonomanslti-threaded, self-describing
agent-based subsystems. It is capable of interfacing withileg monitoring applications and tools.

The data collection is performed by the Data Collection EagiThe engine loads various data
collecting modules dynamically and executes them in palrallhe collected data is stored in a local
relational database.

MonALISA services register themselves with a set of Jini lkgw Discovery Services (registry).
The Lookup Discovery Services provide automatic replaatof common data. Communication
between clients and monitoring services happens diredthyowt the participation of the registry.

Archived data can be automatically compacted by averagasg yalues after a certain time. As
a downside the only data type MonALISA framework can realydile well is a vector of floating
point numbers.

Clients download proxy objects for the discovered servacesuse these proxy objects to perform
both real-time and history queries or to subscribe to speeifents. There is also a SOAP/WSDL
binding available for non-Java clients but it does not hdvtha features of the native Java commu-
nication.

MonALISA provides a global GUI providing many visualizaticoptions. Every MonALISA
service may provide the code for its own visualization ugingxy objects. There is also a dedicated
GUI for system configuration and management tasks. Thisrmdtration GUI uses SSL certificates
for authentication and authorization.

The dynamic loading of data collector modules and the flextBUI for visualization are the
strengths of MonALISA.

Meanwhile there are some shortcomings of MonALISA like: usig is only available for the
administrative GUI; java based, non-Java clients can nocesecall features; jini requires multicast
which is not available everywhere; weak support for moaibbe data types.

GridICE

GridICE [62] is a monitoring tool developed in the DataTagjBct. The GridICE architecture con-
sists of five layers: measurement, publisher, data colled&iection/notification and data analyzer,
and finally presentation layer.

The measurement layer collects simple and composite meificesources. The measurements
are stored locally. GridICE uses an extension of the GLUEeSE[42]. GridICE can use various
third-party tools to implement measurements for the metlefined in the GLUE Schema.

The collected data is made available for consumers by thiisRabService. It acts as a gateway
in case the monitored resource is behind a firewall. The BhudliService is implemented on top of
Globus MDS-2. This implies that only pull-mode data delvir supported.
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The Data Collector Service is responsible for detecting aealable resources by periodically
(typically daily) scanning the GIS. Once a resource is disoed, the Data Collector periodically fires
observations to discover what monitored data is availatdestores the result in a local PostgreSQL
database. The Data Collector Service is implemented usaggol.

The Detection/Notification Service can be used to autoralétisend out notifications when some
monitored data matches certain conditions. The Data Aral$ervice provides general statistics and
periodic reports of grid activity. The Presentation Sesvffers different views of the monitored data
based on the type of the consumer. The Presentation Sesvioglemented in PHP.

Due to the implementation choices, the security charatiesi of GridICE at the data collector
level are equal to MDS-2, while at the presentation level @inple web-based access control is
possible.

Shortcomings of GridICE are the centralized architectarg] that it does not support for event-
like metrics, uniform security and it has no public prodécensumer API.

2.4 Comparing Monitoring Approaches

In this section we will summarize information on differemntributions and compare the different
approaches according to the above classification framewdrk corresponding tabular forms will be
provided separately for the above three aspects, namelitoriag task, specification, and implemen-
tation. We will also discuss the related works on monitodpgroaches in other areas of information
systems.

2.4.1 Monitoring Task

The results of the comparison of the presented approachbsregipect to the monitoring task are
represented in Table 2.1. The table represents the goakahtmitoring process, the role in the
process of the stakeholder performing the activity, thennagpect addressed by the process, the kind
and the scope of the monitored information, and finally tree@inent of this information within the
overall architecture of the monitored application. We rdathat many of the presented approaches
were used not only for the purposes of detecting deviatiom® the expected execution (analysis),
but for the purpose of correction (e.g., recovery from &yllynamic adaptation (e.g., replacement of
component services), and optimization. The use of thesetanimy techniques in these is discussed
in “Adaptation” part of the presented Deliverable.

The presented classification demonstrates that the résaetivities on monitoring has provided
very rich and comprehensive set of approaches that coves weidge of goals, problem aspects,
and information types, as well as the different componehtfie SBA architecture. The monitor-
ing problem is considered from various stakeholder petsms; it addresses both functional and
non-functional aspects of the application execution,dtng not only the momentary information
about the execution of a particular application instance,tlying to consider the system execution
in “perspective”, when the relevant data is collected attbe execution of all the instances of the
application.

Another important trend that can be seen from the obtainedltseis that the research groups
try to come out with the approaches and systems that inesjrabre and more various aspects of
the monitoring task, such as different types of informat®ources, types of event, their distribution,
etc. The trend, however, in its infancy; only few approacgesbeyond a particular monitoring
problem or provide a wider perspective on the applicatioacaiion. Furthermore, there are no
existing approaches that cross all the functional layets@SBA architecture, considers evolutionary
aspect of executions with respect to a variety of infornmatietc. This, in turn, leads to another
very important issue. Addressing only a particular aspeablpm, or considering only a particular
functional layer in isolation, does not allow to understdhé relations and dependencies between
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Table 2.1: Classification of approaches according the raong task

Approach Goal Role Aspect Information Location
Kind Scope Ext./Int. Layer Distr.
Assumption-based Analysis consumer behavior func instance and| internal SC centr
monitoring class
Monitoring conver- Analysis consumer behavior func instance internal SC centr
sational Web ser- (of  involved
vices services)
Smart monitors for | Analysis (pre- | consumer behavior func instance internal SC centr
Composed Services | post-conditions on| (of involved
services) services)
Dynamo Analysis  (asser-| consumer behavior, func and | instance internal and | SC, SI centr
tions, temporal| (of involved | contracts, | non-func external
properties), Policy| services) security
compliance
Monitoring for Di- Diagnosis consumer, behavior func instance internal SC distr
agnosis provider
Monitoring privacy Analysis (privacy | consumer privacy func instance internal Sl centr
agreement properties)
Requirements mon- | Analysis (require- | consumer behavior, func and | instance internal SI, SC | centr
itoring using event | ments, contracts) SLA non-func
calculus
Monitoring security Analysis (security | consumer security non-func instance internal SI, SC | centr
patterns patterns)
Monitoring for util- Analysis (con- | consumer SLA non-func instance internal Sl centr
ity computing tracts)
Planning and moni- | Planning and| consumer behavior func instance internal SC centr
toring adaptation (of  involved
services)
Automated SLA | Analysis (SLA | Third party SLA non-func instance internal Sl distr
monitoring compliance)
WSLA Analysis (SLA | third party SLA non-func instance and| internal Sl distr
compliance) class
Cremona Analysis (SLA | provider, con-| SLA func and | instance and| internal Sl centr
compliance) sumer non-func class
Colombo Analysis (policies) | provider service non-func instance internal Sl centr
policies
Query-based moni- | General, in partic-| consumer (of | various func and | instance internal SC centr
toring of BPEL pro- ular, BAM BPEL process) non-func
cesses
MDD of monitored BAM consumer  (of | KPIs non-func instance and| internal BP, SC | centr
processes BPEL process) class
MDD for BPM BAM consumer KPIs non-func instance and| internal BP, SC | centr
(of  involved class
services)
Probing and moni- | BAM consumer  (of | various non-func instance and| internal SC centr
toring BPEL BPEL process) class
iBOM BAM consumer KPlIs non-func instance and| internal BP, SC | centr
(of  involved class
services)
An Agent-based Ar- | BAM consumer of ar-| business non-func instance and| internal BP, SC | centr
chitectue for BAM bitrary business| metrics, class
applications business
policies
Fuzzy mining Analysis, evolu- | provider behavior func class internal BP centr
tion
Confromance Analysis (confor- | provider behavior func instance and| internal BP centr
checking in ProM mance) class
Process mining for | Analysis (security | provider behavior func instance and| internal BP centr
security properties) class
Deriving  protocol Analysis, evolu- | consumer behavior func class internal BP, SC | centr
models tion
Timed  transition Analysis, evolu- | consumer timed be- | func class internal BP, SC | centr
discovery tion havior
Grid  Monitoring Grid provider, con- | behavior func instance and| internal and | SI N/A
Architecture sumer class external
SCALEA-G Grid provider, con- | behavior func instance internal and | SI dist
sumer external
Globus MDS-2 Grid consumer behavior func instance internal and | SI dist
external
Globus MDS-4 Grid provider, con- | behavior func instance internal and | SI dist
sumer external
R-GMA Grid provider, con- | behavior func instance internal and | SI dist
sumer external
MonALISA Grid consumer behavior func instance internal and | SI dist
external
GridICE Grid consumer behavior func instance internal and | SI cent
external
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Table 2.2: Classification of approaches according the Spaitdn

Approach Monitoring primitives Abstraction Notation Formalism Interleaving
Type Structure
Assumption-based message events, prop simple related to the| behavioral as-| linear tempo- | Defined sepa-
monitoring cess start/end, modi composition sumptions and| ral logic with | rately
fication of variable specification goals in the| time/count con-
form of logical | structs
sentences
Monitoring conver- Service  operations| simple service operation| Algebraic specifi- | Typed alge- | Defined sepa-
sational Web ser- | and messages signatures cation of conver- | braic system| rately
vices sational services | over  operation
semantics
Smart monitors for Process variables simple process specifica{ Programming First-order logic process anno-|
Composed Services tion or program- | language or as- tations
ming level sertion language
Dynamo Process variables, ext simple, struc- | process specifica{ Special assertion-| First-order logic Defined sepa-
ternal variables tured tion based notation, rately
WSCoL
Monitoring for Di- Service faults composite composition diagnosis de-| N/A Defined sepa-
agnosis (distributed specification scription of rately
faults) expected behav-
ior
Monitoring privacy privacy-critical structured service operation | privacy  exten-| Linear temporal| Defined sepa-
agreement service operations sions logic rately
Requirements mon- | Internal/external structured composition and| EC-Assertion Event calculus Defined sepa-
itoring using event | variables, service service specifica-| language rately
calculus operations tion
Monitoring security Security parameters | structured service specifica-| Security patterns | Event calculus Defined sepa-
patterns tion rately
Monitoring for util- Service operations simple service specifica-| ecXML Event calculus Defined sepa-
ity computing tion rately
Planning and moni- | Service-operations, | simple process specifica| WSAL Specific plan- | Defined sepa-
toring process variables tion ning domain | rately
formalism
Automated SLA | Metrics over ex-| simple Low-level infor- | SLA specifica- | Various math lan-| Defined sepa-
monitoring changed message mation tions guages rately
WSLA Domain-specific simple, com-| Low-level infor- | Specific WSLA | N/A Defined sepa-
metrics and events posite mation notation rately
Cremona Specific metrics simple Low-level infor- | Specific contract| N/A Defined sepa-
mation model rately
Colombo operations, message$ simple Low-level infor- | WS-Policy N/A Defined sepa-
mation rately
Query-based moni- | BPEL process events composite process specifica{ control-flow pat- | Specific  trace-| Defined sepa-
toring of BPEL pro- (execution tion tern query lan-| based formalism | rately
cesses patterns) guage
MDD of monitored Process variables simple process specifica{ UML N/A Defined sepa-
processes tion rately
MDD for BPM Arbitrary Events simple process specifica{ UML N/A Defined sepa-
tion rately
Probing and moni- | Process variables simple process specifica{ N/A N/A Defined sepa-
toring BPEL tion rately
iBOM Arbitrary Events simple process specifica{ KPI Templates,| N/A Defined sepa-
tion SQL Queries rately
An Agent-based Ar- | Arbitrary Events simple N/A N/A N/A Defined sepa-
chitectue for BAM rately
Fuzzy mining Process activities simple business process | Workflow/ Petri | Petri nets implicit
nets
Confromance Process activities simple business process | Workflow/ Petri | Petrinets Process model
checking in ProM nets itself
Process mining for | Security-related simple business process | Workflow/ Petri | Petrinets Defined sepa-
security actions nets rately
Deriving  protocol messages simple conversation business protocol | finite state ma-| implicit
models chines
Timed transition messages and simple conversation timed business| timed transition | implicit
discovery timestapms protocol system
Grid  Monitoring Domain-specific N/A N/A UML N/A Defined sepa-
Architecture metrics rately
SCALEA-G Domain-specific composite Process and in-| XML schema N/A Defined sepa-
metrics frastructure rately
Globus MDS-2 Domain-specific simple Infrastructure LDAP schema N/A Defined sepa-
metrics rately
Globus MDS-4 Domain-specific composite Infrastructure UML and XML N/A Defined sepa-
metrics schema rately
R-GMA Domain-specific composite Process and in-| UML N/A Defined sepa-
metrics frastructure rately
MonALISA Domain-specific simple Process and in-| N/A N/A Defined sepa-
metrics frastructure rately
GridICE Domain-specific composite Infrastructure LDAP schema N/A Defined sepa-
metrics rately
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various modules of the system execution, and to propagatedhsequences across the application
model in order to properly understand the real problem, hadetore to correctly react to it.

Certain critical aspects of the monitoring problem ard stiderestimated. This is the case, for
instance, for the monitoring of contextual information. eTimonitoring approaches mainly focus
on the events that are internal to its architecture and imality, while with the increasing impor-
tance of open, mobile and pervasive service-based systaarepplication the role of the application
context gains dramatically greater importance. Anothgrdrtant aspect that is not correspondingly
addressed by the state of the art in monitoring is diagnoBie ability to predict and explain the
problems is a crucial requirement for the evolution of ssrviased applications, while only few
approaches try to target this problem.

2.4.2 Specification

The results of the comparison of the presented approachbsregpect to the specification of the
monitoring information are represented in Table 2.2. Tietaepresents the monitoring primitives
used in the specification, level of abstraction of the speatifin, notation and formalism used (if
any), and the degree to which the specification is interigavi¢th the application definition.

As in case of the monitoring task, the coverage of differepeats in the monitoring specification
is rather broad. It covers variety of events, faults, sergoality aspects and metrics, specification
notations used, and so on. Another important observatiarsisong correlation between abstraction
level and the functional layer addressed by the task, asasefietween the monitored events and
information and the goal and the aspect of the monitoriniy f@kis is also the case for the complexity
of the underlying formalism and the addressed aspect: the gmmplex properties are addressed
(e.g., structured properties over the application bematie more complex formalism is used for the
representation of the task (e.g., extended temporal Ipgient calculus, etc).

Literally all recent works follow the approach, where thenitaring specification is indepen-
dent from the application specification. Such an approaelbles clear separation of concerns and
simplifies the modularization of the application design dadelopment.

There are several problems, however, in the way the probfespezifying the monitoring infor-
mation is addressed. First, due to the fact that the mongdgsk is often rather narrow, the proposed
specification notations address only the correspondingifgpaspects. Correspondingly, the mon-
itoring specification languages are often ad-hoc and veegiBp; each new extension proposes a
special way to represent the same elements. Only few appeasse standards for this activity,
often mainly adopting them in order to represent requirédrmation. As a result, there are many
approaches that use different languages to representrifeistormation.

2.4.3 Implementation

The comparison of implementation techniques for monigpapproaches is presented in Table 2.3.
The approaches are classified according to the method afraapthe relevant information, the way
the monitoring is integrated into the application archilee and the execution process, the timing of
collecting information with respect to its “actualizatipthe sources of information, and the specific
techniques used for that purposes.

A wide set of sources used for collecting the monitored imfation, ranging from very specific
and internal events and data storages, to service messelganges, to application logs. The set
of methods to collect data, as well as the techniques to imgaté such a procedure, are also very
broad. For simple events and properties, the event-basedagh is typically in use, while for more
sophisticated and structured properties the simulatiomoaks are exploited in combination with the
corresponding reasoning techniques. Obviously, thisetates with the complexity of monitoring
tasks and the formalisms and notations used for their reptason.

As for the degree of invasiveness of the monitored activitg the execution, the asynchronous
techniques are more used. This is explained by the perfaenmssues on the one side, and by the
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necessity not to affect the application logic on the othée siThe synchronous methods are applied,
when, for instance, certain correction actions should h#iegh in order to drive the application
execution from some identified abnormal execution to therfrad” state. In a similar way, the post-
mortem techniques are used, when the collected informdti@s not require immediate reaction, but
is needed for more evolutionary analysis.

The problem with many of the proposed implementation is theersity to rely on a particu-
lar, very specific, and not always modularized architect@aly few approaches propose solutions
that are compatible with the standards systems, are eakilytable and customizable. Many of the
proposed approaches define very complex theoretical sokuthat may fail to scale in industrial
settings.

2.4.4 Related Works on Monitoring Information Systems

The necessity to carry out monitoring activities in ordestpport the management of a system in
hand has been identified and widely studied in various ITiglises. The monitoring goals and
objectives in these areas - fault detection and recovestesy optimization and reconfiguration,
diagnosis, management of business events - are similasge tentified in the monitoring of service-
based systems, and have to tackle similar problems.

In [1] the problem of software fault monitoring is discussdthe survey targets the approaches
towards run-time verification of behavioral propertiestwd einalyzed system, such as execution as-
sertion, safety properties or complex temporal requirdmenmodels. The proposed classification
focuses on the properties of the classification aspect, toraniplementation aspect, event handling
mechanisms, and some specific operational issues (e.giritpadependency, range of monitorable
systems). Over thirty monitoring system were surveyed askified. One of the most significant con-
clusions made by the authors is the lack of approaches, vamerean specify and monitor domain-
level and design-level properties, not only the implemigoialevel ones. This is a critical issue for
the complex software systems, where the ability to captoopgsties prior to implementation and
then to check that they are met by the implementation is vapoitant.

In [63] the problem of monitoring and management of eventadtive databases is discussed.
The main purpose of event processing in active databasensyss to be able to maintain data when
relevant changes occur, to react to external events thatdetain impact on the data, and to perform
management tasks in conventional databases. While theagms commonly follow the Event-
Condition-Action (ECA) paradigm in the event processingtical issues in the area deal with the
proper architectural solutions for monitoring and proggsgvents, timing and concurrency issues,
cascading of processing, structure and distributed evetds In particular, analyzing the efficiency
issues of different proposed approaches and implementatie authors conclude that the proper
architectural solution and intelligent support to the ngemaent and structuring of the monitored
system is one of the most critical aspects in these regards.

In [64] a survey of the monitoring of distributed systemsrisgented. Apart from the specification
and processing aspects of the monitoring process, therautliszuss the importance of validation,
presentation and dissemination of the monitored inforomatas well as the problems peculiar to the
distributed systems. In particular, this relates to théalifties to obtain a global, consistent view
of all components in a distributed system, synchronizatmordination of the monitoring activities,
handling of events, etc. In many cases service-based systenthe instances of distributed systems,
and these issues and problems are therefore equally dppliwatheir monitoring.

[65] presents a taxonomy for workflow analysis distinguighibetween two dimensions: (i) tech-
nical analysis vs. business-oriented analysis and (iiltlidrehe analysis involves live data or history
data. One can then further distinguish whether the monigorask focuses on single instances or
multiple instances of the workflow. Technical analysis imes, for example, system monitoring
(live data) and workflow recovery in case of system failurist@ity data), whereas business oriented
analysis copes with tracking of the individual processestatorkflow monitoring) and workflow
controlling which deals with the business-oriented extpomlysis of potentially finished workflow
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Table 2.3: Classification of approaches according the impfgation

Approach Method Invasiveness Timing Source Techniques
Arch Exec
Assumption-based simulation integrated into BPEL en-| async imm message queues, prd- automata- theoretic tech
monitoring gine cess manager niques for monitor extrac-
tion
Monitoring conver- Simulation Integrated into BPEL en-| async imm Modified process ex-| AOP for attaching moni-
sational Web ser- gine ecutor to signal inter-| tors, symbolic execution of]
vices actions monitoring specification
Smart monitors for Event-based original code is extended sync imm Internal data of the| Process weaving to in-
Composed Services to interact with monitors modified process troduce monitoring opera
tions
Dynamo Event-based, | The original process code sync, imm Internal process data] AOP to attach moni-
simulation is extended to interacf async external services tors;  automata-theoretid
with monitors approaches
Monitoring for Di- Event-based diagnosis is tightly inte-| sync imm diagnosis interac-| Specific protocol for hy-
agnosis grated with service tions and events pothesis extraction
Monitoring privacy Simulation Integrated with the ser-| async imm Service logs extraction of monitors as|
agreement vice execution platform state-machines
Requirements mon- | Simulation, Extension to the proces$ async imm Process engine logs | FOL reasoning for identi-
itoring using event | inference engine fying violations
calculus
Monitoring security Simulation, Extension to the process async imm Process engine logs | FOL reasoning for identi-
patterns inference engine fying violations
Monitoring for util- Simulation Separate monitoring plat{ async imm Other monitors and| N/A
ity computing form observers
Planning and moni- | Event-based Monitoring is interleaved | sync imm Invocation  infras- | Specific plan-
toring with execution tructure ning/monitoring algo-
rithms
Automated SLA | Event-based monitoring engine is inde-| async imm, intercepted mes-| N/A
monitoring pendent from platform deffered | sages, logs (DB)
WSLA Situation- Measurement services int async imm measurement  ser{ N/A
based tegrated into the platform vices, messages|
resource plug-ins
Cremona Situation- Measurement and moni{ async imm Domain-specific N/A
based toring facilities are inte- plug-ins and tools
grated
Colombo Event-based Policy management inte{ sync imm Invocation  infras- | N/A
grated into the platform tructure
Query-based moni- | Simulation Event dispatcher is em{ async imm Events correspond{ Specific trace matching al{
toring of BPEL pro- bedded into the proces ing to BPEL activity | gorithm for simulation
cesses engine instantiation
MDD of monitored Event-based process code is extendefd sync imm Internal data of the| Process weaving to in-
processes to interact with monitors modified process troduce monitoring opera
tions
MDD for BPM Event-based N/A async imm any kind of applica-| Querying a data ware-
tion events house / event store
Probing and moni- | Event-based The original process codg sync imm Internal data of the| Process weaving to in-
toring BPEL is extended to interact modified process, troduce monitoring opera-
with monitors tions
iBOM Event-based N/A async imm any kind of applica-| Querying a data ware-
tion events house / event store
An Agent-based Ar- | Event-based Extracting events from| async imm any kind of applica-| Querying a data ware-
chitectue for BAM arbitrary systems using tion events house / event store
adaptors
Fuzzy mining Situation- Separated async post Process logs Data mining
based
Confromance Simulation- Separated async post, Process logs Petri net-based analysis,
checking in ProM and situation- imm data mining
based
Conformance for | Simulation- Separated async post, Process logs Petri net-based analysig,
Security based imm simulation
Deriving  protocol situation- Separated async post message logs special data mining and
models based noise estimation
Timed  transition situation- Separated async post message logs detect possible propel
discovery based timeout patterns
Grid  Monitoring Event-based Separated async imm N/A N/A
Architecture
SCALEA-G Event-based Partially integrated async imm Internal process data] N/A
external services
Globus MDS-2 Event-based Separated async imm service, message anfl N/A
event logs
Globus MDS-4 Event-based Separated async imm service notifica- | N/A
tions/logs
R-GMA Event-based Partially integrated async imm Internal process data| N/A
external services
MonALISA Event-based Partially integrated async imm Internal process data| N/A
external services
GridICE Event-based Separated async imm message logs N/A
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instances. The same classification is applicable to sebased workflows, e.g., implemented as
BPEL processes.

BAM solutions are similar to reporting tools and businegglilgence tools when it comes to
display KPIs in dashboards. The distinction is that BAM soplocess events in near real time,
calculate KPIs and push the results to the dashboard. Bbdastis on the other hand query a data
warehouse post-mortem when requested by the user or refresfiews periodically. Depending on
the refresh interval selected, BAM and Bl dashboards canrbgas Often, BAM tools also use a
data warehouse schema for efficient querying of metric gald@other difference is that Bl tools, in
addition to reporting the values of KPIs, use data miningnégues to analyze the causes KPIs not
reaching target values. In this context also, there areoagpes which attempt to combine BAM and
data mining for explanation of KPI values (see related w@g).

The presented monitoring approaches in other areas ofiiattion systems give rise to questions and
problems, which are very relevant to the service scienceedls dmong the most important one can
name the problem of generality of a particular approach dhurtgjue. In software engineering the
monitoring approaches are typically tightly coupled whik tinderlying application, implementation,
or execution platform it is executed on. As a consequence stiutions are difficult to migrate
or customize in order to address new problems or systemsatdgleto this is the fact that many
approaches are focused on a particular aspect of the sysssmtion, which often leads to incomplete
or insufficient reports that allow for detecting the restilthee problem, but do not reveal the problem
itself.

The study in databases demonstrate the necessity to notcormg up with an expressive ap-
proach, but to provide an intelligent and efficient architez and implementation for it.

In a similar way, the problem of distribution of the applicat architecture, and therefore, of the
relevant information, makes the problem of monitoring climation, management and synchroniza-
tion very crucial in distributed systems. This is equallylégable to the service-based applications
and service compositions.

2.5 Observations

Below we discuss the research challenges identified in thdtref the presented survey work and
make an attempt to give a vision on the research perspedtivthe area of monitoring of service-
based applications.

2.5.1 Research Challenges

In domain of service-based applications, where the impfgation and management of the under-
lying services is not under the control of the system integramportant application characteristics,
such as correctness, often can be evaluated only at the ghimusettings, and require dynamic
means of the analysis. This leads to an increasing impartand spread of monitoring techniques
in the development and procurement of the service-orieatekiitectures. A wide range of research
and industrial approaches towards run-time monitoringeo¥ise-based systems have been devel-
oped recently. These approaches target the problem frdereatit perspectives, and provide a broad
spectrum of means for observing various application aspdifferent functional SBA layers.

In spite of successful development in this area, the resezymmunity still has to face a lot of
very important challenges in order to be able to deliver detepand mature monitoring solutions.
One of the main problems in these regards relates to higimfatation and specificity of the pro-
posed approaches. A typical situation is that the approddieases a very specific aspect of the
system; it targets only a particular functional layer of #&pplication in isolation of other aspects and
components. As a consequence, the approaches often conithuwgpwery specific, ad-hoc specifica-
tion languages and methodologies, as well as specific anltiredoptable implementation solutions.
This not only makes the application of many monitoring apptes difficult in practice, but gives
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rise to another critical problem, the one of applicationgdiasability. Indeed, in order to be able
to identify the real source of the detected problem, it isessary to observe the execution of the
application from all its aspects and to understand and ohépendencies between these aspects.

The new approaches to the problem of monitoring servicecbapplications should come up
with holistic and comprehensive methodologies that:

e integrate various monitoring techniques and methods #taliunctional SBA layers;
e provide a way to target all the relevant application aspactsinformation;

¢ define rich and well-structured modelling and specificateorguages capable of representing
these aspects;

¢ allow for modelling, identifying, and propagating depencies and effects of monitored events
and information across various functional layers and aspeorder to enable the diagnosabil-
ity of applications.

Another important and challenging problem for the researc&BA monitoring principles, tech-
nigues, and methodologies is the necessity to cross thafph boundaries and be able to observe
the relevant aspects of its environment. In other words,ptioblem of monitoring contextual in-
formation becomes more and more critical. This is partitylaue for the hybrid service-based
applications, systems in the domain of ubiquitous and E&rgacomputing, user-centric applications,
etc. For those kinds of system the role of the environmentsptaucial role; the ability to detect and
react to the changes in the application context becomes timith& provisioning of such systems.

Last, but not least, in order to achieve a universal adoptio® monitoring approaches should
come up with smart architectures and efficient implemeonati As it is the case for monitoring in
active databases, the necessity to operate in highly loaédynamic environments puts additional
requirements on the scalability of monitoring techniqued their implementations. The research
should be able to address this aspects, potentially givingvith very expressive, but to complex
and resource-consuming technigues and methods. Furtrerthe monitoring approaches should be
implemented in such a way that they may be easily integraiddtiwe standard service middleware
platforms and infrastructures. This, in turn, requireslwefined interfaces between the monitor-
ing management functionality and the underlying platfotinus bringing the problem of monitoring
management and implementation to the level of SOA govemanc

2.5.2 Research Perspectives

In the light of the identified research problems and chaksngve foresee several directions that will
constitute the roadmap for the research on monitoring eiceibased applications and systems. We
believe, that these directions will provide a basis for thagnce and coordination of the research
agendas of various institutions involved in this networlexé¢ellence, which focus on the monitoring
problem.

First, in order to achieve considerably more comprehenrengk holistic monitoring approaches
that are crucial for delivering robust, dependable, andlligdaptable applications the integration
of the efforts of researchers from various disciplines is/\ymportant. This include the “vertical”
integration, where the business process management ancesefrastructure should be brought to-
gether, as well as the “horizontal”, integration, wherdadént competences and development phases
should be considered, such as requirements engineerisigndaethodologies, quality assurance, re-
alization mechanisms, etc. These aspects are also cfiicdle new emerging forms of the service-
based applications, where dynamicity and change corrésfmmominal mode of executions. In
these settings, the monitoring research will concentratproactive approaches, which deal with the
ways to predict and/or prevent changes, and on the contexpyeoaches, where the changes are
adequately modelled and considered. This trend alreadyntes a reality as the works and projects
devoted to diagnosis and contextual aspects appear.
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Second, in order to evaluate the real-life adoption of theshbolistic monitoring methodologies
and platforms, to properly identify the boundaries, tedbgioal barriers, and scalability limits, there
is a need to come up with the serious and comprehensive eaiessand scenarios dictated by the
industrial production settings of the service-based appins. In this way it will be possible not
only to understand conceptual applicability and necessdityrie monitoring approaches, techniques
and methodologies proposed by the industry, but also tmatiits feasibility and to devise efficient
and robust software architectures and implementationly @aoptable by the industry.
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Chapter 3

Adaptation

3.1 Introduction

The dynamic nature of the business world highlights theinaotis pressure to reduce expenses, to
increase revenues, to generate profits, and to remain ciivgoeT his requires Web services to be
highly reactive and adaptive. It should be equipped withimetsms to ensure that their constituent
component Web services are able to adapt to meet changingaeents. In fact, services are subject
to constant changes and variations. Services can evolvéodiienges in structures (attributes and
operations), in behavior (when services are interactimg) @olicies. Changes in policy assertions
and constraint on the service prescribe, limit, or speaiy aspect of a business agreement that is
possible agreed to among interacting parties). Such ckaragebe identified, detected, and foreseen
in the SBA during the monitoring of the application execntand its environment.

We need to know the reason why the adaptation is done, whipadta how the adaptation is
done. Here are some purposes of the service adaptation:

Ensuring the interoperabilityWhile standardization in Web services makes interopetalgias-
ier, adaptation still remains necessary. Adaptation isrgportant functionality that should be offered
to enable integration inside and across enterprise boigsdaiVe need to generate a service that
mediates the interactions among two services with diffeirgarfaces and protocols so that interop-
erability can be made effective. The need for adapters in $getices comes from two sourceg;)
the heterogeneity at the higher levels of the interopdtatstack (e.g., at business-level interfaces
and protocols), an{®) the high number and diversity of clients, each of which cappsut different
interfaces and protocols.

Optimization: The demand for quickly delivering new applications and &glaly managing them
is a business imperative today. The QoS offerings in an egin may change, new service providers
and business relationships may emerge and existing onebenmodified or terminated. Further-
more, the general performance of the service is relatedrticeevelocity the time related aspect of
business operations, such as service cycle time, rounddlfys, wait time time between events. The
challenge, therefore, is to design robust and responsstersig that address these changes effectively
while continually trying to optimize the operations of a\dee provider.

Recovery:Various faults can occur relatively often and unexpectedlgistributed systems. It
is necessary to handle faults reported during executioheo€dbmposition instance when monitoring
business process. In fact, Web services compositions aftplement business critical processes
whose correct and uninterrupted operation is paramourgrefbre, to achieve dependable business
processes, Web services compositions have to be madeleeliReliability can be defined as the
continuity of correct service delivery. This implies zem @t worst, relatively few failures and rapid
recovery time.

Context changeServices are constituted by reusable software componEngsadaptations goal
is to optimize the service function of their execution cantd he same adapter searches and applies
the possible adaptation solutions: component custoroizaisertion, extraction or replacement.
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The issue of service evolution and change management is plicate one, [66] highlights the
challenges of service evolution. Papazoglou introduceseskey approaches and helpful practices
that can be used as a springboard for any further researemiice evolution.

This survey deals with the characterization of the Web ses/adaptation problem by identifying
and classifying different kinds of adaptation needs, nesuents and approaches. The architectural
aspect is not discussed in this report.

3.2 Classification of Adaptation Concepts

The papers which are surveyed in this deliverable are @ledsaccording to the following dimen-
sions of the provided classification framework. The claszifon of the adaptation is based on the
taxonomy found in the literature. We propose to discuss dapttion in three dimensions:

e Adaptation requirements
e Specification of adaptation strategies

e Techniques for the implementation of adaptation appraache

3.2.1 Adaptation Requirements

This dimension includes the characteristics of the refatiestablished between the monitoring arti-
facts and the changes of SBA addressed by the approachesnedgls, types, granularity, etc.

Adaptation models

Nowadays, the services used in the Web, are similar in tefrignctionalities are offered through
different interfaces (operation definitions) and protdeskl (ordering the involved operations in the
message. The default approach for a company, using one bfs&neices, in switching to another
similar service is to develop new clients for the new servitieis approach is often time consuming
and error prone. It requires redesigning, rewriting, réol@pg client’s code. In the service side, it
is necessary to keep several versions of a service for elifterlients. To tackle with these problems,
an approach was proposed developing adapters that mdubdtegdractions among two services with
different interfaces and protocols so that interopergbdan occur. To address the problem, in the
literature, many approaches identified possible classesshatcheg1) between service interfaces
and(2) between protocols (behaviors).

1. Interface adaptation: The problem of adapting intedat@dels in software have been stud-
ied in different contexts, and more particularly in the fiefdsoftware components (e.g.,[67])
and also recently in Web services (e.g.,[68, 69]). Theyd$eduon highlighting signature mis-
matches between components/services.

2. Behavioral adaptation: Solving signature problems do¢guarantee that the services / com-
ponents will suitably interoperate. Indeed mismatches alag occur at the protocol level
due to the ordering of the message exchanged and also Ijoc&mditions, that is, because
of mismatches of the involved service / components. Thelpnolof adapting behavioral
models in software have been studied in different conteid, more particularly in the field
of software components (e.g.,[70, 67, 71, 72, 73, 74, 75j) aro recently in Web services
(e.g.,[76, 77, 78]).
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Adaptation types

Two general approaches have identified to realize adaptatamelyparameter adaptatioandcom-
positional adaptation

1. Parameter adaptatiomvolves the modifications of variables that determine paogbehavior.
It has been used in many systems in software component [f9eb services[78]. However,
a weakness of adaptation is that it can not adopt algorithresrmponents/services left unim-
plemented during design and construction of an applicatidiat is parameters can be tuned
or an application can be directed to use a different existiragegy, but strategies implemented
after the construction of the application cannot be adopted

2. Compositional adaptatioresults in the exchange of algorithmic or structured pdrsy/stem
with ones that improve a program’s fit to its current behaviecomparison to parameter adap-
tation, compositional adaptation enables an applicabadbpt new algorithms for addressing
concerns unforeseen during the original design and caristnu(e.g., [80]).

The kinds of information

Both functionality/non-functionality have been studiedSBA. In fact, the core functionality of a
service has been addressed for adaptation to meet the obamgjuirements. The mechanism of
adaptation in web services has been studying into the pgadfaseb services choreography in terms
of web services selection/invocation with pre-specified®bnstraints. Web service selection con-
sists in identifying which is the best Web service with redpe the user needs. Service selection can
be performed by two kinds of users: applications and humamgbeEven if both aim at selecting the
best Web service with respect to their needs, the basis arhvalpiplication and human users perform
the selection are slightly different. Such a differencevdsr from the model that they adopt to de-
scribe the quality of a Web service. Nowadays, specificatavailable for expressing the quality of a
Web service are mainly addressed to the applications andtddeal with the situation in which the
service users are human beings. Very little thought has petiorward in the direction of managing
the non-functional requirements adaptively.In fact, tbdan of adaptability in context of Adaptive
Web services and/or processes till date have concentraterhmiuring functional requirements of
the adaptive behavior, catering to the variations in sergiocnsumer's preferences (e.g.,[81, 82]).
Furthermore, the adaptation of the functional/non-fuoral properties follows a granularity of the
techniques used in the approach. It can be local instanai{as.,, only current composition in-
stance is needed), or global instance based (all instaiites 8BA are required).

The research discipline an occurrence of the information

These characteristics sh@) where the adaptation is involved, Internally (current SBAgxternally
(other SBA/components are involve)) which layer of SBA is concerned by. These layers are
Business Process Management, Service Composition andi@aton, Service Infrastructure.

Formalization of the requirements to adapt

This dimension describes the level of formalization ( fokreami-formal, non-formal) of requirement
specifications as well the notation or language which is disethe formalization which can bg)
goal based notation, wheregaal describes why a system is being developed, or has been gedelo
from the point of view of the business, organization or thstam itself. In order to identify it,
both functional goals (expected services of the systemnandunctional goals (quality of service,
constraints on the design, etc.) should be determi2g¢cevent-based requirements specifications
(specifications are expressed in terms of required reactoevents (inputs, changes in environmental
conditions,etc.). Furthermore, such specifications canmpdicitly expressed through application
invariants that were violated or explicit by using rulelilf events happen do that”.
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3.2.2 Adaptation Strategies

The identified adaptation requirements from the resulth@fbonitoring should follows procedure.
In this section, we discuss the possible ways in which theirements are achieved.

The dynamics of adaptation

Staticadaptability involves a change in implementation due toatiaptation need, whildynamic
adaptability involves a change in run time behavior withaoy changes in the implementation of the
software/service system.

Automation

This characteristic allows classifying the degree of aattiom of the adaptation. The degree can
range from total automated (no user intervention is needs@y semi-automated (some aspects use
tools, and the other need user intervention), to manually.

The methodology

This characteristic shows the direction of the adaptatibmay be backward/top-down (the whole
application adapts its structure, configuration, and/onposition) or bottom up /afterward (an appli-
cation/system accepts input intended for later versioritself).

The specification language

A notation is needed to specify the strategies to follow lierddaptation. It can range from procedural
approach (concrete actions to be performed), over desfaréthe description of the goals to be
achieve), to hybrid.

3.2.3 Implementation techniques for adaptation

Here, we discuss some dimensions dealing with the impleatienttechniques for adaptation.

Timing of the adaptation

The adaptation can be mapped to the application lifetime Sduvices/software enables adaptation
during the application design time, run time, or post-mortee., when the execution is achieved.

The topology

The adaptation can be hold in a centralized manner, wherad#gtation steps are defined and exe-
cuted in a controlled way on all the affected componentseriritegrated way, or distributed manner,
where adaptation is performed locally and then propagateong components. Furthermore, the
adaptation can range from tightly integrated into platferaver injected into the platform at de-
sign/deployment time, to self adaptation or self-healiihglépends which taxonomy it is used). In
the literature, self-healing refers to the automatic deir®f failures and anomalies and their subse-
guent correction in a temporary or a permanent manner.Healing systems are of particular interest
as they directly impact improvements in dependability.f-8dbptive systems are ones that monitor
their execution environment and react to changes by maodjfthieir behavior, in order to maintain an
appropriate quality of service. Obviously, there is a saiigal intersection between self-healing and
self-adaptiveness: self-healing systems may be viewedpsdaal kind of self-adaptive systems.
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The techniques

Four key software technologies are proposed to supportatitam Computational reflection enables
service/system to inspect, reason about, and adapt itselfitime. Component-based design enables
decomposition of SBA functionality, which makes it easiemtanage and modify the structure of
the applications both statically and dynamically. Aspetrited programming enables separation of
applications cross-cutting concerns (such as quality wic® energy consumption, security, etc.) at
development time;later at deployment and run time, thesearos can be selectively woven into the
application code.

3.3 Related approaches to adapt in service-based applicati

Researchers and developers have proposed a variety ofasdtrasupporting adaptation in SBA. In
this section we list a number of projects and commercialso® packages that supports some form of
adaptation. The list is by no means exhaustive, many otloempgrboth in academia and industry, are
working on various aspects of this problem. We grouped tipeagehes into four groups: semantic
and correctness for adaptation, QoS in the adaptation,agelptation systems, and adaptation in
service interaction/composition

3.3.1 Semantic and Correctness for Adaptation

Ensuring syntactical correctness, is often not sufficiémiparticular, for processes undergoing fre-
quent changes performed by various staff members, mechamisensure the semantic correctness of
the processes become necessary. For this purpose, maeabdoimtegrate semantic domain knowl-
edge into adaptive service based applications are requiredhis group, we discuss frameworks
for supporting semantic knowledge integration and serogntcess verification in the context of
changes, and how the changes can be realized in a correcbasidtent manner.

Integration and verification of semantic constraints in adative process management IVS [84]

In practice, approaches to ensure system correctnesspafisess changes at the syntactical level
have been developed. Those approaches tackle only a sdletsible changes and not consider
changes related to the semantics (business rules, p@itesRecently, Ly et al. [84] investigated
the design of a framework allowing the specification of setinatonstraints over processes in such
a way that maintenance and semantic process verificatiomeaupported. The authors introduce
techniques to ensure semantic correctness for both sindleacurrent changes.

Protocol Mediation for Adaptation in Semantic Web ServicesPMAS [86]

[86] focus on web services protocol mediation by providinfraanework that allows interaction
between two services despite the difference of the prototwy rely on. Mediation allows auto-
matic adaptation of a service requester behavior while imgé#te interface constraints of the service
provider. This is done by abstracting from the existingriigiee descriptions before services interact
and instantiating the right actions when contracting aiservio be possible, a framework managing
these levels of abstraction was provided. It consists ohagfiabstract primitives used by services
during their interaction that will be mapped to concretartives that represent the real actions in
terms of messages exchange between the two communicatitigspavionitoring is however nec-
essary for ensuring the correct use of the abstract priesitiiat must follow the constraints defined
for the service in a low level description language. It caoddstated in a state chart expression. An
ontology of shared concepts (of the business domain for pl@mvhere each concept used in the
protocols is defined is also necessary for understandingeimantics of the domain actions which in
addition have to exploitable by machine.
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On Dealing With Semantically Conflicting Business Process ltanges SCBP [87]

In [87], the authors discussed how to correctly propagatagbs occurring in a business process
to the process instances. They identified and classified rger@nflicts between the process type
and instance caused by the changes in the process schemapdper describes formal dynamic
methods for conflicts detection arising at change propagatime. More precisely, in order to en-
able the process management system to semantically detgttitng changes the authors provided
two methods: the first is based on execution equivalenceeofabpective process schemes, and the
second, is based on a direct comparison of the applied change

The METEOR-S Approach for Configuring and Executing Dynamic Web Processes [88]

In [88] a framework for service compositions reconfiguraticalled Meteor-S, is presented. This
framework supports the execution and the reconfiguratiasgirvice composition giving more flex-
ibility to the service binding operations. Binding can be&fpaned at design time, deployment time,
and just before the execution, but it does not support seruc time rebinding (i.e. in case of service
invocation error it is not possible to find another candidatebinding without stopping the composi-
tion run). The composition is divided into scopes; semantb languages are used to describe both
domain constraints and services; matchmaking algoritmasised to associate each scope with the
concrete set of services to invoke.

A Constraint Satisfaction Approach to Non-functional Requrements in Adaptive Web Services
CSANF [81]

In [81] is presented a constraint satisfaction based apprimamodel non-functional requirements in
the context of Adaptive Web services. Policy reconciliatlietween service providers and service
requesters in adaptive SOA systems is often a difficult requént to satisfy owing to the generality
of the policies not only those associated with a single serprovider but across multiple services.
Addressing this dynamic adaptation requirement for pdiiaged non-functional requirements, the
authors discuss a constraint satisfaction based frametwaodpresent, model, and work with policy
based non-functional requirements in Adaptive Web sesviddney defined two level of constraints
(1) Global level constraints, These constraints can be binamy (two services are involved) and
tertiary for instance , the temporal constraints relatetthéoservice execution ordé€2) Service level
constraints, where constraints are specific to each seriioe partner service has to be consistent
with the service level constraints defined by a service.

Evaluation of Correctness Criteria for Dynamic Workflow Changes ECD [89]

In [89], the authors introduced criteria that should be @ered to perform correct adaptation of
running workflows. Those criteria can be used as a benchnoarkvaluating the strengths of the
proposed approaches. In [89],the authors identified thesrahd information that are needed for
satisfying the criteria.

Adaptive Service Flows with BPEL ASFB [90]

In [90], the authors investigated the problem of consegesmd enriching BPEL engines with dy-
namic change capabilities. They focused on the questioowfdinanges can be realized in a correct
and consistent manner and which prerequisites must be retina context.

3.3.2 QoS in the Adaptation

Business environments in which Web services must functiemfien volatile. The quality-of-service
(QoS) parameters as well as the execution data may chanig die life time of a business pro-
cess. Both data and component volatility may adverselyciaffee performance of a Web service
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composition over time, so the adequate adaptation is neeli@d group highlights the QoS in the
adaptation.

Parameter Adaptation PAR [78]

Web processes must often operate in volatile environmehtyemthe quality of service parameters

changes during the life time of the process. In order to raroptimal, the Web process must adapt
to these changes. [78] addresses such problem . The autbuidgra mechanism called the value of

changed information which measures the impact of expedtedges in the service parameters on the
Web process. They use service expiration times obtained jne-defined service level agreements
to reduce the computational overhead of adaptation. TheyireEmlly demonstrated the speedups

obtained in executing and adapting a Web process to changesvice parameters when using a
method that is cognizant of expiration times in comparisoran adaptation strategy that ignores

them.

Negotiation of SLAs: An Architecture and a Search-Based Apmpach NSLA [91]

In [91] an approach for negotiation of Service Level Agreataas presented. This approach defines
a framework that can use different negotiation algorithma arotocols, defined at design time. Ne-
gotiation can either be performed directly by the inte@stakeholders or it can be automatic. In
this second case, human beings are replaced by automateithi@g that try to achieve the objective
that has been suggested to them. Automated negotiatiomtisybarly important when the consumer
of a service is a software systems that has to negotiate diyt{gart) of the SLA with the service.
The paper presents a multi agent system-like frameworkghesed to perform SLA negotiation. The
architecture of this framework, is composed of a Markepland various Negotiation Multi Agent
Systems. Each negotiation participant is associated tdthagent system and can represent a human
being or an automatic system. In the second case the systaapsiates a decision model that fea-
tures various search-based algorithms. The Marketplacengposed of two main parts, one taking
care of the execution of the negotiation workflow and the sd@me controlling the correctness of the
negotiation protocol. In particular, the Marketplace agsan intermediary in all interactions among
the participants, providing validity checks for the offerschanged (through the Protocol Engine ),
based on their structure and the current state of the néigatiaorkflow.

A user driven policy selection model UDP [92]

In [92] a model is presented expressing the quality of seracording to both applications and hu-
man users perspectives. Such a model not only mediates daetilve application and human user
perspectives, but considers the different relevance ragigy the user to a given quality dimension.
Secondly, the paper introduces a policy selection modeddbas the adopted quality model. Ac-
cording to this selection model, a human user can expressgtsrements according to a high level
language and its requirements are matched against the \Weabesquality specification expressed
through a technical language.

Model identification for power management of web services LN [93]

In [93] the identification of LPV models for the performanamnirol of Web services is addressed. In
the context of Web services, hosting centers need to corahetService Level Agreements (SLAS)
stipulated with their customers while minimizing the opgrg costs, mainly related with the energy
expenses due to servers operations. Recently, this prdidenbegun to be formalized in terms of
a constrained control problem, where the SLAs are trartsia® set-points for the response time
of the servers, possibly different according to the custoctass, and tracking performance must be
traded-off with energy saving objectives. As the behavidhe server response time is highly time
varying and the workload conditions substantially changghiw the same business day, the LPV
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framework seems very promising for modeling such systemsgst better fits situations in which
variability is high, with respect to the traditional queuetsimodel. Specifically, the suitability of
subspace LPV identification methods is investigated and pleeformance assessed on experimental
data measured on a custom implementation of a workload gemeand a micro-benchmarking Web
service application.

3.3.3 Self-Adaptation and Self-healing Systems

Here are grouped the service based applications which guiheoself adaptation mechanism. They
can automatically detect failures and anomalies and tloerection.

WS-DIAMOND: DIAgnosability, MONitoring and Diagnosis of W eb Services [94]

In [94] the basic project assumptions are presented, instafma self-healing platform supporting

the self-healing execution of complex Web Services. Thadds on the problems that occur at run
time. A second general consideration is the focus on diagggsoblems that occur at run time and
we are not considering the issue of debugging a service. Welic® execution environments are
extended to include features which are useful to suppordiignostic/fault recovery process. Then,
an architecture supporting self-healing service exenusoillustrated. The WS-Diamond Project
aims at the development of a framework for self-healing WelviSes, that is, services able to self-
monitor, to self-diagnose the causes of a failure, and fersebver from functional failures (e.qg., the

inability to provide a given service) and from non-functbfailures (e.g., loss of Quality of Service:

QoS). The focus of WS-Diamond is on composite and conversaty complex Web Services. The

second goal of WS-Diamond is to devise guidelines and tawlsiésigning services in such a way
that they can be easily diagnosed and recovered at exedutienand tools to support the design of
complex self-healing adaptable processes.

Towards Self-Adaptive Service-Oriented Architectures TASOA [95]

In [95] the problem of discovering and adapting mismatchesimtime is studied. This paper pro-
poses to discover mismatches at run time associating tokidzde service a test suite. At run time the
conformance of a request to the service interface and bttt be verified by a proxy running the
test suite associated with the service. In case the proxg éirdifference between supported requests
and present requests it will try to transform the requesbmlicg to the information it can extract
from the run tests. The main limitations of this approachtlaa¢ the test suite has to be manually pro-
vided by a developer that analyzes the candidate servicthahdsually many tests runs are required
for a proxy to provide a suitable transformation. Moreover approach is as effective in discovering
and solving mismatches as the provided test cases are ¢ixkaudich is an undecidable problem.

Self-Healing BPEL Processes with Dynamo and the JBoss Rulengine SELF [96]

In [96], present a solution for self-healing of BPEL pro@ssss presented. The approach is based on
Dynamo, a monitoring framework, together with an AOP exitam$o ActiveBPEL, and a monitoring
and recovery subsystem that uses Drools ECA rules. A comimosiesigner provides assertions for
invoke, receive or pick activities in the business proc@$gese assertions can be specified using two
domain specific languages: WSCoL, the Web Service Constrainguage and WSReL, the Web
Service Recovery Language, which respectively define Welicgemonitoring and recovery rules.
When an assertion is not verified it is possible to executevery actions associated to that assertion,
in order to bring the business process back in a consistatet st
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Automatic Learning of Repair Strategies for Web Services ALR [97]

In [97] a methodology and a tool for learning the repair sigas of Web Services to automatically
select repair actions are proposed. The methodology istaliterementally learn its knowledge of
repairs, as faults are repaired. Thus, it is at runtime ptes$o achieve adaptability according to
the current fault features and to the history of the previoperformed repair actions. This learning
technique and the strategy selection are based on a Baydagsification of faults in permanent,
intermittent and transient, followed by a comparative gsial between current fault features and
previously classified faults features which suggests wiaphir strategy has to be applied. Therefore,
this methodology includes the ability to learn autonompbsith model parameters, which are useful
to determine the fault type, and repair strategies whiclsaceessful and proper for a particular fault.

Automated Generation of BPEL Adapters AGA [98]

In [77] a methodology for the automated generation of adaptapable of solving behavioural mis-
matches between BPEL processes is proposed. In this méblggd®PEL processes are translated in
an intermediate representation called YAWL. This repredem is used as input for a match making
heuristics that tries to build an adapter for received retpugOnce the adapter is generated, the inter-
action between the invoker and the service is analyzedgusok analysis techniques, to discover if
some interaction scenarios cannot be resolved.

3.3.4 Adaptation in Service Interactions and Compositions

While standardization in web services makes interopdgabhsier, adaptation still remains neces-
sary. The service adaptation discussed in this group redd@re mechanism of generating a service,
that mediates the interactions among two services witledifft interfaces and protocols so that in-
teroperability can be made effective.

Aspect-Oriented Framework for Service Adaptation AOPA [99

In [99] mediators are considered as cross-cutting concamdsare implement as aspects. For this
purpose join points have been defined for BPEL and solutidtenes for some possible mismatches
have been defined. Even if this approach provides separatiooncerns for a developer it anyway

requires BPEL process modification when aspects are woteithie base system code. This implies
that services have to be statically bound to invokers.

Semi-automated adaptation of service interactions SAAI [8]

In [69] a tool to assist a system integrator in developingpéeta for web service integration is pre-
sented. This tool works under the assumption that the réguissalso a service. The tool takes as
input an interface and behavioral description of the retquesd of the service and provides hints to
the human system integrator about possible mismatchegi# firatching the input representations.
When a mismatch is found the developer has to specify a fumdi solve it. The main limitation of
this tool is that it supposes the developer has a pervasiowlkdge of the system and can use low
level hints to produce functions to solve a given mismatchis Bssumption appears to be a strong
one, considering that in a service oriented system invokedces can be third party components,
with an unknown implementation and partial documentation.

Developing Adapters for Web Services Integration DAI [101]

In [101] a classification of mismatches featuring solutiatt@rns is proposed. A mismatch is defined
as the set of evidences that shows when there is a differestegebn the invoked service and the
service the requester is expecting to invoke. The paper@isposes a solution pattern for each
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classified mismatches, as a BPEL mediator between the tequesl the available service. These
mediators should act as adapters, offering the expecteddne and protocol to the requester and
interacting with the available service with the interfacel gorotocol the latter offers. The solution
patterns proposed in this paper require that the servic&fleor is modified in order to integrate
adapters.

Run-Time Adaptation of Non-functional Properties of Compasite Web Services Using Aspect-
Oriented Programming RAAOP [82]

In [82], the authors are focusing on run-time adaptation aif-functional features of a composite

Web service by modifying the non-functional features ofcitenponent Web services. The aspect-
oriented programming (AOP) technology is used for spectfyand relating non-functional properties

of the Web services as aspects at both levels of componentamposite. This is done via a spec-

ification language for representing non-functional préipsr From the end users’ viewpoint, the

aspect-oriented modeling of non-functional propertieabd#s on-demand composite Web service
adaptation with minimal disruption in quality of service.

Adaptation in Web Service Composition and Execution ASCE [02]

In [102] the authors developed a staged approach for adgayi8CE (A-WSCE) that cleanly sep-
arates the functional and non-functional requirements néwa service, and enables different en-
vironmental changes to be absorbed at different stagesmpasition and execution. The main
contributions are: (a) A characterization of the problenAdaptive Web Service Composition and
Execution A — W SCF) (b) A staged solution that allows adaptation by generatmiiple work-
flows at different stages, and selectively deploying thesetan feedback mechanisms and suitable
ranking functions. The incorporation of the proposed sysitgthin anend—to—end service creation
environment that demonstrate the effectiveness of thdisnlu

SCENE: A Service Composition Execution Environment Suppating Dynamic Changes Disci-
plined Through Rules SCENE [103]

In [103] the SCENE platform is presented. This platform juleg the runtime execution environment
for service compositions, specified using BPEL and an ECA lamhguage. SCENE incorporates a
BPEL engine, responsible for the execution of the processgbahe composition, an open source
rule engine, Drools, responsible for running the rules @ased to the composition, and WS-Binder
[104]. This is responsible for executing binding actionsuaitime based on directives defined in the
rule language. This component is able to execute variousigefor selecting the candidate services.
When a SCENE composition is deployed, a deployer comporaiyzes it, identifies the cases in
which dynamic binding and rebinding have been foreseen éyd#signer, generates some proxies
that will be devoted to manage these cases and modifies thé B&Ee to include calls to these
proxies where they are needed. The role of the proxies is 8k neathe BPEL engine the presence
of the rule engine and the Binder in charge of managing theahbtinding to services. Each proxy
is assigned a WSDL to describe its interface and is exposad abstract service. At run time when
an abstract service is called inside a process the call wilbbivarded to the associated proxy which
will be in charge of forwarding the call to the selected ceterservice. The selection process takes
place on the base of the rules specified by a composition rmisig

An approach to adapt service requests to actual service inteaces ASRAI [105]

In [105] the SCENE framework is extended to support run tisssiution of differences between in-

terfaces and protocols of invoked services. This papereefrclassification of possible mismatches,
a set of predefined adaptation functions to solve each misimatlanguage to combine these func-
tions in adaptation scripts and a component, called adaptegrated in SCENE proxies that can
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execute the scripts specified by a system integrator atré&sig. When a designer defines a service
composition he/she individuates for each invocation aiseyealled primary service, whose interface
and protocol are used to build the invocation in the compsitWhen a proxy for this invocation
will be created it will be assigned the chosen interface antbpol. At this point the designer can se-
lect other services, having possibly different interfaaed protocols from the chosen one, that can be
used for possible rebindings at run time. He/She has tofypatiadaptation script for the remaining
concrete services in which he/she specifies the differelnegeen the primary service and the other
selected for rebinding. For each difference the scriptaiosta rule that specifies which function,
from the set of predefined ones, has to be used to solve tlegatiffe. At run time, when one service
different from the primary is invoked, the proxy instead afWarding the request directly will pass it
to the adapter. The latter interprets the script eventuociated to the invoked service and adapts
the request. Finally the adapted response is returned BAENE proxy that provides to forward it
to the client.

Adaptive Service Composition in Flexible Processes ASF [6]

In [106], a new modeling approach to the Web service selegioblem is introduced. This approach
is particularly effective for large processes and when Qa$straints are severe. In the model, the
Web service selection problem is formalized as a mixed ertéigear programming problem, loops
peeling is adopted in the optimization, and constrainteeddsy stateful Web services are consid-
ered. Moreover, negotiation techniques are exploited d¢atifly a feasible solution of the problem,
if one does not exist. Experimental results compare our otetvith other solutions proposed in the
literature and demonstrate the effectiveness of our apprt@avard the identification of an optimal
solution to the QoS constrained Web service selection probl

PAWS: A Framework for Executing Adaptive Web-Service Proceses [107]

[107] introduces PAWS (Processes with Adaptive Web Sesyiaframework for flexible and adap-
tive execution of managed Web service-based businessgseeln the framework several modules
for service adaptation are integrated in a coherent way. riginal characteristic of this framework
is to couple design-time and run-time mechanisms for psospscification and execution in a global
framework. At design-time, flexibility is achieved throughnumber of mechanisms, i.e., identify-
ing a set candidate services for each process task, néggtetality of service, specifying quality
constraints, and identifying mapping rules for invokingvsees with different interfaces. In turn, the
run-time environment exploits the design-time mechanisnssipport adaptation during process exe-
cution, in terms of selecting the best set of services towdrebe process, reacting to a service failure,
or preserving the execution when a context change occuesapplication of PAWS in several case
studies is finally discussed.

Business process design: towards service-based green imfiation systems BPD [108]

[108] discusses the impact of energy consumption on infoomaystems and business processes de-
sign. The goal is the development of context-aware andisasia information systems where energy
consumption reduction is considered at the technologiel) on the basis of adaptable technology,
on the governance level, with the design of context-awaoeqsses and data, and at the strategic
level. The adoption of a service-oriented approach anditieedonnection among the different levels
are discussed.

Context Management for Adaptive Information Systems CMA [109]

In [109], an approach for context-aware composition of BAses based on an abstract description
of both E-services and context is proposed. E-services eserithed in terms of functionality and
quality of service. The context describes the channelsdaiatbe used to access E-services. The
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paper proposes adaptation rules as the means to allow thgosdron and dynamically select E-
service channels according to the constraints posed biablaiarchitectures and application-level
requirements. Composition and adaptation rules are ex@opbn a simple case for emergency
management.

3.4 Comparing adaptation approaches

To better assess the current state of the art, in this setotiree dimensional taxonomy, introduced
in section 3.2.1 is mapped into three tables that providgladnilevel view of the detailed discussions
provided in Section 3.3 on the basis of the requirementsstediearlier. All the approaches have their
own drawbacks and advantages. None of the proposals ardatengyen though current approaches
address significant subsets of relevant requirements.

3.4.1 Adaptation requirements

Figure 3.1 describes the comparison of the presented apgm@eavith respect to the adaptation re-
quirements. The figure depicts the objective of the adaptairocess, the kind and the scope of
adapted information, which model is based on to perform taptation activity, the placement of
this information within the overall architecture of the ptiad application and finally the specification
language to express the adaptation process.

As this table shows, adaptation has gained a significanttaditein complementary way of the
monitoring process to overcome the mismatches betweeiteerfor service integration, repairing
the failures, reconfiguring the systems by leveraging exjsipproaches in software engineering. We
also notice that, the notion of adaptability in SBA till ddi&ve concentrated on capturing functional
requirements, few thought and projects have been done owthiinctional properties. Furthermore,
there are no existing approaches addressing the adaptedsmall the functional layers of the service
based systems with respect to a variety of information dised earlier. The proposed approaches
address either only particular functional layer, or a patér problem e.g. identification mismatch.

The table also shows that in the adaptation research, the iseoward all-in-one solutions by
integrating a maximum of requirements in order to have a ¢etapramework.

Moreover, some other important aspects such as conterfoatiation is thought-worthy. In fact,
insignificant investigations have tackled the context wadapting the system, while its application
gained more and more the service based systems.

3.4.2 Strategies

Figure 3.2 categories the presented approaches with tetsptte adaptation strategies. The table
represents the dynamicity of the strategies, the degreeecditomation, the methodology used for
the adaptation and finally the language and notation used ex@ressing the strategy.

This table shows that the research on the adaptation striagesgexploited both static and dynamic
type. However, the trend is toward the dynamic and autonaa@ptation when a change is tackled at
run time behavior without any changes in the implementgpiart.

Furthermore, there are several problems in the way the relbgy of the adaptation is han-
dled.In fact, in some projects the direction of the adapisis not discussed or unclear, due to the fact
that the adaptation can be automatic and handled at runtémavior or in the implementation time.

Moreover, the notations and the languages needed to spleeifgrategies are wide-ranging. Only
few approaches use standards to express the way the adasgierformed.

3.4.3 Implementation

Figure 3.3 describes the comparison of the presented ag@eavith respect to the implementation
views. The figure shows the timing of performing the adaptatwhere it is performed, the way
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Approach | Obijective Information Type/Model Location Specification/Association
FINF | Scope| Type | Model | Int/Ext | Layer | Goal/Event | Impl/Expl

IVS semantics F global | comp | behav | ext BP goal expl
PMAS semantics F global | comp | both - SC event impl
SCBP semantics F global | comp | interf ext BP event expl
METEOR | configuration| F local comp | behav | int SC/sl | - impl
CSANF HCI NF - param | behav | ext BP/SC | event -

ECD performance | F global | param | interf int BP event impl
ASFB performance | F local comp | interf int BP goal expl

PAR QoS F local param | interf int BP goal expl
NSLA SLA NF local param | interf ext SC goal expl

UDP user needs NF local comp | interf - Sl - expl

LPV performance | F global | param | interf int SC event expl
DIAM diagnosis F global | param | interf int SC/SI | goal impl
TASOA mismatch F global | param | interf int SC/SI | goal impl
SELF recovery F - comp | behav | int BP/SI | event impl

ALR learning F global | param | interf int SC/SI | goal impl
AGA mismatch F global | comp | behav | int BP event expl
AOPA mismatch F local param | interf int BP/SI | event expl
SAAI integration F global | param | both - BP event expl

DAl integration F - param | interf - BP event -

RAAOP SLA NF local comp | behav | int SC/SI | event -

ASCE QoS FINF | - comp | behav | - SC goal -

SCENE - F local comp | behav | int SC event impl
ASRAI mismatch F local comp | both ext SC event impl

ASF QoS NF - param| - ext BP - -

PAWS configuration| F global | param | interf ext BP goal impl

BPD performance | F - param | - - - - -

CMA QoS/context | F global | param | interf int BP event expl

Figure 3.1: Comparing requirements

it is integrated into the application architecture and exea process, and finally the supporting
paradigms employed by each approach.

The implementation of the adaptation can hold along thérife of the application, ranging from
design over deployment, startup time to runtime. But, thepgation at runtime is more used. We
can also combine those results with those from the compansthe strategies and notice that the
applications enabling adaptation during the runtime aagsified as dynamic application and those
enabling the adaptation at design/compile/starting tireeckassified as static applications.

The distributed way is more adapted than the centralizednerarin fact, the existing systems
performed the adaptation internally and then propagateltaeges among the components. Besides,
the degree of the integration of the adaptation is sparsgimg from tightly integrated into the
platform over injected to self-adaption. We can also ndtitet the self adaptation/healing systems
are recently considered as the trend of the new systemsd@daptation.

Furthermore, the table depicts that the computational anagponent paradigms have been rel-
atively more studied than aspect-oriented programmingveNleeless, the very recent trend is to
separate concerns for both functional and non functiorzes.

Moreover, none of the existing approaches have studiedahmlexity in the implementation.
How much the adaptation is complex at any time of the lifetohthe application according must be
addressed. Furthermore, none of existing approachesateddb industry rather to academia.

3.5 Related Work on Adaptation in Information Systems

Due to the constant changes in information systems, thetatitap has been considered crucial. It
has been identified and studied in various information systisciplines. Here, we discuss and show
how to handle the adaptation in component based softwarm&aring, in software product line and
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Approach | Dynamicity | Degree of automation | Methodology | Language/Notation
IVS dynamic auto - constraint language
PMAS dynamic semi-auto top-down constraint language
SCBP dynamic semi-auto top-down DSLs/declarative
METEOR | dynamic - - DSLs/declarative
CSANF dynamic semi-auto backtracking | Constraint language
ECD static manually top-down BPEL

ASFB dynamic auto backwards BPEL

PAR dynamic auto top-down BPEL

NSLA dynamic semi-auto top-down DSLs/declarative
UDP dynamic auto top-down DSLs/declarative
LPV dynamice manually - DSLs

DIAM dynamic auto - BPEL, DSLs
TASOA dynamic auto - BPEL, DSLs

SELF dynamic auto - BPEL,WSCOL,WSRel
ALR dynamic auto top-down -

AGA dynamic auto top-down BPEI, Yawl

AOPA static semi-auto top-down BPEL/aspects

SAAI static semi-auto - BPEL/procedural
DAl static manually top-down BPEL

RAAOP dynamic on-demand - specific language
ASCE dynamic manually backtracking | -

SCENE dynamic auto bottom-up ECA/declarative
ASRAI dynamic semi-auto top-down DSLs/declarative
ASF dynamic manually - DSLs/declarative
PAWS dynamic auto - OWL,DSLs/declarative|
BPD static manually context DSLs

CMA dynamic manually context OWL, BPEL

Figure 3.2: Comparing the strategies

parallel programming. We will see, they share the same coaqaresented for the SBA.

3.5.1 Adaptation in Component-Based Software Engineering

The problem of building adaptive computing systems haseghdramatically more interest over re-
cent years. The emergence of ubiquitous computing and tvaryy demand for autonomic comput-
ing are the main factors entailing this interest [110]. Witioqus computing aims to remove traditional
boundaries for how, when, and where humans and computersiiit To do this, computer systems
must adapt to its environment of computing platforms and rocomication networks. Autonomic
computing refers to the ability of a system to manage andeptaheir own resources. Such systems
require run-time adaptation in order to survive failurestwork outages, and security attacks.

In [111] the authors identify the following groups of reasdior software system adaptation:
corrective (remove faulty behavior), adaptive (responsehainges affecting the context), extending
(extend the system with new functionalities), and perfec{improve characteristics of an applica-
tion). The authors also classify the adaptation into thiofdhg classes: architectural adaptation
(affect the structure of the system), implementation aatapt (affect implementation of the compo-
nents without changing the interface), interface adapiai@ffect the interfaces of the components),
geography adaptation (affect distribution of the compdmener the network). Orthogonally to this,
adaptation approaches in [110] are classified into pararadtgptation, where the variables that de-
termine the system behavior are affected, and the compostiaptation, where the structural parts
of the system are changed.

The rapid growth in the area of adaptation in software ergging is explained by a set of tech-
nological reasons [110]. Separation of concerns, comiputt reflection, and component-based
design provided programmers with the tools to construcpaiide system in a systematic way, while
widespread use of middleware provided a place to locate aable adaptive behavior. These tech-
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Approach | Timing Location Techniques
Topology | Degree/lntegration

IVS design/runtime central injected computational
PMAS design central tightly-integ computational
SCBP design/runtime distributed | injected computational
METEOR | design/deploy distributed | tight-integrated component
CSANF runtime distributed | injected computational
ECD design distributed | tightly-integ computational
ASFB runtime central tightly-integ computational
PAR design distributed | tightly-integ computational
NSLA runtime distributed | injected component
UDP design central - computational
LPV design/runtime distributed | tightly computational
DIAM runtim distributed | self-adaptation computational
TASOA runtime distributed | self-adaptation computational
SELF design - self-adaptation AOP
ALR runtime - self-adaptation computational
AGA runtime distributed | self-adaptation computational
AOPA design central tightly-integrated AOP
SAAI runtime central injected component
DAl runtime distributed | injected computational
RAAOP runtime distributed | self-adapta AOP
ASCE Deploy/runtime distributed | injected computational
SCENE design/deployment/runtime distributed | injected component
ASRAI runtime distributed | injected component
ASF design distributed | - -
PAWS design/runtime distributed | self-adaptation computational
BPD design/runtime - - component
CMA design/runtime distributed | injected component

Figure 3.3: Comparing the implementation

nologies, combined in different ways, lead to the develapoéa wide range of application adapta-
tion approaches and principles [110, 112].

Separation of concerns provides a way to separate devetdmhine functionality and the cross-
cutting concerns (e.g., quality of service, security).sTinciple has become one of the cornerstone
principle in software engineering, and has lead to a wideaprod aspect-oriented programming
(AOP) approach [113]. AOP supports adaptation in severgbwé&irst, many adaptations are rela-
tive to some crosscutting concern (e.g., quality-of-smyand therefore AOP may be used to define
and implement this concern. Second, it permits delayingribdification of the system to run-time,
making adaptation more flexible and dynamic.

Computational reflection refers to the ability of a programmgason about, and possibly alter, its
own behavior. Reflection enables a system to reveal (sdledttails of its implementation without
compromising portability. It comprises two activitiestrimspection (enables an application to observe
its own behavior) and intercession (enables a system oicafiph to act on the observations and
modify its own behavior). Together with AOP, it allows fors@yving and reasoning on the system
behavior, enabling its run-time modification.

Component-based design comes with well-defined interfguesiding a way to develop sep-
arately providers and consumers independently, and,ftrerepromoting component re-use. We
remark that this technology was further advanced by thaéeriented architecture providing even
better de-coupling, interoperability and re-use of theautyihg services (components).

Middleware is a set of services that separate applicatimm bperating systems and protocols.
These services include high-level programming abstnasfidifferent aspects (Qo0S, security, fault
tolerance, persistence, transactionality), and spedaifictfonalities. Since middleware provides an
abstraction of many adaptation-related concerns, it saasegood place for implementing adaptation
mechanisms.
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The above technologies and principles has many similantigh the service-oriented architec-
tures and technologies for the SBA development. Not sunglis a wide range of adaptation ap-
proaches for SBAs adopt similar concepts as the ones for aoemp-based software systems, such
as aspect-oriented approaches, use of middleware forirephdaptation, etc.

3.5.2 Adaptation in Software Product Line Engineering

Software product line engineering (SPLE [114, 115]) hay@ndo be the paradigmfor developing a
diversity of similar software applications and softwanéensivesystems at low costs, in short time,
and with high quality. Numerous reports document thesigguifi achievements of introducing soft-

ware product lines in industry [115].Key to SPLE is to defimel aealize the commonality and the

variability of the productline and its applications. Thevwoonalities comprise the artifacts and the
propertiesthat are shared by all product line applicatidriee variability defines how the variousap-

plications derived from the product line can vary. A pretisije for managing softwareproduct line

variability is the explicit documentation of the variabjli

A Framework for Software Product Line Engineering

The SPLE framework depicted in Figure3.4 illustrates the product line engineering: processes
domain engineering and application engineering. The freone has been developed in the context
of European SPLE research projects ESAPS, CAFE, and FAMBI[IE 6]. The domain engineering
process is responsible for defining the commonality and énieility of the applications of the prod-
uct line [117]. Furthermore, the do-main artifacts areireal which implement the commonalities
and provide the variability required to derive the set oéimted applications. The domain artifacts
constitute the product line platform and include, amongihrequirements models (e.g., use case
diagrams), architectural models (e.g., component or diazggams) and test models. The application
engineering process is responsible for deriving appbaoatifrom the domain artifacts. Application
engineering exploits the variability of the domain artifaloy binding (resolving) variability according
to the requirements defined for the particular application.

By splitting the overall development process into do-maigieeering and application engineer-
ing a separation of the two concerns building a robust prolitue platform and creating individual,
customer or market specific applications is established.

Two Approaches for Modelling Variability

To model the variability of a product line, two principle g of approaches are proposed in the
literature. One type of approaches proposes to integrai@bilety information into existing models.
For example, extensions for UML models by defining steresgyfor product line variability are
proposed (e.g., see [118]), or feature models are extendadilitate the documentation of variability
information (e.g., FORM [119], CBFM [120]). The other typkapproaches proposes employing a
dedicated variability model, i.e. those approaches argaievariability should not be integrated into
existing models, but defined separately. Among, othersQitirogonal Variability Model (OVM,
[115]) has been proposed for documenting software prodhet/ariability in a dedicated model. In
a dedicated variability model only the variability of theoduct line is documented (independent of
its realization in the various product line artifacts). Magiability elements (Figure3.5)in a dedicated
variability model are, in addition, related to the elemantthe traditional conceptual models which
“realize” the variability defined by the variability model.

In a dedicated variability model, at least the followingamhation is documented:

e Variation Point (“what does vary?”): This documents a Maleatem or a variable property of
an item.

e Variant (“how does it vary?”): This documents the possiblgances of a variation point.
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Figure 3.4: SPLE Framework (simplified version of the onelitd])

e Variability Constraints: There can be constraints on \alityt, because product management
decided, e.g., not to offer certain combinations of vadgantan application or because the
realization of one variant requires another variant to lesqnt.

A Variability Modeling Method for Adaptable Services in Service-Oriented Computing [121]

The authors observe that techniques for modeling senasecbsystems mainly focus on the business
process and the service composition layer. However, trexrdeiques do not satisfactorily address
how to model the flexibility which is required by businessgasses and services. In particular the
authors state that the variability of business processgseauvices is not explicitly modeled.

According to the authors, implementing adaptive serviasel systems requires understanding
the variability of the business processes and of the enwviemtt in which the service-based system
will execute. This means that the range of variants whichuh&e service-based system will cover
should already be defined during development time.

The contribution proposed to model the variability of a g@based system using principles and
methods from the field of software product line engineerihgese include the explicit modeling of
commonalities and the variability of a software productliit he variability of a software product line
is modeled explicitly by variation points and variants. Ehghors observe that an adaptive service-
based system can have different types of variability, wisah be found at the following layers of a
service-based system:

e Business Process Layer: This layer includes the definitidiusiness processes from the cus-
tomer’s perspective. The authors use BPMN (the BusinesseBsoModeling Notation) to
model the business processes. The required flexibility énsgrgquence of activities of a busi-
ness process is called Workflow Variability by the authors.
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Figure 3.5: Variability Model and relationship to existingnceptual models

e Unit Service Layer: This layer includes the definition of\dee units from an architect’'s per-
spective, which are necessary for handling a business ggocehe dynamic composition of
services is called Composition Variability and it is modklesing BPEL (The Business Process
Execution Language).

e Service Interface Layer: This layer includes the definitidrservice interfaces which reflect
the requirements of the service units. The interfaces aeritbed by WSDL (The Web Service
Description Language). If alternative interfaces are @efithis is called Interface Variability.

e Service Component Layer: This layer includes the implemtenis of services (according to
their interfaces). Variations in the implementation of aterface are called Logic Variability.

For a description of web services and their compositionatitbors use WSDL and BPEL. Both
concepts employ XML as description language. The respetML schemas thus are expanded to
describe additional properties and composition poss#sliof services. The already presented vari-
ability at Unit Service Level and Service Interface Levad arserted into the relevant XML schema
with the identifier VType. In this way in BPEL variability isiroduced in the XML schema via the
BPEL “extension” tag.

By determining the variability types and simple XML-basesbscription of variability, the vari-
ability of an adaptive service-based system can be explobitcumented.

The proposed approach is demonstrated by an abstract of &nddsktriptions which shows how
variability can be described in XML. The example shows thaliaption of the approach for the Unit
Service Layer and Service Interface Layer.

Using Product Line Techniques to Build Adaptive Systems [12]

According to the authors, increasingly distributed systérave to be adapted to changing user needs
and context changes during run-time, while ensuring thextetlare no substantial disruptions of the
current operation of the service-based application. Asatitbors claim, this requires that potential
variations in the configuration of the system (in terms of poments) must already be identified
during development of the application, such that the adiaptaf the system will be successful
during run-time.

For designing highly flexible distributed adaptive systethe authors propose to employ tech-
niques from SPLE. Similar to SPLE, where two distinct depelent processes (domain engineering
and application engineering) exist, the authors sepaettegden common architectural elements and
variable components. This differentiation is made at threceptual level and the variation points and
their variants are documented in so-called Blueprint Pims Composition Plans respectively. A
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Blueprint Plan - from the architect’s perspective - docutaem atomic component, which can con-
sist of several implementation classes that realize thigpoment. As a consequence, a blueprint plan
documents the variation with respect to the implementadios component. In a Composition Plan,
a component is described that is composed of other compmn&he variability in such a (partial)
component architecture is expressed by the concept of @’ réloles - as proposed by the authors
- specify the functionality of each single component angdssible interactions with other compo-
nents. Unfortunately, the authors do not provide furtheaitieon the concept of roles. In addition
to the plans, the following kinds of specifications are idtroed: Connection Spec, Port Delegation
Spec and Node Deployment Spec. These specifications desonipositions, invocation sequences,
instantiation of components and their variants in moreidekfowever, the authors do not explain
how to select a component variant. In order to determineratimme whether an elected composition
fulfils the requirements of the system environment, theoialhg cascade of actions is executed (see
figure3.6). First, a so-called Context Manager evaluategiormation from the system environment
and the plans (i.e., the blueprint and composition planghefactive components and forwards the
result to the so-called Adaptation Manager. The Adaptatlamager decides whether a new plan of
component composition is necessary. If required, a sed¢&@lonfigurator carries out the adjustment
steps as instantiation, binding, separation or removabofppnents.

Context

listener Config:

uration

Figure 3.6: Platform architecture

The proposed solution is not applicable for situations teguire dealing with unpredictable
changes. This is due to the fact that in order to adequatsjyorel to such kinds of changes, the
developers have to explicitly describe these changes aralageassociated component plans before
the service-based application is deployed. After reabmaand registration of this variant, it can
also be invoked or replaced by another variant at runtimeredtly, the proposed approach does not
support handling dependencies between variation poimtyvamnants.

The proposed conceptual building blocks (blueprint plasmpgosition plan, etc.) support the
developers in explicitly modelling variable charactécstof components and support the developers
in managing variation during design and implementationdafdive systems.

The approach has been applied to a simple example from thverkedrea, where the focus was on
how to deal with variable bandwidth and availability of mleldlata services. The proposed solution,
applied to this example, was able to provide the requiregtatian capabilities during run-time.
Further, the approach has been used in two industrial fgsojec
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Supporting Runtime System Adaptation through Product Line Engineering and Plug-in Tech-
niques [123])

According to the authors, existing adaptation approacitesrefocus on the context-, contract- or
goal-driven adaptation of applications. For the end-ysbese is hardly any support for user-specific
adaptations of their software during run-time. The autlious see a challenge in devising an intuitive
and easy to handle approach for the user-driven adaptatimppbications.

The contribution proposes to integrate of techniques faakdity modeling from the area of soft-
ware product line engineering (SPLE) and plug-in techrsdoe extension, adaptation and evolution
of software systems. This integrated approach is designed@port users in adapting their systems
to their individual work situations. This support is enabkbrough wizards. The wizards allow a
user to select the desired working aids from a digital qoastatalog. The working aids which are
selected are linked to an internal variability model. Thasi@bility model in turn is connected with a
selection of the plug-ins that implement the variants. €hgran application can be (re-)configured
based on a user’s intentions. The variability model dessrthe scope of the adaptation in form of in-
cluded and excluded components, which represent the taghmiplications of adaptation decisions.
That means that only components can be uploaded, whichm&esllto the variability model and rep-
resenting “known” variants. With the help of the plug-in cept, it is possible to dynamically upload
components in the run-time environment, and thereby all@integration of new components into
the running system.

The benefits of the approach are on the one hand, that it enehusers to (re-)configure
their working area according to their current needs. On therohand, the link between variant
selection and system (re-)configuration is establishechtsgrating two well-established concepts.
The integration of those concepts allows user-driven adiapt of an application at run-time.

The approach has been implemented as follows: The vatiabibdel and decision model have
been realized based on the DOPLER tool suite (Decisiona@ieProduct Line Engineering for ef-
fective Reuse, see [124]. The decision for the plug-in ptatf was made for .NET technologies
(assembly with explicitly specified extensions and sloeployment). The approach has been de-
veloped in cooperation with a company and has been tailaregrding to the business cases of this
company. The application scenarios are e.g. on-the-flyymtoaldjustments for sales, targeted soft-
ware upgrades, configuration analysis in productive systeote-specific system configurations and
tailored on-line training programs for learners.

Dealing with Changes in Service-Oriented Computing Throud) Integrated Goal and Variability
Modelling [125]

According to the authors, dealing with changes in servitented systems requires the following
information:

e knowledge about the rationales for decisions;
e understanding the alternatives;
e traceability between stakeholders’ goals and technicdizagion elements.

In addition they observe that very flexible and adaptableéesys cannot be fully specified in
advance and thus postulate that design methods and magd&dthniques are needed in order to
describe flexible and evolvable systems as far as possiblel@clarative way.

The approach proposes integrating goal modelling and hiéityamodelling techniques. This is
done by identifying variability aspects ifi goal models and by proposing an approach for mapping
7* models to variability models. Those variability models umrt are then refined and employed to
support monitoring and adaptation of service-orientedesys.

The proposed approach focuses on the following two “dioesti of changes:
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1. Top-down stakeholder-driven changes: A new requireraatts existing services or service
architecture. Maybe negotiations with 3rd-party servioevigers are needed and new SLAs
are “signed”. The new decisions have to be considered wiki@rservice architecture through
reconfiguration.

2. Bottom-up monitoring-driven changes: Monitoring réswulemand changes within the current
service configuration to fulfil SLA directives.

In order to deal with both kinds of changes, the authors sketethe following facts need to be
considered:

e common and specific (individual) goals of different stakdRcs;

knowledge about the current service configuration;

information about alternative service configurations;

traceability information to handle dependencies betweaslsy service types, services and ser-
vice instances (see definitions below);

kind of representation of the system at different levelsridarstand the assignment of stake-
holders’ needs down to the current and alternative systerfigtoations.

The proposed approach allows modelling these differeits tagether with traceability and variability
information to support system adaptation. In order to mapéen these facts, the authors propose
integrating the meta-models ¢fand the variability modelling language used.

To map concreté* models to variability models, the authors have identifieddsiferent types
of variability (e.g. softgoal and instance variability)dashow how these can be specified with the
different:* modelling constructs and map to variability models.

The mapping betweeit models and variability models is supported by the DOPLER $ade.
The Variability management engine (VME) of this tool is usednanage the variability model of
available service instances, services, and goals togetitierthe relevant traceability information.
Additionally, the engine computes the impact of changegsdbas the monitoring results or based on
user-triggered adaptations. The Monitoring componenh@tdol receives its monitoring parameters
from the VME and offers additionally runtime parameterg(eresponse time, service-life-cycle).
The Adaptor component of the tool ultimately performs thguested updates of the service-oriented
system.

The approach presents how a variability model can be defiead ani* goal model and how
this variability - derived from the goal model - can be emgldyo support the monitoring as well as
adaptation of service-based applications.

The approach is illustrated by two scenarios demonstratitagp-down-change and a bottom-up-
change in a virtual travel booking system. It is illustratedw a change has to be considered on the
different layers (e.g. goal definition, variability mode{j, service implementation, monitoring and
adaptation mechanism).

3.5.3 Dynamic Adaptation for Parallel Programs

Parallel and distributed programming can be used as a lodsisid single high performance services.
In this case the design of a High Performance service is aglildvof parallel programming because
the service is implemented as a parallel program. This s¢eivesthe simplest case.

With this view in mind, the composition of High Performaneg\sces is not so easy because if the
interface of a service is implemented within a single nodiefsystem, all requests will be serialized
between these services, thus the composition of paralteices have no chance to guarantee the
same level of performance. In this case, one can reuse thallgdaomponent” based approaches for
Grid computing such as GRID CCM [126] allowing efficient conmitation and described in more
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details in deliverable PO-JRA 2.3.1. Within such a componsodel, the internal logic of the service
can be self-adaptable by using the infrastructure fagdlisuch as load balancing and scheduling.

Another view of parallel and distributed Grid computingassee a parallel (distributed) program
as a special composition of services. In this case, somedesigned for parallel programming can be
used or customized for orchestration and choreographyreices. Things are not so simple because
parallel programs communication model is message passodginand not based on client/server
approaches,so quite far from service oriented composition

However, in GRID computing some attempts to design selptdde software have been done
independently of the communication model, thus can be tefmeservices : ASSIST [127] and
Dynaco [128]

3.6 Observations

3.6.1 Key challenges

If Web services technology shall be applied to a broad spectf applications, it will have to be
significantly improved with respect to some capabilities. particular, in dynamic environments it
must be possible to quickly implement and deploy new sesyite enable ad-hoc modifications of
single service instances at runtime (e.g., to add, delethifirservice steps), and to support evolution
that might occur in the environment. These requirementst ineismet without affecting service
consistency and by preserving the robustness of the apiphsa

There are many research issues concerning adaptation s will further benefit from the
advances:

e The integration and verification of domain knowledge willghim the development of adaptive
service management technology. It is necessary to desigamaWwork for defining semantic
constraints over services in such a way that they can expeabksvorld domain knowledge on
the one hand and are still manageable concerning the effadaptation.

e Providing correctness criteria to decide how to adapt welicss.

o Identification of actual differences between the (intezfand protocol) specifications of a given
pair of Web services, and the composition of adapter tematutions for resolving mis-
matches between protocols to generate the adapter code.

e Another interesting issue is to investigate a frameworkafgtomatic adaptation that accom-
modates hybrid constraints. In this case, a possible solus to study a way to combine
solvers. This will provide more flexibility and let users cemtrate on requirements rather than
on implementation.

3.6.2 Conclusion and research perspectives

This survey is motivated by the problem of identifying andlgring approaches for adaptation in the
context of Web services. This problem has become extremedpitant in the age of the world-wide
web, Internet connectivity, and globalisation, but alse thuthe numerous architectural decisions to
be made and their impact on quality goals. The importancheoptoblem was, for example, recog-
nized and emphasized by many researchers and organizatibith consider design methodologies
and maintenance for advanced service-oriented applitsaéie a main challenge problem. As a result,
there have been numerous efforts by leading research gtowgmiress this problem. All this is to
say that the general motivation for the problem of adaptasavidely accepted as being very strong
and of recent interest.

Current approaches for adaptability of service based egiins mostly focus on the infras-
tructural layer or on specific aspects of the behaviour ofisercompositions, such as binding and
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enactment. Comprehensive approaches covering highardspects of the service composition and
coordination layer and the business process managementasgy still to be defined. So far, no inte-
grated cross-layer approach to adaptation has been deimsgervice based applications, adaptation
can invoke different services. Traditionally, these segiare web-services that deliver computational
and informational services to users. More recently, datilag user-interface definition languages and
tools can enable automatic user interface developmentlmsévoked services, thus enabling co-
herent adaptation of both the application behaviour anasiés interface. Several emerging standards
and technologies provide important input to the integrattbresearch activities in user-level adapt-
ability.
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Glossary

e Adaptation is a process of modifying Service-Based Application in ordesatisfy new re-
quirements and to fit new situations dictated by the enviemnon the basis of Adaptation
Strategies designed by the system integrator.

e Adaptation Requirements and Objectivesare the requirements and needs that the Service-
Based Application should achieve in reaction of criticaepes and events.

e Adaptation Strategiesdefine the possible ways to achieve Adaptation RequirenagatOb-
jectives given the available Adaptation Mechanisms.

e Adaptation Mechanismsare the tools and mechanisms provided by the underlyindopfat
in different Functional Layers of Service-Based Applioatihat allow for implementation of
various Adaptation Strategies.

e Adapter is a hardware device or software component, that convemsitnitted data from one
presentation form to another.

e Aspect-Oriented Programming (AOP)is a programming paradigm that attempts to aid pro-
grammers in the separation of concerns, specifically aro#iig concerns, as an advance in
modularization.

e Business Activityis apart of a business process consisting of a series ofteiimplemented
across workflow systems, ERP systems and legacy applisapossibly across organizational
boundaries.

e Business Activity Monitoring provides near real-time monitoring of Business Activitieea-
surement of Key Performance Indicators, their presemtatialashboards, and automatic and
proactive notification in case of deviations.

e Business Intelligence (Bl)refers to technologies, applications and practices forctiikec-
tion, integration, analysis, and presentation of busim&#esmation and also sometimes to the
information itself.

e BPEL (Web Services Business Process Execution Languaggep de-facto standard language
for specifying business process behavior based on Webcssrvi

e Component-based Software Engineering (CBSEis a branch of the software engineering
discipline, with emphasis on decomposition of the engieg@slystems into functional or logical
components with well-defined interfaces used for commuioicacross the components.

e Computational reflection refers to the ability of a program to reason about, and plysalter,
its own behavior.

e Context refers to the physical and social situation in which a SerBased Application or
a service is embedded. It is defined by any information thathmused to characterize the
situation of an entity - be it a person, a place or a physicabanputational object.
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e Diagnosisis the process of finding the cause of a problem starting frorakeservable mani-
festation (symptom) of the problem itself.

e Evolution of Service-Based Application is a long-term history of ¢onbus modification of
SBA after its deployment in order to correct faults, to im@@erformance or other attributes,
or to adapt the product to a modified environment.

e Grid Computing is on-line computation or storage offered as a service stggdy a pool of
distributed computing resources, also known as utility potimg, on-demand computing, or
cloud computing. Data grids provide controlled sharing arahagement of large amounts of
distributed data, often used in combination with compatsl grids.

e Key Performance Indicator (KPI) are financial and non-financial metrics used to help an or-
ganization define and measure progress toward organiadgoals. KPIs are used in Business
Intelligence to assess the present state of the businege prescribe a course of action.

e Mediation refers to an activity in which a neutral third party, the nadr, assists two or more
parties in order to help them achieve an agreement on a noattemmon interest.

e Middleware is layer of services separating applications from opegasiystems and network
protocols.

e Monitor is a program or a set of programs that observes the execuiti®BA

e Monitoring is a process of collecting and reporting relevant infororatabout the execution
and evolution of the Service-Based Application.

e Monitoring Events are the events that deliver the relevant information abloatapplication
evolution and changes in the environment.

e Monitoring Mechanisms are the tools and facilities for continuous observing anatang
relevant Monitoring Events.

e Optimization of Service-Based Application is the process of modifyingpplication to make
some aspect of it work more efficiently or use fewer resources

e Parallel programs refer to a set of software technologies to express pardtjerithms and
match applications with the underlying parallel systems.

e Process Miningis a set of techniques and methods that allow for the anatydiasiness pro-
cesses based on event logs. They are often used when no fteataiption of the process can
be obtained by other means, or when the quality of an existimgimentation is questionable

e Recovery (Repair)is a process of restoring the application after failing tdqen one or more
of its functions to fully satisfactory execution by any meather than replacement of the entire
application.

e Service-Based Applications (SBA)s an application composed by a number of possibly in-
dependent services, available in a network, which perfdrendesired functionalities of the
architecture. Such services could be provided by thirdgmrhot necessarily by the owner of
the service-based application.

e Service-Level Agreement (SLA)is that part of a service contract where the level of service
is formally defined. In practice, the term SLA is sometimesduto refer to the contracted
delivery time (of the service) or performance.

e Software Product Line Engineering (SPLE)refers to engineering methods, tools and tech-
niques for creating a collection of similar software systdmam a shared set of software assets
using a common means of production.
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