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European Excitement project.7

2.5.1 The Excitement Open Platform (EOP)

EOP is a generic architecture for textual inference. It implements a modular approach
that allows various configurations to be deployed and adapted. State-of-the-art linguistic
pre-processing has been included as well as some lexical-semantic resources, but EOP
observes a clear separation between linguistic analysis pipelines and entailment compo-
nents, aiming at easy language extensions. EOP comes with a Java API and with source
code.8

Excitement implements textual inference as a matching between different text seg-
ments in order to decide if a text segment has the same meaning as the other or if meaning
from one text segment can be implied from the other text segment. The text segment used
to be compared with is normally just named “text” (or “premise”) and the segment that
is compared with the “text” is called the “hypothesis”. In the case of the meaning of the
hypothesis text being implied from the first text, the developers of EOP speak of a direc-
tional textual entailment (T → H). In the case of the two text segments bearing the same
meaning, the developers of the system speak of a bi-directional paraphrasing entailment
relation (T → H&H → T ).

Among the 6 configurations implemented in EOP for processing (German) text, it
has been reported that one of the most successful configurations is the alignment-based
algorithm, and this is one of the algorithms we first tested by applying to EOP examples
from our annotated German corpus in PHEME, doing this in a first phase using the online
User Interface of EOP.9 The intuition between the alignment-based algorithm is that: The
more material in the hypothesis can be “explained” or “covered” by the premise, the
more likely entailment is. As we can see, this approach implies a certain degree of lexical
commonalities between the premise and the hypothesis, but EOP makes also use of lexical
semantic networks (i.e. WordNet) and of computed distributional similarity in order to
gain some independence from a pure lexical form similarity and so has a better coverage
by identifying links between words or phrases across the premise and the hypothesis texts.
EOP also makes use of paraphrase resources.

The entailment is then computed with the help of features relevant for the alignment.
Features used for the time being are “Word Coverage”, “Content Word Coverage”, “Verb
Coverage” and “Proper Noun Coverage”. As an example, the premise text “Peter was Su-
san’s Husband” and the hypothesis text “Peter was married to Susan” have the following
features coverage: “Word Coverage = 4/5 and 100% (the four words of the premise are all
linked to at least one word of the hypothesis, whereas “husband” is linked to “married”
and “to”). We have two named entities in both text segments and they can be linked, so

7http://excitement-project.eu/
8http://hltfbk.github.io/Excitement-Open-Platform/
9http://hlt-services4.fbk.eu/eop/
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that we have also 100% for the “Proper Noun Coverage”, etc.

The textual entailment (TE) task is then defined as a classification task: on the ba-
sis of certain values associated to the features defined for the aligned text segments, the
hypothesis can be (or not) classified a being entailed in the premise.

In order to be able to make concrete statements on the possible use of Textual Entail-
ment technologies for PHEME, we need first to have a relevant corpus, both for training
and testing the EOP platform.

2.5.2 Methods for the Generation of gold-standard new Data

The goal is to acquire a large set of text pairs from social media and to label them with
their correct entailment judgement. We consider here the current PHEME datasets “Fergu-
son”, “Ottawa Shooting” and “Gurlitt”.10 Three methods are envisaged for the generation
task: 1. Source Tweet : Story pairs; 2. Source Tweet : Replying Tweets pairs, and 3.
Cross-media linking.

The first method is based on manual annotations by PHEME partners, by which a
Source Tweet is always hand-labelled with a Story, examples of which are:

Source: 2 of the 4 police departments rampaging through #Fergu-
son were trained by Israel in methods of domination and control
http://t.co/ztZUZpzHJb

Story: Two of the four police departments were trained in Israel

Source: MORE: #Ferguson police chief identifies Darren Wilson as cop who
shot Michael Brown http://t.co/Qojlgp8mlc

Story: Ferguson police to release name of police officer who shot M. Brown
today (August 15)

We make use of the fact that such source tweet : story pairs are in all cases true
positives for entailment when submitted to EOP.

The second method for acquiring text pairs is based on the PHEME annotated
source/reaction structure, and proceeds automatically. Each Reaction Tweet binds to a
Source Tweet (and thus indirectly to the hand-labelled Story). We notice that such pairs
do not always stand in a positive entailment relationship when applied to EOP. As an
extension to the default classification scheme of TE, Entailment vs Non-Entailment, Non-
Entailment pairs can further be sub-classified into Contradiction or Unknown judgments,

10Cf. the annotation scheme and the current data sets’ description in D2.1 Qualitative Analysis of Ru-
mors, Sources, and Diffusers across Media and Languages, D7.2.1 Annotated Corpus - Initial Version, and
in D8.2 Annotated Corpus of Newsworthy Rumors.
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in accordance with the RTE-3 task of multi-way entailment judgment assignment.11 Hi-
erarchical entailment labels have also been envisioned within EOP, but this feature was
unavailable to us in the EOP Platform.

Examples of Contradiction as well as Unknown relationships are given in Figure 2.5.2.
Pairs of texts are generated from the source tweet and each of its replying tweets. The
text pair that has Reply tweet nr. 1 will be labelled as an Unknown relationship, the same
happens to the pair that holds Reply tweet nr 2. The text pairs holding Reply tweets nr
3-6 will get the Contradiction label, because the proposition in the Source tweet is argued
against in each of these replying tweets.

The third method of entailment data generation consists in establishing a cross-media
linking between the tweet and the online article’s headlines, based on the URL that is
contained in the tweet. An example of text pairs automatically generated this way between
a tweet and headlines is given in Figure 2.5.2:

2.5.3 Additional Features for performing the TE Task on the PHEME

Data

We investigate if and how additional features can support the TE task when applied to
PHEME data, taking for example into account the information on the usage of hashtags and
URLs in the tweets. We checked for this again the above mentioned datasets “Ferguson”,
“Ottawa Shooting” and “Gurlitt”. Figure 2.5.3 below displays a chart quantifying the use
of Hashtags and URLs in the Source Tweets of three data sets.

The chart in Figure 2.5.3 shows:

• how many tweets we have in each dataset, split between rumourous and non-
rumourous (marked as “rum-nonrum”) tweets (back line, in blue)

• how many hashtags these tweets contain (middle line, purple)

• how many URL references these tweets contain (front line, orange)

Figure 2.5.3 shows similar statistics, but including also the number of included media
material (mainly images) in the tweets, and taking into accounts also the replying tweets.

We have to analyse the relevance of those features for applying TE to the PHEME data
sets, mainly by acquiring more data to generate more robust statistical insights.

11On differentiating the judgment ‘Unknown’ from ‘False/Contradicts’, see nlp.stanford.edu/RTE3-pilot
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Figure 2.2: Examples of Contradiction/Unrelated relationships between a source and re-
action tweets
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Figure 2.3: News headlines extracted from URL contained in a tweet (first line)

Figure 2.4: Chart showing the numbers of Hashtags and URLs used in the three consid-
ered source tweet data sets.
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Figure 2.5: Number of Hashtags and URLs across the data sets, including the replying
tweets

Figure 2.6: A text pair labelled with the LCS ratio

2.5.4 Establishing a baseline Method for detecting Textual Entail-
ment for the PHEME Data Sets

A potential baseline for our work on TE for the PHEME datasets is described in [15]. This
would consist in computing the Longest Common Subsequence (LCS) between text pairs
and labelling these with a corresponding LCS ratio, as shown in Figure 2.5.4.

We performed initial experiments with the LCS ratio on the PHEME data sets (con-
sidering for the time being only the relations between hand-labelled Stories and Source
Tweets), and compared it with two EOP algorithms. The results, illustrated by the chart
in Figure 2.5.4, may suggest that LCS ratio can be regarded as an initial baseline method
for entailment detection: the scores of the EOP algorithm that computes edit distance cor-
relate with the LCS ratio. Figure 2.5.4 displays the comparative results of LCS and two
EOP algorithms applied to the story : source tweet pairs of our data sets. As performance
measure we depict only recall, since precision in these experiments is always 100%.

The chart in Figure 2.5.4 shows several pieces of information about entailment in our
3 datasets.

• The numbers in brackets below each dataset name show how many annotated stories
each dataset holds.

• The yellow first row indicates the following:

– Gurlitt has a very low amount of Stories. This already can cause that Gurlitt
has the smallest mean LCS ratio between a tweet text and its annotated story
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Figure 2.7: Comparing the recall of the LCS approach and two EOP algorithms, when
applied to {story-source} pairs in the PHEME data sets.

pair - i.e., lexical variation can be large when a tweet is compared to the an-
notated story. But additionally, Gurlitt is a multilingual set (Source Tweets
are in EN, DE, NL, FR), while Stories are in English, so simple token overlap
between such pairs will obviously be relatively low.

– Ferguson and Ottawa have a large number of Stories, so tweets associated to
these stories are lexically less varied, making the LCS ratio higher.

• The purple back row shows scores by an entailment detection algorithm that is
built by a different principle: it uses grammatical information (in the current setup:
POS tags) and the Maximum Entropy Modelling framework. This supervised al-
gorithm is pre-trained on RTE benchmark data, and obtains much higher scores on
our datasets than the baseline technique or the edit distance algorithm.

2.5.5 Ongoing Work

Current work related to evaluation studies for Task 4.2 is summarized by the following
bullet points:

• Quantify how EOP‘s confidence scores correlate with
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– Lexical-syntactic phenomena across tweet pairs
– Twitter structure and chronology
– Argumentation cues
– Reference to real-world entities

• Retrain the entailment algorithms using these features

• Make entailment judgments

– On unlabelled tweets
– based on Entailment with a rumourous vs non-rumourous pre-classified tweet
– On unseen data

• Test in big data setting.

We hypothesize that the extraction of core argumentation elements from a tweet, such
as a statement, will benefit the contradiction detection task.

2.5.6 Conclusion

Although we are in the starting phase of our investigation on if and how Textual Entail-
ment can support the tasks at hand in PHEME, we could already recognize steps to be
taken to optimize the available EOP for supporting the detection of contradictions and
controversies. We do think that algorithms implemented in EOP can be a very useful
basis, but we need to define an approach that is abstracting much more over the lexical
and phrasal alignments implemented in EOP. Lexical semantics is not enough for our ob-
jectives, we need to access real world knowledge and to bridge statements formulated in
unstructured (and also noisy) text, with statements formulated in knowledge data sets and
trusted sources.

2.6 Detection of mis- and dis-information

As detailed in Lukasik et al. (2015), we carry out tweet-level judgement classification au-
tomatically, in order to assist in (near) real-time rumour monitoring by journalists and au-
thorities (Procter et al., 2013). In addition, we plan on using information about tweet-level
judgements to assist forthcoming veracity estimation and early rumour detection (Zhao
et al., 2015).

In this deliverable we evaluate tweet-level judgement classification on unseen ru-
mours, based on a training set of other already annotated rumours.

Table 2.13: Counts of tweets with supporting, denying or questioning labels in each ru-
mour collection from the England riots dataset.
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text position

Birmingham Children’s hospital has been attacked. F***ing mo-
rons. #UKRiots

support

Girlfriend has just called her ward in Birmingham Children’s Hos-
pital & there’s no sign of any trouble #Birminghamriots

deny

Birmingham children’s hospital guarded by police? Really? Who
would target a childrens hospital #disgusting #Birminghamriots

question

Table 2.12: Tweets on a rumour about hospital being attacked during 2011 England Riots.

Rumour Supporting Denying Questioning

army bank 62 42 73
hospital 796 487 132
London Eye 177 295 160
McDonald’s 177 0 13
Miss Selfridge’s 3150 0 7
police beat girl 783 4 95
zoo 616 129 99

2.6.1 Datasets

We evaluate our work on two datasets, which we describe next.

The first consists of tweets from the England riots in 2011, which we used for initial
evaluation in deliverable D4.3.1 (Lukasik et al., 2015). A summary of that dataset appears
in Table 2.13 for reference. As can be seen from the dataset overview in Table 2.13, differ-
ent rumours exhibit varying proportions of supporting, denying and questioning tweets,
which was also observed in other studies of rumours (Marcelo et al., 2010; Qazvinian
et al., 2011). These variations in majority classes across rumours underscores the model-
ing challenge in tweet-level classification of rumour attitudes.

Secondly, we make use of the 8 PHEME rumour datasets introduced in Zubiaga et al.
(2015); Hoi (2015). As can be seen from the summary Table 2.14, some datasets contain
relatively few tweets. In order to simulate light supervision by introducing from 10 to
50 tweets for training, we exclude small datasets from our experiments (as it would bias
results unduly). We limit our attention to datasets with a Xsign in the last column of
Table 2.14.

The statistics show that there is a substantial number of comments among the tweets.
Nevertheless, for consistency and comparability with our experimental results obtained
on the London riots dataset, we continue with a 3-way classification into supporting,
denying, questioning. We leave consideration of a 4 way classification for future work.

Table 2.14: Counts of tweets with supporting, denying or questioning labels in each event
collection from the PHEME rumours.
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Dataset Rumours Supporting Denying Questioning Commenting Large

Ottawa shooting 58 161 76 64 481 X
Ferguson riots 46 192 83 94 685 X
Prince in Toronto 12 19 7 11 59 ×
Charlie Hebdo 74 236 56 51 710 X
Ebola Essien 2 6 6 1 21 ×
Germanwings crash 68 177 12 28 169 X
Putin missing 9 17 7 5 33 ×
Sydney siege 71 89 4 99 713 X

2.6.2 Gaussian Processes for Classification

We apply Gaussian Processes and multi-task learning methods, following the problem
formulation introduced in Lukasik et al. (2015).

2.6.3 Features

We conducted a series of preprocessing steps in order to address data sparsity. All words
were lowercased; stopwords removed; all emoticons were replaced with words12; and
stemming was performed. In addition, multiple occurrences of a character were replaced
with a double occurrence (Agarwal et al., 2011), to correct for misspellings and length-
enings, e.g., looool. All punctuation was also removed, except for ., ! and ?, which we
hypothesize to be important for expressing emotion. Lastly, usernames were removed as
they tend to be rumour-specific, i.e., very few users comment on more than one rumour.

After preprocessing the text data, we use either the resulting bag of words (BOW)
feature representation or replace all words with their Brown cluster ids (Brown), using
1000 clusters acquired from a large scale Twitter corpus (Owoputi et al., 2013). In all
cases, simple re-tweets are removed from the training set to prevent bias (Llewellyn et al.,
2014).

Apart from using the above described text features, we consider additional features.
We use counts of punctuation marks ?, ! and . treated separately. These punctuation
marks seem to convey important information about the sentence. Moreover, we employ
emoticon counts (using the same emoticon dictionary as described above), as they convey
important information about sentiment. We use a count of each hashtag as a feature.
Lastly, we employ count of URLs in a tweet and binary indicator if a tweet is a complex
re-tweet13.

12We used the dictionary from: http://bit.ly/1rX1Hdk and extended it with: :o, : |, =/, :s, :S, :p.
13A complex re-tweet is a re-tweet which is not simple. A simple re-tweet is a re-retweets not modifying

content in any other way than just adding information about user being re-tweeted at the front of the message
(information added automatically by Twitter).


