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1 Overview 
This report describes the technologies and tools to be used for Lexical Acquisition in 

PANACEA. It includes descriptions of existing technologies and tools which can be built on 

and improved within PANACEA, as well as of new technologies and tools to be developed and 

integrated in PANACEA. The report touches briefly on the criteria for evaluating the results of 

the tools and integration (but see D7.1 for a detailed description of the evaluation criteria). It 

also specifies the Lexical Resources to be produced. 

Four main areas of lexical acquisition are included: Subcategorization frames (SCFs), 

Selectional Preferences (SPs), Lexical-semantic Classes (LCs), for both nouns and verbs, and 

Multi-Word Expressions (MWEs). Each partner has chosen to undertake work in only those 

areas that are feasible given the time allowed and the availability of resources (such as corpora, 

parsers, and previous lexical acquisition technologies and tools) in the different languages. 

The following table gives an overview of the prototypes and resources which will be developed 

for each language. ―Types of lexical info‖ refers to the investigation of techniques for a given 

task and language, with the goal of researching whether these techniques can be developed to an 

accuracy which would improve Machine Translation. These areas of research, which in some 

cases require a significant amount of tool development in order to proceed, are investigative in 

nature and are not necessarily expected to result in an integrated component capable of 

automatically generating a lexicon. ―Lexicons‖ refers to areas of research that are already 

sufficiently well-developed that the research undertaken as part of the project can be expected to 

result in an integrated component capable of automatically generating a lexicon. ―Lexicon 

types‖ refers to whether any lexicons developed will be for general or domain-specific text 

(using the domain corpora obtained from WP4; the domains currently agreed upon are 

automotive, work legislation and environment), and ―Merger‖ refers to whether any lexicons 

developed will participate in the Lexical Merger. 

  English Spanish Italian Greek 

Types of lexical 

info 

SCF yes yes yes yes 

SP yes no yes no 

LC 

verbs 

nouns 

 

yes 

yes 

 

no 

yes 

 

no 

no 

 

no 

no 

MWE no no yes no 

Lexicons SCF yes yes yes no 

 SP no no no no 

 LC no no no no 

 MWE no no no no 

Lexicon types general 

domains 

no 

yes 

no 

yes 

no 

yes 

no 

no 

Merger  yes yes yes no 
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Note that unlike some of the other deliverables, the remainder of this document is subdivided by 

partners rather than languages (e.g. the Survey of Existing Technologies, Tools, and Resources 

shows the resources available to each partner, and the Work Plan focuses on each partner's work 

plan). This organization is motivated by the desire to show what resources and expertise each 

partner has available. It should be understood, however, that the primary partner responsible for 

English will be UCAM, for Spanish UPF, for Italian ILC-CNR, and for Greek ILSP, except that 

UPF will work on Lexical Classes for both English and Spanish nouns. Collaborations will be 

undertaken wherever relevant. 

2 Survey of the State of the Art 

2.1 Subcategorization Frames 

Subcategorization frames (SCFs) define the potential of predicates to choose their argument 

slots in syntax. Most work on SCF acquisition has focused on verbs, although nouns and 

adjectives can also subcategorize. A knowledge of SCFs implies the ability to distinguish, given 

a predicate in raw text and its co-occurring phrases, which of those phrases are arguments 

(obligatory or optional) and which adjuncts. For example, in the sentence Mary hit the fence 

with a stick in the morning, the NP the fence is an obligatory argument, the instrumental PP with 

a stick is an optional argument, and the PP in the morning is an adjunct. SCFs describe the 

syntactic, not semantic, behaviour of predicates. Thus Chomsky's well-known example 

Colorless green ideas sleep furiously involves a violation of the selectional preferences of sleep 

but not its SCF, whereas the sentence The parent slept the child violates the SCF of sleep. 

Access to an accurate and comprehensive SCF lexicon is useful for parsing (Briscoe and 

Carroll, 1997; Collins, 1997; Carroll et al., 1998; Arun and Keller, 2005) as well as other NLP 

tasks such as Information Extraction (Surdeanu et al., 2003) and Machine Translation (Hajič et 

al., 2002). SCF induction is also important for other (computational) linguistic tasks such as 

automatic verb classification, selectional preference acquisition, and psycholinguistic 

experiments (Schulte im Walde, 2000; Lapata et al., 2001; Schulte im Walde and Brew, 2002; 

McCarthy, 2001; McCarthy and Carroll, 2003; Sun et al., 2008a, 2008b). 

All methods of SCF acquisition share a common objective: given corpus data, to identify 

(verbal) predicates in this data and record the types of SCFs taken by these predicates, and often 

their relative frequencies. There are two major steps: hypothesis generation and hypothesis 

selection. Approaches to hypothesis generation vary, depending on whether raw, partially 

parsed or intermediately parsed corpus data are used as input to the learning process, and how 

cues for hypotheses are defined and identified. Hypothesis selection is similarly subject to 

variation. Some systems treat hypothesised SCFs as absolute SCF indicators, while others treat 

them as probabilistic indicators. The latter systems typically employ a separate filtering 

component, with filtering frequently performed using statistical hypothesis tests. Methods vary 

as to whether the SCFs are pre-specified or learned, how many SCFs are targeted or learned, 

and how they are defined (e.g. whether they are parametrized for lexically-governed particles 

and prepositions, whether any semantic knowledge is incorporated, and so forth). See also 

Schulte im Walde (to appear) for an overview. 

The first system for automatic SCF extraction was Brent (1991, 1993), who used lexical cues in 

raw text to acquire six SCFs from corpus data. Treating the cues as probabilistic indicators, 

Brent (1993) used the binomial hypothesis test (BHT) to filter hypotheses by deciding when a 
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verb occurs with a particular SCF often enough that the occurrences are unlikely to be errors. 

Brent's approach essentially generated high accuracy hypothesis at the expense of coverage, 

however, since lexical cues are insufficient to identify most SCFs. Subsequent systems 

(Ushioda et al., 1993; Manning, 1993; Gahl, 1998, Lapata, 1999) therefore aimed to increase 

coverage by using output from a POS tagger and a chunker, or partial parser, in the hypothesis 

generation step. A chunker identifies major phrases such as verb groups, NPs, PPs, etc., and 

thus the observed patterns from the entire corpus could be used. Ushioda (1993) used a set of 

six SCFs while Manning (1993) used 19, based on the OALD, LDOCE, and COBUILD 

dictionaries.  The chunking-based approaches represented a clear improvement over Brent's 

approach, since extracting SCF information from chunked data increases the number of cues 

available and allows for low reliability cues. Their disadvantage, however, is the high level of 

noise in output, caused by the limitations of partial parsing. To filter the hypotheses, Ushioda 

used log-linear models of features in the text, while Manning used the BHT, refined by 

empirically seeting bounds on the probability of cues being false for certain SCFs. 

The next generation of systems (Ersan and Charniak, 1996; Carroll and Rooth, 1998; Briscoe 

and Carroll, 1997; Sarkar and Zeman, 2000) opted for more knowledge-based hypothesis 

generation with the goal of maximizing both accuracy and coverage. State-of-the-art systems 

parse the data with an 'intermediate' parser. Rather than simply chunking the input, an 

intermediate parser finds singly rooted trees. Although such structures are typically built only 

using POS tag information, they require global coherence from syntax and therefore impose 

greater grammatical constraints on the analysis. In addition, the intermediate parsers used have 

been probabilistic, allowing weighting of analyses on the basis of the training data, which also 

makes them more accurate than the chunkers used in earlier work. Ersan and Charniak (1996) 

incorporated statistical information for verbs, nouns, and adjectives into a probabilistic context-

free grammar (PCFG) parser, followed by an analysis of the PCFG rules to determine which 

SCFs were generated, and assigning them to a set of 15 SCFs. Carroll and Rooth (1998) used an 

iterative approach to training a finite state parser using the EM algorithm, where information 

about SCFs is fed back into each training stage, again using 15 SCFs based on the OALD 

dictionary. 

Large-scale systems targeting a high number of SCFs were proposed by Briscoe and Carroll 

(1997) and Sarkar and Zeman (2000). Briscoe and Carroll's system is capable of categorizing 

163 different SCFs, obtained by merging the SCF classifications of the ANLT and COMLEX 

dictionaries and manually adding into this set new SCFs discovered from the corpus data. 

Though previous approaches employed only syntactic SCFs, Briscoe and Carroll's frames also 

incorporate semantic information (e.g. about control of predicative arguments). The system tags, 

lemmatises, and parses corpus data using the Robust Accurate Statistical Parser (RASP) 

(Briscoe and Carroll, 2002) using a feature-based unification grammar formalism. Local 

syntactic frames are extracted from the parsed data and assigned to SCFs by a classifier. 

Although unclassifiable patterns are filtered out by the classifier, the output from the hypothesis 

generator is still noisy, mostly due to parser error. Briscoe and Carroll employ BHT for 

hypothesis selection, refining it with a priori estimates of the probability of membership in 

different SCFs. 

The SCF extraction method of Sarkar and Zeman (2000) is unique in that it deals with Czech 

and that it learns previously unknown, i.e. not pre-defined, SCFs. It uses a manually derived 

dependency treebank (Prague Dependency Treebank, PDT; Hajič, 1998) as input data, where 

the dependents of a verb constitute the 'observed frame', and the correct SCFs may be subsets of 
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the observed frames. The hypothesis generator records the frequency of all subsets of each 

observed frame in treebank data, and considers them from larger (more arguments) to smaller. 

Large infrequent subsets are suspected to contain adjuncts, so they are replaced by more 

frequent smaller subsets. Small infrequent subsets may have elided some arguments and are 

rejected. The resulting frequency data serve as input to hypothesis selection. Sarkar and Zeman 

use three alternative hypothesis tests: BHT, log likelihood ratio test (LLR, Dunning, 1993) and 

t-score (Kalbfleisch, 1985), applied iteratively during the search for appropriate SCF subsets. 

Sarkar and Zeman report that their method learned 137 SCFs from corpus data. 

The hypothesis tests used for filtering have been a common problem across many SCF systems. 

The BHT employed by many systems  including Brent (1993), Manning (1993), Lapata (1999), 

Ersan and Charniak (1996), Briscoe and Carroll (1997), and Sarkar and Zeman (2000) is known 

to give unreliable performance, especially with low frequency SCFs. One issue is that the 

distribution of SCFs is not binomial but Zipfian. Korhonen et al. (2000) showed that the BHT 

and the LLR used with the SCF system of Briscoe and Carroll both perform poorly compared 

with a simple method which filters SCFs on the basis of their relative frequencies. This is not 

only because of the Zipfian distribution but because there is very little correlation between the 

conditional distribution of SCFs given the predicate and the unconditional distribution 

independent of specific predicates. Accordingly, any method for hypothesis selection (whether 

or not based on a hypothesis test) that involves reference to the unconditional distribution will 

perform badly. It is typical now for SCF systems to use relative frequency filtering instead of 

BHT. 

Korhonen (2002) proposed a method of obtaining more accurate, semantically motivated back-

off estimates for SCF distributions, and a novel approach to hypothesis selection which makes 

use of these estimates. Specifically, the back-off estimates were based on Levin verb classes, 

since verbs  show subcategorization preferences similar to others in their class. She chose 

several representative verbs from each semantic class and merged their conditional (verb form 

specific) SCF distributions to obtain class-specific back-off estimates. 

The state-of-the-art SCF system is Briscoe and Carroll's (1997) system as augmented by 

Korhonen (2002) and Korhonen and Preiss (2003). This system has been used to atomatically 

build the VALEX lexicon (Korhonen et al. 2006), containing SCF and frequency information 

for 6,397 English verbs. This system has been extended to nouns and adjectives by Preiss et al. 

(2007), who also uses a newer version of the RASP parser. 

Some recent work has applied existing techniques to new languages. Ienco et al. (2008) use an 

Italian corpus annotated with syntactic dependencies, obtaining poor results using T-score to 

detect frames highly associated with verbs, but better results using a BBN as in Karmanidis et 

al. (2001).  

For Spanish, Chrupala (2003) presents a system to learn subcategorization frames from a 

370,000-word corpus by adopting and adapting an existing scheme of classification of 

subcategorization frames from the SENSEM database project (Fernández et al. 2002) and by 

implementing a tool that searches partially parsed corpora and detects potential verbal SCFs for 

10 Spanish verbs. The detection is based on trying to find matches for ―templates‖, which are 

typical syntactic patterns associated with specific SCFs. The evaluation methodology is based 

on a predefined set of subcat from the SENSEM corpus. Esteve (2004) learns a set of 11 SCFs 

using a POS tagger, partial parser, SCF classifier, and filter, similar to the system of Korhonen 

(2002), but making use of information provided by clitic pronouns to assist the lexical builder in 

identifying verbal arguments given the somewhat flexible constituent order of Spanish. The 
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system is tested on a 3 million word corpus and a 50 milion word corpus using a manually 

annotated gold standard for 41 verbs. Pazos et al. (2009) developed a prediction SCFs for verbs 

based on the SCFs of their hypernyms in Spanish WordNet, but much of the annotation was 

manual.  

Serény et al. (2008) developed a system for Hungarian similar to Brent (1993), but taking into 

account the rich morphological marking on verbal arguments. The best result was obtained with 

relative frequency filtering and use of the large Hungarian Webcorpus for training, despite the 

fact that it is unannotated and had to be automatically POS tagged. 

Other work has learned SCFs for nouns and adjectives. Yallop et al. (2005) has developed a 

system to learn 30 SCFs for adjectives, using the output of RASP and a decision-tree classifier, 

achieving approximately 68% F-score compared to a manually annotated gold-standard. Preiss 

et al. (2007) also learn SCFs for adjectives and nouns. 

SCF acquisition systems are typically evaluated in terms of ‗types‘ or ‗tokens‘ (e.g. Briscoe and 

Carroll, 1997; McCarthy, 2001). ‗Types‘ are the set of SCFs acquired, whereas 'tokens' are the 

individual occurrences of SCFs in corpus data. For type-based evaluation, automatically 

acquired SCF lexicons are usually evaluated against a gold standard obtained either through 

manual analysis of corpus data, or from SCF entries in a large dictionary. Manual analysis is 

usually the more reliable method and it can be used to also evaluate the frequencies of SCFs. 

Obtaining a gold standard from a dictionary is quick and can be applied to a larger number of 

verbs, but the gold standard lexicon may be inconsistent with the usage in the corpus, 

particularly for low-frequency verbs. Token-based evaluation is done against manually analysed 

corpus tokens, either from the same corpus as the training data or a different one. 

The systems that record relative frequencies of different verb and SCF combinations often 

evaluate the accuracy of the resulting probability distributions as well. This is done by 

comparing the acquired distribution against a gold standard distribution obtained from manual 

analysis of corpus data. Various measures of distributional similarity may be used, including the 

Spearman rank correlation (RC), Kullback-Leibler distance (KL), Jensen-Shannon divergence 

(JS), cross entropy (CE), skew divergence (SD) and intersection (IS) (Korhonen and 

Krymolowski, 2002). 

Although the SCF acquisition systems described here differ in many ways, including number of 

SCFs and evaluation corpora, examining the different results can still be useful as it reveals the 

upper limits of performance of the various state-of-art systems. The most comparable 

approaches are Manning (1993), Ersan and Charniak (1996) and Carroll and Rooth (1998). 

They each target a similar number of SCFs and evaluate the resulting lexicons against entries 

obtained from the OALD dictionary. The best performer among these three is Carroll and 

Rooth, with 77 type F-score. Brent achieved a type F-score of 85 but on only 6 SCFs, while 

Briscoe and Carroll (1997) achieved only 55 type F-score but on 163 SCFs. Using Briscoe and 

Carroll's system but with linear interpolation with semantic back-off estimates, Korhonen 

(2002) achieved 78.4 F-score on a manually annotated gold standard of 45 test verbs. Korhonen 

et al. (2006) evaluated several sub-lexicons of VALEX against manually annotated data for 183 

test verbs, selected at random from among those taking multiple SCFs. The most accurate 

lexicon was obtained by including high-frequency SCFs along with lower-frequency SCFs that 

also occurred in the ANLT or COMLEX dictionaries, semantic class-based smoothing using 

linear interpolation, and relative frequency filtering, achieving 87.3 F-score. (It is worth noting, 

however, that the low-frequency entries may not be useful in all domains.) Preiss et al. (2007) 



D6.1 – Technologies and Tools for Lexical Acquisition 

 

 6 

achieved 68.9 F-score for verbs, using essentially the same system as for VALEX but without 

supplementing with low-frequency ANLT/COMLEX entries. For token-based evaluation, 

Sarkar and Zeman (2000) report an 88% token recall, but this is the percentage of SCF tokens 

assigned a correct argument-adjunct analysis, not a correct SCF type analysis; in addition they 

used manually parsed data which the other systems did not. Ushioda (1993) reported 86% token 

recall, but on only 6 SCFs, while Manning (1993) reported 82% token recall and Briscoe and 

Carroll (1997) 81%. We may conclude that, regardless of method, there is a ceiling on SCF 

acquisition performance for state-of-the-art systems of around 87 F-score and 88% token recall. 

In terms of measures of distributional similarity between acquired and gold standard SCF 

distributions, the results are quite difficult to compare, as each system is evaluated using a 

different method.  However, Preiss et al. (2007) report KL of 1.57 and IS of 0.76 when 

compared with a gold standard of 183 verbs, while Korhonen et al. (2006) report KL of 0.36 

(lower is better) and IS of 0.95 after smoothing. This can be compared with KL of 3.24 and IS 

of 0.49 for Briscoe and Caroll's (1997) system when run with a new version of the parser in 

Preiss et al. (2007). 

There have also been a small number of extrinsic, task-based evaluations. Lapata and Keller 

(1998) showed that acquired SCF frequencies make correct predictions about verb completion 

biases in a psycholinguistic study. Carroll, Minnen and Briscoe (1998) showed that SCF 

frequencies can significantly improve precision for a lexicalised parser. 

A number of challenges remain for SCF acquisition. There is a limit to how far we can get with 

subcategorization acquisition merely by exploiting syntactic information. As Briscoe and 

Carroll (1997) point out, the ability to recognize that argument slots of different SCFs for the 

same predicate share selectional restrictions/preferences would assist recognition that the 

predicate undergoes specific diathesis alternations. Further, although SCF systems can in 

principle work with verb lemmas or senses, most existing systems work only with lemmas. 

However the relative frequency of a SCF varies depending on the relative frequency of the 

sense and often SCFs are different under sense extensions. For example, in she smiled herself an 

upgrade, the entire scf is only available under the extended sense (Briscoe, 2001). As tagging 

and parsing have improved in recent years, there may also be more work to be done on 

improving the initial tagging and parsing stages of the pipeline. 
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2.2 Selectional Preferences 

Selectional preferences (SPs) describe the semantic restrictions imposed by a predicate on its 

arguments. For example, given that the verb drink takes an object, we may also observe that it 

tends to occur with objects belonging to the class of beverages. Most SP studies have focused 

on verbs and their nominal direct objects, although some studies also look at nominal subjects, 

as well as the preferences exhibited by nouns, adjectives, and prepositions (Brockmann and 

Lapata, 2003, Schulte im Walde, 2010, Zapirain et al., 2010, Ó Séaghdha, 2010). The task of 

learning selectional preferences is similar to the task of judging the plausibility of a predicate 

and argument occurring together. Knowledge of SPs is helpful for such NLP tasks as resolving 

ambiguous syntactic attachments (Hindle and Rooth, 1993), word sense disambiguation 

(McCarthy and Carroll, 2003, Wagner et al., 2009), semantic role labelling (Gildea and 

Jurafsky, 2002, Zapirain et al., 2009, 2010), natural language inference (Zanzotto et al. 2006, 

Pantel et al, 2007), detecting multi-word expressions (McCarthy et al., 2007), and paraphrasing 

metaphoric language (Shutova, 2010).  The basic challenge in SP acquisition is to be able to 

generalize from observed predicate-argument pairs to classes of arguments, despite the sparsity 

of evidence for the class.  For example, it may be useful to know whether lemonade is a 

plausible object for the verb drink even if this pair never occurred together in the training data. 

Most studies have focused on English, though Brockman and Lapata (2003) and Schulte im 

Walde (2010) investigated German. Peirsman and Padó (2010) investigated bilingual induction 
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of SPs for German and Spanish using a bilingual semantic space,  translating into English to 

obtain the plausibility judgements.   

A key component of any SP acquisition system is the set of classes used for generalization. 

There have been two major approaches. The first is to use an existing taxonomy of semantic 

categories, most commonly WordNet (Miller 1995), and the other is to learn the classes 

automatically from the data. The latter approach is the only viable one for languages or domains 

where existing taxonomies are not available. 

For the WordNet-based approaches, the task is to find the WordNet concept(s) that most 

accurately describe the selectional preferences for a given predicate, along with a statistical 

model of how well a predicate fits its arguments. Identifying an appropriate concept means 

finding one at the right level of generality in the semantic hierarchy– e.g. beverage rather than 

liquid  or substance for the object of drink. The basic approach, introduced by Resnik (1993, 

1997), is first to extract argument headwords for a given predicate and relation from a corpus, 

and then to generalize to other, similar words using WordNet. A number of methods have been 

used for generalizing. Resnik (1993, 1997) defined association strength, an information-

theoretic measure of the semantic fit of a class to a predicate, based on the relative entropy of 

the distribution of classes with and without regard to predicate. Li and Abe (1998) used the 

Minimum Description Length (MDL) principle, which seeks to minimize the combined cost of 

encoding the model and the data, to find an appropriate cut in the WordNet hierarchy. Clark and 

Weir (2002) used hypothesis testing to find the appropriate level of generality for suitable 

generalization classes.  Abney and Light (1999) used a Hidden Markov Model (HMM) to find 

the most likely path through the WordNet hierarchy from the root to a word sense. Ciaramita 

and Johnson (2000) used Bayesian belief networks to quantify SPs. See Light and Greiff (2002) 

and Brockmann and Lapata (2003) for overviews and comparisons of these approaches. 

WordNet-based approaches are limited by the fact that the resource is of limited size, and the 

classes it includes are pre-defined. Even working on English the fact that the classes are static 

means that they may not be appropriate for a given domain or task. Thus more recent work has 

focused on automatically acquiring the generalization classes based on a corpus, e.g. by 

clustering or similarity-based methods. Four main types of approach have recently been used. 

The first type of approach uses generative probabilistic models, in which each observed 

predicate-argument pair is assumed to be generated by a latent class variable. For Pereira et al. 

(1993) and Rooth et al. (1999), each class corresponds to a multinomial distribution over 

relations and arguments; Rooth et al. learn the model by Expectation Maximisation. Schulte im 

Walde et al. (2008) uses the model of Rooth et al.  and incorporates the MDL principle into the 

EM training, so that the model explicitly models WordNet classes, but this does not provide 

much advantage. Padó et al (2006) use a generative probability model which jointly models the 

plausibility of a verb and its argument with the thematic role and grammatical function of the 

argument, and the verb sense. Information about thematic roles and grammatical functions is 

obtained from FrameNet (Baker et al. 2003), but the sparsity of FrameNet leads to low coverage 

and the necessity for significant smoothing. Ó Séaghdha (2010) and Ritter et al. (2010) use 

Latent Dirichlet Allocation (LDA), which has been proven effective for document topic 

modelling; in this approach the classes correspond to topics. Ó Séaghdha shows that LDA is 

especially effective for infrequent predicate-argument combinations, distinguishing between 

rare, yet plausible, combinations and ones that are genuinely implausible. 



D6.1 – Technologies and Tools for Lexical Acquisition 

 

 10 

The second type of approach uses similarity-smoothed models to find the probability of a 

particular argument occurring with a predicate. Unlike the generative models, the similarity-

based methods do not find clusters of arguments, but simply provide a model for probabilistic 

plausibility judgements on predicate-argument pairs. Erk (2007) and Padó (2007) treat the 

probability of an argument occurring with a given predicate as a weighted sum of its probability 

of occurring with other similar predicates, using a vector space of co-occurrences as a ―semantic 

space‖. Erk (2007) uses semantic role labelling, while Padó et al. (2007) uses shallow parsing to 

find semantic relations.  Padó  et al. had success combining the low-coverage, generative Padó 

et al. (2006) model with the similarity-based model as a backoff. Schulte im Walde (2010) uses 

a second-order distributional model, which models salient properties of the argument. For 

example, it looks at adjectival modifiers, verb and prepositional phrase co-occurrence, e.g. for 

the verb bake, direct objects might also tend to co-occur with the adjectives fresh, delicious, etc. 

The third type of approach is discriminative learning. Bergsma et al. (2008) train a collection of 

Support Vector Machine (SVM) classifiers to distinguish positive examples from pseudo-

negative examples (created from predicate-argument combinations unobserved in a corpus). The 

discriminative framework makes it possible to use a large number of features in the model and 

Bergsma et al. use over 57,000 features including verb co-ocurrence, semantic class (from 

generated clusters), and fine-grained string- and token-based features such as upper vs. 

lowercase, number of tokens per argument, and the presence of digits, hyphens, and proper 

names. Discriminative training can also learn regularities across predicates, e.g. the object of eat 

is also likely to be an object of buy and cook. Like the similarity-based approaches, the 

discriminative approach does not produce explicit classes of arguments. 

Finally, the fourth type of approach is to use simple co-occurrence frequencies to model 

plausibility of predicate-argument relations, but over a very large corpus. Keller and Lapata 

(2003) use web searches with  patterns such as ―v Det n‖ to decide whether n is a likely object 

for v. Chambers and Jurafsky (2010) show that a baseline using simple co-occurrence counts, 

backing off to a random choice when no decision can be made, and trained on approximately 

1.2 billion tokens from the entire New York Times portion of the Gigaword corpus, outperforms 

some other state-of-the-art models. They also show that this approach can be combined with 

other models. 

There are three main ways of evaluating SP systems: against human plausibility judgements, on 

a pseudo-disambiguation task, and with task-based evaluations. It is somewhat difficult to 

compare state-of-the-art systems since different corpora and tasks are used. However, some 

comparisons are possible. 

The most widely used human plausibility judgement dataset is that of Resnik (1996), who used 

a set of 16 verbs from Holmes et al. (1989), each paired with a plausible and an implausible 

noun argument as judged by human subjects. Systems are judged on how well their scores agree 

with the human judgements. The highest scorers on the dataset from Resnik (1996) are Bergsma 

et al. (2008) and Ó Séaghdha (2010), both of which perform perfectly on this data  (though Ó 

Séaghdha 2010 is trained with a smaller corpus). 

The broadest pseudo-disambiguation comparison has been performed by Bergsma et al. (2008), 

using verb-noun pairs from the AQUAINT corpus (Voorhees, 2002) where the noun occurs at 

least three times in the corpus. The highest performer was the system of Bergsma et al., with a 

macroaverage F-score of 0.65 (averaged across each example) and 0.83 microaverage (weighted 

by word frequency) on positive-negative plausibility judgements, and an accuracy of 0.81 on 
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traditional pseudo-disambiguation, where each of the positive examples was randomly paired 

with a negative and the system asked to discriminate among them. Previously reported pseudo-

disambiguation experiments are not comparable since the data sets are chosen with different 

parameters, e.g. minimum noun or verb frequency of anywhere from 30 to 500. 
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2.3 Lexical-semantic Classes 

2.3.1 Lexical-semantic classes for verbs 

Lexical classes are defined in terms of shared meaning components and similar syntactic 

behavior of words (Levin, 1993). These classes are particularly useful for their ability to capture 

generalizations about a range of linguistic properties. For example, MANNER OF MOTION 

verbs, such as travel, run, and walk, not only share the meaning of ‗manner of motion‘, but also 

behave similarly in texts, e.g. they appear in similar syntactic frames, such as I 

travelled/ran/walked, I travelled/ran/walked to London, and I travelled/ran/walked five miles. 

Lexical classes can be identified across the entire lexicon (e.g. CHANGE OF STATE , 

MANNER OF SPEAKING , SENDING , REMOVING , LEARNING , BUILDING and 

PSYCHOLOGICAL verbs, among many others) and they may also apply across languages. 

Such classes can benefit NLP systems in a number of ways. One of the biggest problems in 

NLP is the sparse data problem: for many tasks only small text corpora are available, and many 

words are rare even in the largest corpora. Lexical classifications can help compensate for this 

problem by predicting the likely syntactic and semantic analysis of a low frequency word. For 

example, if simple occurs infrequently in the data in question, the knowledge that this word is 

likely to belong to the class of EASY adjectives will help to predict that it takes similar 

syntactic frames to the other class members (e.g. difficult, convenient). This can improve the 

likelihood of correct syntactic analysis, which can in turn benefit any NLP system which 

employs parsing (e.g. information extraction, machine translation). 

Lexical classifications have been used to support many important NLP tasks, including e.g. 

computational lexicography, parsing, word sense disambiguation, semantic role labeling, 

information extraction, question-answering, and machine translation (Kipper et al., 2008), 

among others. However, the exploitation of classes in real-world or highly domain-sensitive 

tasks has been limited because only general, manually built classifications are available. The 

largest such classification is VerbNet (Kipper-Schuler, 2005). Building on the well-known 

classification of Levin (1993), VerbNet summaries decades of theoretical research on English 

verb classification. It classifies over 5000 verbs into 274 first level classes on the basis of their 

syntactic-semantic properties. Manual extension and tuning of VerbNet to different domains has 

proved very costly because class-based differences are manifested in differences in the statistics 

over usages of a variety of syntactic-semantic features. This information is time-consuming to 



D6.1 – Technologies and Tools for Lexical Acquisition 

 

 14 

collect by hand. It is also highly domain-sensitive, i.e. it varies with predominant word senses, 

which change across languages, corpora and domains. 

In the recent past, several experiments have been conducted on automatic verb classification 

(Merlo and Stevenson, 2001; Schulte im Walde, 2006; Joanis et al., 2008; Sun et al., 2008; Li 

and Brew, 2008; Korhonen et al., 2008; Ó Séaghdha and Copestake, 2008; Vlachos et al., 2009). 

This work is exciting since it opens up the possibility of inducing novel verb classifications 

from corpus data, and tuning existing classifications for specific tasks. Most experiments have 

focussed on English, although some work has also been done on other languages, in particular 

on German (Schulte im Walde, 2006). 

The first step of lexical classification is to extract from text corpora linguistic features which 

may indicate verb classes. English syntactic-semantic verb classification has been traditionally 

based on diathesis alternations (Levin, 1993) where syntactic subcategorization frames (SCFs) 

alternate, but the verb meaning stays the same (or gets modified only slightly). For example, 

BREAK verbs share a number of alternations, one of which is the causative/inchoative 

alternation where two SCFs alternate (Tony broke the window ↔ The window broke) preserving 

the basic meaning of the verb break. Requiring evaluation of verb meanings, automatic 

detection of diathesis alternations is very challenging. Therefore, most works on automatic verb 

classification have used syntactic frames as basic features, exploiting the fact that verbs taking 

similar alternations take similar SCFs. For example, Joanis et al. (2008) have used shallow 

syntactic slots (e.g. the relative frequency of noun phrases following specific verbs) to 

approximate the frames. Such slots can be extracted from corpora using fast, inexpensive NLP 

processing. Others have used SCF s (Schulte im Walde, 2006; Li and Brew, 2008; Sun and 

Korhonen, 2009). These correspond better with the frames involved in alternations, but their 

extraction requires deeper and more costly processing (parsing). Recent research has also 

experimented with features which may be meaningful although they have not been used in 

manual verb classification: co-occurrences (COs) of verbs with other words (e.g. the number of 

times break co-occurs with Tony, window and hammer within a window of five words), or 

lexical preferences (LPs) (e.g. the number of times Tony occurs as a subject of break) (Li and 

Brew, 2008; Sun and Korhonen, 2009). Some experiments have also used verb tense (e.g. the 

number of times break occurs in the past or present tense) and voice (e.g. how often break 

occurs in active and passive) (Joanis et al., 2008; Korhonen et al., 2008). While most works 

have focussed on syntactic or lexical features, a few attempts have been made to refine syntactic 

features with semantic information about selectional preferences (SPs), i.e. the semantic 

preferences verbs have for their arguments (e.g. the direct object of the verb break is often a 

breakable physical object such as window). For example, Joanis (2002) have employed classes 

in the semantic network of WordNet (Miller, 1995) as SP models, and recently, Sun and 

Korhonen (2009) have experimented with automatically acquired SPs. These were obtained by 

clustering potential arguments of verbs in parsed data. 

The second step of lexical classification is to classify the linguistic features using machine 

learning (ML). Both supervised and unsupervised methods have been used for this. Supervised 

methods assign verbs into a set pre-defined classes. They can be useful for NLP tasks where the 

set of target classes is known in advance. They tend to perform better than unsupervised 

methods, but only when hand-labelled training data are available for each target class which can 

guide the classification of unseen data. A wide range of supervised methods have been 

employed so far, including the K Nearest Neighbours, Maximum Entropy, Support Vector 

Machines, Gaussian, Distributional Kernel methods, and Bayesian Multinomial Regression, 
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among others (Joanis et al., 2008; Sun et al., 2008; Li and Brew, 2008; Ó Séaghdha and 

Copestake, 2008). The majority of these are well-known ML methods which have been 

successfully applied to related NLP tasks. 

Unsupervised methods uncover verb classes in corpus data. They are more exploratory in 

nature: they can be used to learn novel classifications e.g. for languages or domains where no 

manually built classifications are available, or to supplement existing classifications (e.g. 

VerbNet) with novel classes. Unsupervised methods do not require any training data. This is 

beneficial in tasks where no labelled data is available or would be costly to obtain. Various 

well-known methods have been tried, e.g. the K means, Expectation-Maximization, spectral 

clustering, Information Bottleneck, Probabilistic Latent Semantic Analysis, and cost-based 

pairwise clustering (Brew and Schulte im Walde, 2002; Schulte im Walde, 2006; Korhonen et 

al., 2008; Sun and Korhonen, 2009; Vlachos et al., 2009). These include both hard and soft 

clustering methods. The former assign a verb into a single class while the latter assign it to 

several classes which can be useful when the verb has many meanings (e.g. the financial sense 

vs. the motion sense of the verb charge). However, soft clustering has not proved successful in 

this task yet. 

Automatic verb classification has been typically applied to large cross-domain corpora and 

evaluated against a manually constructed gold standard. Two gold standards based on Levin 

(1993)‘s verb classes have been used to evaluate much of the recent work on English: Joanis et 

al. (2008) provides a classification of 205 verbs in 15 (some broad, some fine-grained) Levin 

classes, and Sun et al. (2008) classifies 204 medium-high frequency verbs into 17 fine-grained 

Levin classes, so that each class has 12 member verbs. In both cases the verbs have been 

selected based on their frequencies in corpus data. Most works report accuracy and F-measure 

on the gold-standard data. Although these measures are calculated slightly differently for 

supervised and unsupervised approaches (the details of which can be found in respective 

published papers), we will use them to compare the results of some recent approaches to give a 

rough idea of the state of the art in this research area. The results should be compared against a 

random baseline (e.g. 1 / number of classes) and a realistic upper bound for the task: for 

example, Merlo and Stevenson (2001) have estimated that the accuracy of classification 

performed by human experts in lexical classification is likely to be around 85%. 

On the gold standard of Joanis (2008), the best performing supervised method reported so far is 

that of Li and Brew (2008). Li and Brew used Bayesian Multinomial Regression for 

classification. A range of feature sets integrating COs, SCFs and/or LPs were extracted from a 

large corpus using a parser. The combination of COs and SCFs gave the best result: 66.3 

accuracy. Joanis et al. (2008) report the second best supervised result (58.4), using Support 

Vector Machines for classification. They compared various features extracted using shallow 

syntactic processing: syntactic slots, slot overlaps, tense, voice, and animacy of NPs. They 

concluded that syntactic information about core constituents occurring with a verb (syntactic 

slots) is most important to verb classification. Finally, the recent unsupervised method of Sun 

and Korhonen (2009) performs quite similarly with the supervised approach of Joanis et al. 

(2008), yielding 57.6 accuracy. Sun and Korhonen used a variation of spectral clustering and 

experimented with a variety of fea-tures (e.g. COs, SCFs, LPs, voice, tense), including also 

semantic ones (SPs). The features were extracted using a SCF acquisition system which makes 

use of a parser. The SPs were obtained by clustering nouns in potential argument positions in 

parsed data. The best result was obtained when using SCFs in conjunction with SPs. 
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On the gold standard of Sun et al (2008), the best performing supervised method so far is that of 

Ó Séaghdha and Copestake (2008) which employs a distributional kernel method to classify 

SCF features parameterized for prepositions in the automatically acquired VALEX SCF lexicon 

(Korhonen et al., 2006). It yields 67.3 F-measure. Using exactly the same data and feature set, 

Sun et al. (2008) obtained a slightly lower result when using another supervised method 

(Gaussian): 62.5. The recent unsupervised approach of Sun and Korhonen (2009) outperforms 

both these methods on the same data when SCFs are used in conjunction with automatically 

acquired SPs, producing 80.4 F-measure. The better result using an unsupervised method can be 

attributed to the use of a more accurate parser and a SCF system, and a more comprehensive 

feature set (see (Sun and Korhonen, 2009) for details and discussion). 

Although this brief comparison focuses on recent work on English classification and does not 

cover approaches evaluated on other gold standards, languages or domains, it does give a 

picture of the state of the art: current approaches perform at their very best around 66 accuracy 

and 80 F-measure when evaluated against relatively small gold standards containing known 

classes only. While this performance is clearly better than the chance perfomance, it is still 

much lower than the realistic upper bound on the task. Also, these figures tell us little about how 

well the methods would scale up and perform in the context of NLP applications such as 

machine translation or information extraction. 
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2.3.2 Lexical-semantic classes for nouns 

In contrast with verbs, the topic of proposing classes of nouns has not been addressed in the 

works that dealt with noun semantics. Traditionally noun lexical-semantic meaning has been 

addressed in frameworks more related to knowledge representation such as taxonomies and 

ontologies.  WordNet (Fellbaum, 1998) or Generative Lexicon, (Pustejovsky, 1995) are 

exceptions but they still make use of different theoretical constructs (synsets in Wordnet, 

complex types in GL, etc.) whose final goal is not to define groups of related syntactic and 

lexical properties in the way we are considering here. Our work during the first year will 

concentrate on the definition and learning of such classes, and the proposal of classes for 

Spanish and English nouns.  

The acquisition of lexical information for nouns has also been less addressed than for verbs. For 

instance, Light (1996) used information from derivational affixes to classify nouns. Baldwin 

and Bond (2003) induced mass/count information from a parsed English corpus, using parallel 

supervised classifiers that took into account different syntactic cues: head number, modifier 

number, subject-verb agreement, the occurrence in ‗N of N‘ constructions, etc.  Bel et al. (2007) 

used Decision Trees with morphosyntactic and lexical cues for training a classifier to identify 

mass nouns in Spanish (as well as their pattern of complementation, including bounded 

prepositional phrases). With some technical differences, Bel et al. (2010) also used the 

frequency of ad-hoc, linguistically motivated, morphosyntactic and lexical cues for building a 

classifier for identifying a subclass of event nouns in Spanish and English. 

Some work on lexical semantics that is worth mentioning although some how different of 

classification of nouns into classes has been carried out in the area called ―Word Space 

Models‖, see for instance Baroni et al. (2008). Authors in this area share the assumption that the 

statistical analysis of the contexts in which words co-occur gives a representation of the 

semantic content of words. These works, however, require of very large amount of data for 

computing lexical co-occurrences.  

As for evaluation, the systems we have mentioned have been assessing accuracy of type 

classification. Accuracy of Baldwin and Bond (2003) system was measured in terms of  F-

score
1
: 0.89 in classifying English nouns as mass, with a gold standard test set that, however, 

accepted a double classification, i.e. a noun could be both mass and count. Bel et al evaluated 

their results and declared an accuracy of 67%, although allowing only one class per noun in the 

gold standard. Following this approach, the most recent experiments with event nouns for 

                                                      
1
  F-score is the harmonized mean value of precision and recall. 
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English and Spanish obtained an accuracy of 80% for Spanish and 79% in English (the 

experiment for English used a small corpus). 
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2.4 Multi-Word Expressions 

MWEs are often defined as ―idiosyncratic interpretations that cross word boundaries (or 

spaces)‖, i.e., adjacent or non adjacent combinations of words (e.g., by and large, have a bath, 

high school) that refer to a single concept (Sag et al., 2002; Mona and Bhutada, 2009; among 

others). Many types of MWEs have been identified so far in the literature, depending on the 

parameters that are taken into consideration (some works addressing the classification problem 

are Baldwin et al., 2003; Katz and Giesbrecht, 2006; Mona and Bhutada 2009). The parameters 

that are mostly used for classification are the degree of (both semantic and syntactic) 

idiomaticity and the frequency of the expression. Sag et al. (2002) distinguish between 

lexicalized phrases, that show some degree of semantic and syntactic idiosyncrasy, and 

institutionalized phrases, that are compositional but highly frequent. Lexicalized phrases 

showing the highest idiomaticity and syntactic fixedness are fixed expressions (e.g., ad hoc) and 

semi-fixed expressions (e.g., speak of the devil); other types of lexicalized phrases, showing 

some degree of compositionality and flexibility, are light (or support) verb constructions (e.g., 

take a shower) and verb-particle constructions (e.g. get over). On the other hand, 

institutionalized phrases, or collocations, are compositional, but tend to occur together with a 

statistically idiosyncratic frequency (e.g. traffic light, Sag et al. 2001).  

In the literature on NLP the notion of MWE is often overlapping with the one of collocation. 

From this perspective, collocations can be seen as the super-set of MWEs: collocations are seen 

as lexical affinities identified by calculating strong word associations in corpora using various 

association measures (AMs), they are not necessarily lexicalized phrases and therefore may be 
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compositional; MWEs instead are lexicalized phrases, showing some degree of semantic 

opacity are generally seen as semantic units, i.e. denoting a specific concept or entity in the real 

world.  

It is often stressed that the identification of MWEs and collocations is extremely relevant for 

many NLP tasks, especially for those related with some kind of semantic processing, such as 

information retrieval and machine translation. The increasing interest for MWEs is reflected in 

many dedicated events, such as the ―Workshops on Multiword Expressions‖ (organized at ACL, 

LREC and COLING from 2003 to 2010), and research projects, such as the Stanford Multiword 

Expression Project and the Identification (http://mwe.stanford.edu/) and Representation of 

Multiword Expressions (IRME) project (for Dutch, http://www-uilots.let.uu.nl/irme/). The 

reason for this interest relies mainly on the fact that MWEs and collocation are extremely 

frequent in language. Jackendoff (1997) claims that in the general lexicon of speakers the 

number of MWEs and that of single words are comparable. When it comes to text from specific 

domains, the number of MWEs is even larger (Nakagawa and Mori 2003 show that 85% of the 

entries in specialized lexicons are MW terms).  

Given the importance of MWEs for NLP applications, much research has been conducted for 

their automatic acquisition, with the aim of building or expanding lexica, both general and 

domain-specific. 

Extraction procedures usually involve the following two steps: (1) the identification of 

candidates, and (2) the candidates ranking according to the collocational strength or association 

score. To that end, different methods have been proposed in the existing literature. Older 

approaches make use of plain text corpora and identify candidate on the basis of n-grams; some 

of them then use POS filtering to clean the candidate lists. More recent methods make use of 

parsed data in order to improve precision (see the nice review in Seretan and Wehrli 2009: 73-

74). Through a POS tagger, for example, it is possible to first identify all words tagged as 

particle, then to identify the head verb associated to those words: this way verb-particle 

constructions are identified (cf. Baldwin 2005). The problem, in this approach, is that it is not 

possible to distinguish true MWE and word combinations with literal meaning (Baldwin and 

Kim 2010). Another approach refers to the ―fixedness‖ of many (although not all) MWEs. True 

MWE, as opposed to combinations with literal meaning, are assumed not to undergo 

morphologic or syntactic variation. For example, if the system finds ―kicking the buckets‖, it 

will not consider this combination to be a MW. The problem, in this case, consists in the large 

amount of manual work to determine the degree of variability a given MWE can undergo 

(Baldwin and Kim 2010). 

The ranking of candidates is then achieved by applying some association measure (hereafter 

AM) calculated on the basis of co-occurrence frequency of the content words involved in 

candidates. AMs are formulas used to determine the degree of association between constituents 

of phrases: MWE candidates are those groups of words co-occurring with a frequency that is 

significantly higher as compared to that of the individual words forming them. To each 

extracted collocation candidate is attributed an association score, either for ranking (candidates 

with the higher probability to be a collocation at the top) or for classification (candidates below 

a given threshold are discarded) (cf. Pecina 2010). Some of the most commonly used AMs are: 

Mutual Information (MI), Pointwise MI, Dice, Pearson‘s chi-squared, log-likelihood ratio, odds 

ratio, Fisher‘s exact tests, left and right context entropy, Permutation Entropy. Several works 

have also carried out detailed comparisons of the methods used in the literature, evaluating the 

association measures used. Among them, Pearce (2002), Evert (2004), Hoang et al. (2009), and 

http://mwe.stanford.edu/
http://www-uilots.let.uu.nl/irme/
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Pecina (2010). In Pecina (2010), 82 AMs are evaluated, using data sets of collocation candidates 

extracted from the Prague Dependency Treebank and from the Czech National Corpus. 

Different AMs for MWE extraction are compared and their performance evaluated by precision-

recall curves and by mean average precision scores.  

It emerges that the efficacy of a given AM cannot be stated in absolute terms: it depends on 

factors like the language being analysed and the type of MWE that has to be identified (Evert 

and Krenn 2005). Moreover, different AMs may be used to isolate different properties of the 

association between words. In general, it is claimed that the better choice is to combine different 

AMs together, since in this way both precision and recall of the extraction procedure are 

improved. Hoang et al. (2009) evaluate AMs for extracting verb-particle and light-verb 

constructions using a data set from the Wall Street Journal section of the Penn Tree Bank (the 

method followed to build the data set was: a) for verb-particle construction, first particles were 

identified, then the head verbs; b) for light verb constructions, first occurrences of light verbs 

were identified, then the nearest noun on the right of the verb. As a result of evaluation, the 

authors divide AMs into two main classes: one class of AMs (including MI, Pointwise MI, T 

score, Pearson‘s chi-squared, and others) is suitable for detecting the degree of 

institutionalization; the other class of AMs (including cosine, dice similarity, and others) use 

context information to measure non-compositionality. Other authors demonstrate that the 

success of a single AM depends on the specific type of MWE to be identified. For example 

Krenn and Evert (2001), looking at precision and recall scores, show that support verb 

constructions in German are best extracted through Mutual Information, while for figurative 

expressions mere co-occurrence frequency is more suitable.  

Another approach that has been experimented for MWE extraction is the alignment based 

method (Melamed, 1997; Caseli et al., 2009; Zarrieß and Kuhn Caseli et al., 2010). In this case, 

two parallel texts (one in the source and the other in the target language) are automatically 

aligned. Candidate MWEs are those sequences of two or more words in the source language that 

are aligned with one or more words in the target language. For example, the English sequence 

human being may be found aligned with both essere umano and persona in an Italian 

translation. Caseli et al. (2009) show that this method is characterized by low costs as concerns 

the tools and resources required, because collocation candidates come as a by-product of 

automatic word alignment. 

For most extraction methods, after the generation of a first list of MWE candidates, the next 

step is to filter them. This process can be done automatically (for example, by deciding a 

minimal threshold of occurrences to remove infrequent candidates, cf. Caseli et al., 2009) and/or 

manually (cf. Pecina, 2010).  

As already noticed, MWEs are numerous in general language, but in specialized domain 

language they are even more frequent (Sag et al., 2002). Therefore, much research has been 

done to extract MWEs from text from specific domains, such as pediatrics (Caseli et al. ,2009), 

history of art and legal texts (Bonin et al., 2010). The connection with terminology extraction is 

clearly tight. Ramisch et al. (2010), for example, propose a Multiword Expression Toolkit for 

the identification of MWEs, and apply it to domain-specific text corpora. In particular, they 

worked on the biomedical domain. The extraction of candidates is based either on row n-grams 

or on morphosyntactic (POS) patterns (that may contain wildcards, so that it is possible to 

extract also discontinuous MW terms). The list is then filtered using a set of four different AMs. 

Using a frequency threshold of 5 (i.e., considering only candidate that occur at least 5 times in 

the corpus), precision is 74.14%, recall is 6.42%, F-measure is 11.82%. If a higher recall is 
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needed (for instance, if the aim is the creation of a terminological dictionary), the threshold can 

be lowered to 1, thus obtaining a recall of 20.91%. The authors observe that their domain-

specific MWE extraction methods achieve higher results than the baseline systems used for 

comparison (the general-purpose tool Xtract and Yahoo! terms). 

Although much work is on English data, research on MWE extraction has been carried out also 

for many other languages, such as German (Krenn and Evert, 2001; Zinsmeister and Heid, 

2003), Dutch (Villada Moiron, 2005; Grégoire, 2010), Czech (Pecina et al., 2009), French 

(Laporte et al., 2008), Portuguese (Villavicencio et al., 2010), among others.  

For Italian, a first work on collocation extraction used a window method for identifying 

candidate in a plain text corpus and use MI for ranking (Calzolari and Bindi, 1990). Recently, 

efforts have been made to create MWE resources. Bentivogli and Pianta (2002) extracted from 

the Collins English-Italian dictionary MWE (―hidden‖ MWEs, i.e. MWEs that are not explicitly 

marked as such in the dictionary) in a semi-automatic way, thus compiling a list of 18,800 

Italian MWEs. Also Zaniello and Nissim (2010) extracted MWEs from an existing dictionary 

(the monolingual De Mauro-Paravia online dictionary), creating a lexicon encoded in XML. 

Each MWE contained in the lexicon was then used as a query, to extract an example corpus 

from the large web-based corpus ItWac. It was also created a relational database of MWE, 

encoding morphosyntactic patterns. Spina (2010) reports on the creation of a Dictionary of 

Italian Collocation (DICI) to be integrated in a Virtual Learning Environment for learners of 

Italian as a second language. A list of collocations were first extracted from LIP (a spoken 

corpus) and from ItalWordNet. From this list, the 10 most frequent POS patterns were selected. 

These patterns were then used to extract collocation candidates from the Perugia Corpus. After a 

filtering process, a list of 1553 collocations has been selected to be included in the dictionary. 

Bonin et al. (2010) extracted MW terminology for the Art History and Legal domains adopting 

a contrastive approach in order to identify domain-specific multi-words and filtering out open-

domain ones. The resulting list has been evaluated against gold standard resources (domain-

specific dictionaries) and through validation by domain experts. 
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3 Survey of Existing Technologies, Tools and Resources 
This section describes the technologies, tools and resources needed for each lexical acquisition 

task. It describes the existing technologies, tools and resources available to each partner for each 

task being undertaken. In areas where there is as yet no tool or resource available, this tool or 

resource will be developed during the course of the project. 

3.1 Subcategorization Frames 

This section describes the technologies and tools used for the automatic acquisition of 

subcategorization frames from corpora. 

The basic resource requirements for SCF acquisition are: raw corpora (min. 100 occurrences per 

verb), text processing tools (including a tagger, a tokeniser, a lemmatiser, and a shallow parser 

or chunker – the parser/chunker must not already use SCFs), and SCF dictionaries for 

development and evaluation. The additional tools required are: a subcat classifier which extracts 

SCFs from parsed data, a lexical builder which constructs SCF entries from classified data, a 

filter which removes noisy SCFs, and evaluation resources (dictionaries and/or manually 

constructed resources). 

3.1.1 University of Cambridge (UCAM) 

UCAM has the following resources and tools available for English. 

Required resources and 

tools 

Available resources and tools Comments 

 



D6.1 – Technologies and Tools for Lexical Acquisition 

 

 24 

Raw corpora (min. 100 

occurrences per verb) 

 

 

yes Several large corpora 

available, to be supplemented 

with project domain data 

Text processing tools: 

tagger 

tokeniser 

lemmatiser 

shallow parser/chunker 

yes 

 

RASP 

 

 

Subcat classifier yes  

Lexical builder yes  

Filter yes  

Evaluation resources (SCF 

dictionaries) 

yes But need to develop domain-

specific resources 

 

Tools 

We have a system for subcategorization frame (SCF) acquisition which can be used to acquire 

comprehensive lexicons for verbs, nouns and adjectives from un-annotated corpus data (Preiss 

et al., 2007). The system makes use of the RASP toolkit (Briscoe et al., 2006). RASP is a 

modular statistical parsing system which includes a tokenizer, tagger, lemmatizer, and a wide-

coverage unification-based tag-sequence parser. We use the standard scripts supplied with 

RASP to output the set of grammatical relations (GR) for the most probable analysis returned by 

the parser or, in the case of parse failures, the GRs for the most likely sequence of subanalyses. 

The dependency relationships which the GRs embody correspond closely to the head-

complement structure which subcategorization acquisition attempts to recover, which makes 

GRs ideal input to the SCF classifier. 

The rule-based classifier incrementally matches GRs with the corresponding SCFs. The rules 

were manually developed by examining a set of development sentences to determine which 

relations were actually emitted by the parser for each SCF. The classifier identifies 168 verbal, 

37 adjectival and 31 nominal frames.  The SCFs recognized by the classifier were obtained by 

manually merging the frames exemplified in the COMLEX Syntax (Grishman et al., 1994), 

ANLT  (Boguraev et al., 1987) and NOMLEX (Macleod et al., 1997) dictionaries and including 

additional frames found by manual inspection of unclassifiable examples during development of 

the classifier. These consisted of e.g. some occurrences of phrasal verbs with complex 

complementation and with flexible ordering of the preposition/particle, some non-passivizable 

words with a surface direct object, and some rarer combinations of governed preposition and 

complementizer combinations. The frames were created so that they abstract over specific 

lexically-governed particles and prepositions and specific predicate selectional preferences but 

include some derived semi-predictable bounded dependency constructions. 

Lexical entries are constructed for each word and SCF combination found in the corpus data. 

Each lexical entry includes the raw and relative frequency of the SCF with the word in question, 

and includes various additional information e.g. about the syntax of detected arguments and the 

argument heads in different argument positions. 

Finally the entries are filtered to obtain a more accurate lexicon. The system integrates a number 

of (relative) frequency–based and statistical filtering techniques. When filtering is done by using 

a very simple method, i.e. by setting empirically determined thresholds on the relative 

frequencies of SCFs, the system achieves state-of-the-art performance (over 70 F-measure) on 
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all the three sets on cross-domain corpus data. In addition, we have pioneered the use of weakly-

supervised methods which can boost the baseline performance over 85 F-measure by smoothing 

verb specific SCF frequency distributions using back-off estimates based on relevant lexical 

semantic classes. Currently this technology is only applicable to verbs. 

Evaluation resources 

The performance is evaluated against a gold standard based on a manual analysis of some of the 

test corpus data (300 occurences per word), supplemented with additional frames from the 

ANLT, COMLEX and NOMLEX dictionaries. We have such gold standard data for 200 verbs, 

30 nouns and 30 adjectives. We have also a merged version of ANLT, COMLEX and 

NOMLEX, but this purely dictionary–based gold standard does not include frequency data and 

is therefore not ideal for evaluation. In addition, domain-specific resources will need to be 

created. 
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3.1.2 University Pompeu Fabra (UPF) 

UPF has the following resources and tools available for Spanish. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw corpora (min. 100 

occurrences per verb) 

 

 

yes UPF has a 30M-word corpus 

that could be used, but is also 

interested in the induction of 

SCFs from a smaller corpus 

to reproduce the actual 

conditions of tuning to a new 

domain. 

Text processing tools: 

tagger 

yes – tagger, tokeniser, 

lemmatiser. 

In 2011 UPF will build a 

treebank that will be used to 
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tokeniser 

lemmatiser 

shallow parser/chunker 

 

no statistical parser 

train a statistical parser, as 

required by this task. 

Subcat classifier no  

Lexical builder no  

Filter no  

Evaluation resources (SCF 

dictionaries) 

yes Evaluation to be done during 

the 2
nd

 trimester of 2012.  

 

Tools 

UPF has no specific tools for verbal SCF acquisition, and the previous work on SCF acquisition 

for Spanish (see section 1.1) provides a reference only, rather than any particular tools or 

components. 

Nevertheless, UPF is interested in using UCAM methods (and tools when possible) to create a 

system for subcategorization frame acquisition for Spanish verbs. The tools will need to be 

updated for Spanish. In what follows we analyse the required resources and language-dependent 

tools to assess the work that has to be done.   

 Acquisition experiment with 30M-word IULA-UPF corpus. 

· Acquisition with smaller corpus to tune domain- dependent dictionaries.  

· Research on ―domain tuning‖ 

Because of the availability of the statistical parser, the SCF acquisition experiment should be 

performed at the end of 2011. 

Evaluation resources 

The SCF dictionaries already available are: UPF has 2 general dictionaries used for MT and 

parsing with the following distribution:  

INCYTA: 4887 verbs, 29782 nouns, 11992 adjectives, 2967 adverbs. 

SRG‘s: 4329 verbs; 27755 nouns and 10212 adjectives 

The available dictionaries will supply the basis and two domain specific evaluation corpora will 

be developed. 
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3.1.3 ILC-CNR 

ILC-CNR has the following resources and tools available for Italian. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw corpora (min. 100 

occurrences per verb) 

 

 

yes A general domain/newspaper 

corpus of 5M and possibly 

20M is available. Plus 

domain corpora will come 
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from WP4  

Text processing tools: 

tagger 

tokeniser 

lemmatiser 

shallow parser/chunker 

yes – tagger, tokeniser, 

lemmatiser. Dependency parser 

Syn-SG. a rule-based parser 

up to dependency level. 

Subcat classifier no adapt UCAM technology 

Lexical builder no adapt UCAM technology 

and/or adopt LMF standard 

and adapt past experiences 

(BOOTStrep) 

Filter no adapt UCAM technology 

Evaluation resources (SCF 

dictionaries) 

yes Some lexica with SCF 

available. 

 

Tools 

Apart from the experience in LE-SPARKLE, no tool is at the moment available for automatic 

SCF acquisition. We plan to develop such tool in the context of PANACEA. We have raw 

corpora, a parser (dependency parser) and lexica with SCF information which can be used as 

gold standards. Previous works like Federici et al. 1998 and Lenci et al. 2008 can be taken as 

reference. 

ILC-CNR is interested in extending UCAM methods for acquiring SCF information 

(development of tool and corresponding lexicon) for Italian verbs and nouns.  

ILC-CNR has at its disposal a 5M word corpus and an additional 20M word corpus which can 

be used to induce a general system for SCF. Tuning domain will be done by exploiting the 

domain specific 1M word monolingual corpora which will be acquired in the context of 

PANACEA, WP4.1. 

ILC-CNR has at its disposal the Synthema Slot Grammar (Syn SG), a multilingual rule-based 

parser, performing document and sentence segmentation, word tokenization, Part-of-Speech 

tagging, lemmatisation, Chunking and Dependency Parsing.  

Evaluation resources 

ILC-CNR has at its disposal a generic syntactic dictionary, the LE-PAROLE lexicon. the LE-

PAROLE at the syntactic level consists of 20,051 unique on word-entries selected from the 

most frequent words I the ILC Italian Reference Corpus (Bindi et al. 1991). The lemmas belong 

to the following part of speech: verbs (3,120), nouns (13,212), adjectives (2,997), adverbs (562) 

and empty words (160).  

A PAROLE syntactic entries encodes the specific properties /restrictions of a lemma and of its 

subcategorizing elements in a given syntactic construction. All the general properties shared by 

whole word classes (e.g. for verbs, passivization, pro-drop, postponed subjects etc) are assumed 

to be within the competence of the grammar. In the Italian lexicon predicate arity has been 

limited to 4 arguments maximum. The PAROLE Linguistic Specification proposes a liberal 

definition of frame: a distinction is drawn between lexically governed syntactic context and non 

lexically governed ones rather than between arguments and adjuncts. A position filler is 

considered as syntactically strongly bound provided that it is lexically selected by the head, no 

matter if it is an argument or an adjunct. However, fillers are distinguished between obligatory 

and optional. As for nouns complements, simple noun complements were considered as 
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optional, while object-like deverbal noun complements were marked as obligatory. In figurative 

meanings simple and deverbal noun complements were considered as obligatory. Different 

syntagmatic realization of a paradigmatically-related alternating slot filler in a frame was 

clustered in a single description.  

Summing up, the LE-PAROLE syntactic lexicon can be used as a gold standard resource for 

subcategorization frames for verbs, nouns and adjectives. Previous experiments 

(subcategorization acquisition in the LE-SPARKLE project) has proved its validity. 

shortcomings are common to the use of a static resource for evaluating this kind of linguistic 

information, namely the absence in the resource of subcategorization frames automatically 

acquired. 

A further dictionary, VERBAT, which encodes information on 12,000 Italian verbs at level of 

sense and subcategorization information is in phase of recovery. However, we could not commit 

to the use of this additional resource in PANACEA. 
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3.1.4 ILSP 

ILSP has the following resources and tools available for Greek. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw corpora (min. 100 

occurrences per verb) 

 

 

yes  

Text processing tools: 

tagger 

tokeniser 

lemmatiser 

shallow parser/chunker 

yes  

Subcat classifier no  

Lexical builder no  

Filter no  

Evaluation resources (SCF yes  
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dictionaries) 

 

Tools 

Available resources and tools that will be utilized are:  

- large (100 mws) general domain corpora,  

- a tool processing chain developed at ILSP that consists of a tokeniser, a tagger, a 

lemmatizer and a shallow parser, 

Evaluation resources 

- LEXIS, a Greek computational lexicon of general language created from a general 

language corpus, which comprises approximately 69,000 entries containing morphological 

information, of which a subset of 32,000 entries also contains syntactic information and a 

further subset of 15,000 includes semantic information. The syntactic level contains around 

8,000 verbal syntactic units, all bearing subcat information: information is provided as regards 

the number of complements that each syntactic unit can subcategorise for, as well as their 

identification, i.e. their syntactic function, morphosyntactic realisation and optionality The 

LEXIS lexicon is an extension of the PAROLE/ SIMPLE lexica as regards the size, but also as 

regards the model as such, in order to cater for the idiosyncrasies of the Greek language. This 

lexicon will serve as validation resource against which the subcat frames acquired from the 

corpora will be validated.    
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3.2 Selectional Preferences 

This section describes the technologies and tools used for the automatic acquisition of 

Selectional preferences from corpora.  

The basic resource requirements for SP acquisition are: raw corpora and a parser. An optional 

tool is: a SCF acquisition system. 

3.2.1 University of Cambridge (UCAM) 

 

UCAM has the following resources available for English. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw corpora 

 

 

yes  



D6.1 – Technologies and Tools for Lexical Acquisition 

 

 30 

Parser yes  

SCF aquisition system yes  

 

Tools 

Most work on corpus-based induction of Selectional Preferences (SPs) has involved collecting 

argument headwords from data and generalizing to semantic classes in lexical resources like 

WordNet (Miller, 1990). However, WordNet-based approaches do not always outperform 

simple frequency-based models in SP acquisition (Brockmann and Lapata, 2003), and reliance 

on manually-compiled resources is not optimal in specific domains or languages.  

In our recent experiments on English (Korhonen et al., 2008; Sun and Korhonen, 2009) we 

inferred semantic classes directly from corpus data: we acquired SPs from argument head data 

stored in a SCF lexicon extracted using RASP and our English SCF system. Two types of SP 

models were compared: raw argument head types and classes obtained using clustering (spectral 

clustering). The latter yielded a better result. The model was evaluated in a task-based setting 

where it improved the performance of lexical classification and via qualitative analysis which 

showed that it captured semantically meaningful preferences. 

Evaluation resources 

We have so far done task-based and qualitative evaluation. More investigation needs to be done 

into readily-available datasets as well as the development of domain-specific resources.. 
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3.2.2 ILC-CNR 

ILC-CNR has the following resources available for Italian. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw corpora 

 

 

yes  

Parser yes Dependency parser 

SCF aquisition system no Also being developed as part 

of the project 

 

Tools 
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No tool is available for the acquisition of selectional preferences. Such a tool will be developed 

in the context of PANACEA. For its development we have at our disposal raw corpora and the 

semantic lexicon PAROLE/SIMPLE/CLIPS which can be used as a gold standard. 

For WN-like approaches, ILC-CNR has at its disposal ItalWordNet (IWN). As an additional 

semantic resource we have at our disposal a rich semantic lexicon, PAROLE/SIMPLE/CLIPS. 

The SIMPLE lexicon is a four-layered computational lexicon developed under two EU-

sponsored project (PAROLE and SIMPLE) and extended under the Italian government founded 

project CLIPS. It represents the largest computational lexical knowledge base of Italian 

language, containing over 45,000 lemmas and more than 57,000 word senses, or semantic units. 

At the semantic layer of information, lexical units are structured in terms of a semantic type 

system and are characterized and interconnected by means of a rich set of semantic features and 

relations. A SIMPLE/CLIPS lexical entry consists of a bundle of information, expressed in 

terms of valued features and relations between semantic units. For each entry it is possible to 

identify up to eight different levels of information. As for SPs acquisition, the most relevant 

level of information is represented by the argument structure. At this level, each predicative 

semantic unit, be it a verb, deverbal, deadjectival or simple noun, is assigned a lexical predicate. 

For verbs and simple, i.e. non derived, predicative nouns, the predicate names coincides with 

the semantic unit naming, e.g. SemU correre ←→ Pred correre. On the other hand, deverbal 

nouns share with their verbs the same predicates, thus ―accusatore‖ [accuser], ―accusato‖ 

[accused] and ―accusa‖ [accusation] all point to the verb predicate ―accusare‖ [to accuse], no 

matter their semantic type. Moreover, each predicative semantic unit is assigned a predicate-

argument structure in terms of predicate‘s arity, semantic role and semantic type preference of 

each argument. For instance, the predicate for ―guidare‖ [to drive] contains two arguments. The 

first argument has the semantic role ―Agent‖ and two semantic preferences, corresponding to 

two ontological semantic types, ―Human — HumanGroup‖. The second argument has the 

semantic role ―Patient‖ and preference for the semantic type ―Vehicle‖. It is worth noting that 

the encoding of preferences on arguments entails that the lexical resource provides information 

not only on word senses (ontological classification and rich semantic description) but also on 

their semantic context.  For the use of the PAROLE/SIMPLE/CLIPS lexicon, preliminary 

refinement work will be necessary. 

For corpus based approaches we have at our disposal a 5M word corpus and possibly a 20M 

word corpus which can be used to develop test and training data. 

Evaluation Resources 

The semantic lexicon PAROLE/SIMPLE/CLIPS can be used as a gold standard. 
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3.3 Lexical-semantic Classes 

This section describes the technologies and tools used for the automatic acquisition of lexical-

semantic classes from corpora. 

3.3.1 University of Cambridge (UCAM) – lexical-semantic classes for verbs 

The basic resource requirements for LC acquisition for verbs are: raw corpora, text processing 

tools (including a tagger, a tokeniser, a lemmatiser, and a shallow parser), and an SCF 

acquisition system. 

UCAM has the following resources and tools available for English. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw corpora yes  

Text processing tools: 

tagger 

tokeniser 

lemmatiser 

shallow parser 

yes  

SCF acquisition system yes  

 

Tools 

We have a system which discovers lexical (syntactic-semantic) verb classes of the style found in 

(Levin, 1993) and VerbNet (Kipper-Schuler, 2005) in corpus data (Sun and Korhonen, 2009). 

The system extracts features from corpora which can indicate lexical classes. We employ a wide 

range features extracted from raw, tagged, lemmatized and/or parsed corpus data: co-

occurrences, prepositional and lexical preferences (of verbs), tense (POS tags of verbs), voice 

(passive or active), SCFs parameterized for prepositions and other information, including verb 

selectional preferences. For classification we employ various methods. We have implemented 

both unsupervised methods (e.g. nearest neighbours, information bottleneck, information 

distortion, PLSI, spectral clustering) as well as supervised ones (e.g. SVMs, Gaussian). We have 

so far reported our best result using SCF+SP features and spectral clustering (Sun and 

Korhonen, 2009): around 80 F-measure when evaluated on the dataset of Sun et al., (2008). 

Evaluation resources 

The resources that can be used for evaluation include Levin‘s (1993) classification, its extended 

version in VerbNet (Kipper-Schuler, 2005), and the datasets of Joanis et al. (2008) and Sun et 

al., (2008), which include subsets of Levin classes. To identify error types and discover novel 

classes missing in gold standards, evaluation against gold standards is often supplemented with 

qualitative analysis of data.   
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3.3.2 University Pompeu Fabra (UPF) – lexical-semantic classes for nouns 

The basic resource requirements for LC acquisition for nouns are: raw corpora, cues for classes, 

and a decision tree classifier. 

UPF has the following resources and tools available for Spanish and English. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw corpora yes  

Cues for classes yes Spanish / no English  

Decision tree classifier yes  

 

Tools 

The ultimate goal of UPF tools for lexical classification of nouns is to develop a system, which 

users can take for building a dictionary according to their needs. The basic idea is that users 

define the cues that can identify the class they are trying to annotate lexica with. These cues, 

probably in conjunction with other more general ones, will be sought in corpus data for known 

members of the class (selected by the user) in order to prepare a training test-set (as small as 

possible). Once trained, the system will classify the rest of nouns that the user wants to encode. 

The experiment has to find the feasibility for new classes (for instance, emotion related nouns 

for new opinion mining systems…). 

For this purpose, UPF already has a series of components that perform these different tasks: 

- Definition and access to corpus data 

- Definition of cues with Regular Expressions tuned to the annotated corpus 

- Development of the training set for a particular class/feature 

- Training of a Decision Tree 

- Execution of the classification exercise 

The main functionality is to build a vector that represents whether or not a number of contexts, 

as expressed by means of regular expressions, have been matched in the word occurrences in a 

corpus. The system first builds a binary vector for every occurrence of a particular type in a 

corpus, and one vector is built for every occurrence. This first vector of vectors can be later 

transformed into a frequency based unique vector for each word type, or into a smoothed vector, 

for instance (Bel, 2010). The vector of binary vectors is wrapped in an XML file that indicates 

the number and name of the features (this has to be specified in a file) and the number of times 

each vector is repeated. This means that the number of different vectors and the number of times 
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that are produced sum up the information obtained by running the regular expressions in the 

concordances file.  

A second module (Legolab) transforms, as indicated by the user, the binary vectors into a flat 

vector that sums up all the occurrences.  Legolab can also deliver the set of vectors in a Weka 

format, which can be also be used from Legolab to train and test the J48 decision tree classifier 

(Witten and Frank, 2005). 
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3.4 Multi-Word Expressions 

The basic resource requirements for MWE acquisition are: raw or part-of-speech tagged 

corpora, tools for calculating statistical co-occurrences of words with different association 

measures, filtering/classification techniques.  

In order to explore whether we can obtain better accuracy, the possibility of exploiting a 

chunked or dependency parsed corpus will also be explored, although it is still an open question 

whether more sophisticated linguistic information significantly improves the accuracy of results. 

In the context of the project, however, given that in a platform such as PANACEA higher 

precision is of greater value, even a small improvement could be a big benefit. 

3.4.1 ILC-CNR 

ILC-CNR has the following resources and tools available for Italian. 

Required resources and 

tools 

Available resources and tools Comments 

 

Raw or POS-tagged corpora yes  

Tools for calculating 

statistical co-occurrences 

no  

Filtering/classification 

techniques 

no  

 

Tools 

Currently, there is no stable system for full MWE acquisition, but some methods for identifying 

candidates on a chunked corpus are available, and research on MWE and collocation extraction 

and representation is being carried out independent of the project. Also available is the 

MultiwordTagger developed within the Kyoto project, a multilingual multiwords tagger which 

uses information in wordnets and domain resources to tag multi word terms in texts. As this is 

not properly an acquisition module, it will not be employed as is in PANACEA, but it may be 

useful as a source for evaluation of our results.  
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4 Evaluation 
For information on the evaluation plans for the components and resources described in this 

deliverable, see D7.1. 

5 Resource Building 
As mentioned in Section 1, not all of the lexical acquisition tasks investigated during the project 

will necessarily result in a PANACEA fully-integrated component and thus produce a full 

lexicon, as at this early stage it is not possible to anticipate the performance of the tools to be 

developed or adapted for some tasks. For the tasks and languages resulting in a fully-integrated 

component, the results of the lexical acquisition components will be encoded in XML and, 

where possible, will be compliant to the LMF standard. 

Domain-specific lexicons with the entries resulting from monolingual corpora analysis (WP4) 

will be created for verb SCFs for English, Spanish and Italian. The format of the SCF lexicons 

will be in the form of a list of components and sets of lists of components as possible 

alternations associated to the syntactic behaviour of verbs in a corpus. The format will be as 

flexible as possible and will be compliant with LMF
2
 specifications. It will be possible to 

customize lexicons to include only information for which the system has a minimum confidence 

level, to increase precision, thus in addition to frequency information related to each SCF 

assigned to a particular type, a confidence score will also be supplied. Domain-specific SCF 

resources for Greek will also be developed as part of the outcome of the research on building an 

SCF component. If the research on this component is successful then a Greek lexicon may be 

created using the same format as the other languages. 

Domain-specific SP resources will be issued for English and Italian as the outcome of the 

research on building a SP component. If the research on this component is successful, an LMF-

compliant format will be defined later in the project. 

Domain-specific LC resources for English verbs and English and Spanish nouns will be created 

as the outcome of the research on building an LC component. They will contain the verbs and 

nouns (type) found in the monolingual reference corpus. The format of the resource will be a 

type associated to one or more classes. The resource will also contain a confidence score that 

will make it possible to customize them to select only a set of high precision results. If the 

research on this component is sucessful, an LMF-compliant format will be defined later in the 

project. 

Domain-specific MWE resources will be issued for Italian as the outcome of the research on 

building a MWE extraction component. The resource, compliant with LMF specifications, will 

not be a simple list of MWEs, but it will specify other relevant information that could be useful 

in applications such as MT. Obligatory information will be: the multiword unit, its component 

lemmas or forms, frequency of co-occurrence and association measure. Optional information 

could be: head of the multiword, syntactic structure (i.e. PoS pattern, dependency structure) and 

semantic relation between the content words in the unit. 

                                                      
2
  Lexical Markup Framework, www.lexicalmarkupframework.org , ISO-24613:2008. 
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6 Lexical Merger 
By lexical merging, or merging of dictionaries, we refer to the process of composing a new 

lexicon out of two or more existing lexica. 

Electronic (or printed) lexica are often based on information taken from different sources, and 

are created for different purposes. Therefore, the kind of information stored in the respective 

input lexica of a merging operation may be very different (e.g. one may contain syntactic 

information, whereas another contains semantic information). Thus, the resulting data of such 

an operation may contain overlapping and possibly inconsistent information. Lexica may also 

be structured differently, so that it may be necessary to convert them to a standard model such 

as LMF (Lexical Markup Framework) prior to the actual merging. These considerations make 

clear that the merging process is a nontrivial task. 

However, merging resources together is becoming an increasingly important task, since it 

allows to have different levels of information wrapped up into a single powerful resource which 

can be easily usable by different NLP (Natural Language Processing) systems, or to obtain 

custom resources suitable to address a specific problem. Often the available resources are 

unbalanced with respect of the type of lexical information encoded, focusing on a particular 

type and not providing enough coverage of other aspects. In some other cases, they are too 

much or too little detailed for the specific purposes of applications. 

The community is increasingly calling for new types of lexical resources that are openly 

customizable: lexicons that can be built rapidly, possibly by combining certain types of 

information while discarding others, and tailored to specific needs and requirements. Rather 

than building new lexical resources, the new trend focuses on trying to exploit the richness of 

existing lexicons. 

6.1 Current techniques 

Chan and Wu (1999) present a basic method to automatically generate a set of mapping rules 

between lexicons that employ different incompatible part-of-speech (POS) categories such as 

the ones found in the Brill's tagger and in the Moby lexicon. The authors look specifically at the 

problem that different lexicons employ their own POS tagsets that are incompatible with each 

other, owing to their different linguistic backgrounds, application domains, and lexical 

acquisition methods. Their strategy is to inspect the co-occurrence of tags on those lemmas that 

are found in both lexicons, and to use that information as a basis for creating POS mapping 

rules. The key steps of the algorithm are four: 

1. generation of POS feature vectors; 

2. generation of what the authors call an anti-lexicon containing anti-lexemes which are 

simple pairs that associate a lemma with an anti-tag (A POS tag is called an anti-tag a of a 

lemma if it can never be a tag of that lemma); 

3. mapping rule learning algorithm: the idea is to assume that a mapping rule between two 

POS tags holds if the similarity between their feature vectors exceeds a preset threshold; 

4. merging of the entries using the mapping rule. 

In Monachini et al. (2006) the authors focus on merging the phonological layer of the 

PAROLE-SIMPLE-CLIPS lexicon and the LCSTAR pronunciation lexicon. They present a 

specific framework that provides a method to create new language resources via unification and 
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combination of different independently created existing sources. Their method consists of 3 

steps: 

1. conversion of native data structures and formats to a uniform structure and format (an LMF-

compliant Interchange format); 

2. identification of those parameters that detect equivalence between lexical entries in Lexicon 

A and Lexicon B and perform one-to-one mappings. The mapping is perforformed by an 

automatic routine that, given mapping rules, compares two entries from Lexicon A and 

Lexicon B (entry a and entry b) and tests their equivalence over a mapping window 

(ortography, lemma, transcription, IF). Entry a and entry b are considered equivalent and 

candidates to become an entry in the unified lexicon, if all fields of the mapping window 

perfectly coincide; 

3. fusion of source entries candidate to the merging into one unified entry. 

Ruimy and Roventini (2005), Ruimy (2006) and Roventini et al. (2007) describe the efforts 

done to map ItalWordNet and the semantic and lexical level of PAROLE-SIMPLE-CLIPS. The 

authors' aim is to semi-automatically link and eventually merge the two lexicons so that the end 

user can dispose of a more exhaustive and in-depth lexical information combining the 

potentialities features offered by the two lexical models. Mapping is performed on a semantic 

type-driven basis. A semantic type of the SIMPLE ontology is taken as starting point. 

Considering the type‘s SemUs along with their PoS and ‗isa‘ relation, the IWN resource is 

automatically explored in search of linking candidates with same PoS and whose ontological 

classification matches the correspondences established between the classes of both ontologies. 

The mapping process consists of the following steps: 

1. selection of a PSC semantic type and definition of the loading criteria, i.e. either all its 

SemUs or only those bearing a given information; 

2. selection of one or more mapping constraints on the basis of the correspondences 

established between the conceptual classes of both ontologies, in order to narrow the automatic 

mapping; 

3. human validation of the automatic mapping and storage of the results; 

4. if necessary,  relaxation/tuning of the mapping constraints and new processing of the 

input data. 

The work described in Crouch and King (2005) is particularly interesting. The goal is to merge 

the information coming from XLE syntactic lexicon, WordNet, Cyc, and VerbNet and put it in a 

uniform format to build a Unified Lexicon (UL) with lexical entries for verbs based on their 

syntactic subcategorization in combination with their meaning and to understand where gaps in 

information arise across the merged resources. Merging is achieved via four steps: 

 the data is automatically extracted from the external resources; 

 the extracted data is merged into the UL entries; 

 the UL entries are corrected with hand-coded and automatically created patch files; 

 mapping rules are extracted from the UL. 

It is worth noting that WordNet class information is crucially used to determine whether entries 

from Cyc and VerbNet could be merged. 
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LEXUS (Kemps-Snijders et al., 2006) is a web-based application based on LMF aimed at 

providing a flexible framework for maintaining structure and content of lexica. According to the 

authors, users can perform advanced cross-lexica operations, such as searching, comparing and 

merging of lexica. LEXUS proposes a general model for the process of merging that 

incorporates tasks such as the identification of related lexical entries, restructuring of lexical 

information, and handling of inconsistent data, all of which can be done automatically or 

manually. Users may monitor every step of the merging process and override values that have 

been produced automatically. LEXUS is available at http://www.lat-mpi.eu/tools/lexus/. 

Soria et. al. (2006) present LeXFlow, a web application framework where lexica already 

expressed in LMF semiautomatically interact by reciprocally enriching themselves. LeXFlow is 

intended as an instrument for the development of dynamic multi-source lexica and as a way to 

promote the adoption of standards. In a way similar to the one implemented in document 

workflow (Marchetti et al, 2005), lexical entries move across agents and become dynamically 

updated. Agents can be either human or software actors. An entry of a lexicon A becomes 

enriched via basically three steps: 

 it is mapped onto a corresponding entry belonging to a lexicon B; 

 the entry inherits the semantic relations available in lexicon B; 

 the relations acquired are integrated into the entry and proposed to the human encoder.  

As a result of the lexical flow, in addition, for each starting lexical entry (LA) mapped onto a 

corresponding entry (LB) the flow produces a new entry representing the merging of the 

original two. 

Molinero et al. (2009) describe a method for building a large morphological and syntactic 

lexicon (the Leffe - Lexico de formas flexionadas del espanol) by merging existing resources. 

The methodology is based on the work of Sagot et al. (2006), Sagot and Danlos (2008) which 

applied it first to French. In order to allow the merging of the resources, their original formats 

were first converted to a common format developed in the Alexina framework. The conversion 

to the Alexina format is done by applying specific solutions on the basis of the lexicon type 

(morphological vs. syntactic). The merging of the morphological lexica rely on lemmas which 

are common to the two original resources (Multext [Ide and Veronis, 1994] and the USC 

lexicon [Alvarez et al., 1998]). Exceptions were resolved by giving priority to the Multex 

lexicon, which was considered as the baseline. The merging of the syntatic lexica (ADESSE 

lexicon [Garcia-Miguel and Albertuz, 2005] and SRG lexicon [Marimon et al., 2007]) exploited 

the fully specified syntactic information, i.e. no alternatives and no facultative arguments. The 

two lexica thus expanded can be easily merged by observing common expanded syntactic 

frames and then factorized to reduce the size. The results is a new syntactic lexicon which is 

trivially merged with the morphological one. Those morphological entries which missed 

syntactic information were assigned a default transitive syntactic frames. 
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7 Work Plan 
This section summarises the areas in which each partner intends to explore the development of 

lexical resources. Where tools and resources already exist, the focus is on improving and 

adapting these tools and resources; whereas for languages without existing resources, the focus 

is on the initial development of a prototype which can work with the overall PANACEA 

architecture. 

All development will focus on the domain-specific data obtained from WP4 rather than general 

text. 

Note that some effort in WP6 may need to be dedicated to modifying components as required so 

that they can be wrapped as a web service in WP3. This is not specifically noted under each 

individual task below. 

7.1 Subcategorization Frames 

7.1.1 University of Cambridge (UCAM) 

We plan to build domain-specific lexicons for SCFs for automotive and legal text. We will use 

the system described in Section 2 (as in Preiss et al., 2007), but will investigate ways of 

improving this system and adapting it to new domains. We focus on improving both the 

hypothesis generation and hypothesis selection steps of SCF acquisition. 

The tagger and parser used for pre-processing in the hypothesis generation step of SCF 

acquisition have a large impact on the final accuracy of SCFs. Statistical techniques can be used 

to correct for noise in the parser output, but fundamentally the accuracy of this first stage 

remains crucial since detecting SCFs depends on syntactic analysis. As SCF systems have 

evolved, pre-processing has moved from lexical cues, to partial parsing, to full intermediate 

parsing. However, even in the last few years there have been further developments in tagging 

and parsing which could be important for SCF detection. Preiss et al. (2007) has already shown 

that using the latest version of the RASP toolkit (Briscoe et al., 2006) improved performance 

significantly. In addition to improvements in RASP, there are now other broad-coverage, high-

accuracy unlexicalized parsers such as the Stanford parser (Klein and Manning, 2003) and the 

Berkeley parser (Petrov et al. 2006). (We focus on unlexicalized parsers since they do not 

already have knowledge about SCFs, which is what we want to learn; although it may be 

possible to use lexicalized parsers for SCF acquisition in a self-training context.) We plan to use 

the latest version of RASP and also to investigate whether other unlexicalized parsers can 

provide alternative views of the data, or be used in an ensemble for more accurate pre-

processing. This will involve some re-engineering of the classifier in the existing SCF 

acquisition tool to work with other parser formalisms. Parser ensembles have been successfully 

used to improve parsing accuracy on both intrinsic (Sagae and Lavie, 2006) and extrinsic 

measures (Miyao et al., 2008) and for such tasks as pre-processing French text for manual 

annotation as part of a large corpus (Paroubek et al. 2010). 

We will also look at retraining the POS tagger used in the RASP toolkit. A number of 

techniques for classifier domain adaptation have been introduced in the last few years (e.g. 

Daumé III, 2007) which make it possible to minimize the amount of manual annoation required 

in the new domain. We plan to investigate the use of such a technique. In general there has been 

increasing interest over the last few years in predicting the cross-domain performance of NLP 

tools based on text features (Rimell and Clark, 2008; McClosky et al., 2010; Van Asch and 

Daelemans, 2010) and it may be possible to model the automotive and legal domains in order to 
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predict at which part of the pipeline domain adaptation is most important. This can be done in 

conjunction with ongoing research at UCAM into lexical acquisition for different biomedical 

subdomains. Given that we already have an SCF acquisition tool for general English, the 

domain adaptation issue is a crucial one; Roland and Jurafsky (2002) compared SCF 

frequencies obtained from five different corpora and found that corpus variation was a major 

factor in SCF differences. 

For hypothesis selection, the current state-of-the-art system (Korhonen et al., 2006) provides 

several smoothing and filtering techniques to improve the quality of automatically acquired SCF 

distributions and/or to create sub-lexicons suitable for different purposes. First, it is possible to 

customise the selection of verbs by frequency or according to a verb list. Second, the 

automatically acquired SCF distributions for individual verbs can be smoothed by add-one 

smoothing (Laplace, 1995), Katz backing-off (Katz, 1987), or linear interpolation (Chen and 

Goodman, 1996). For the latter two, smoothing uses the back-off estimates of the verb class of 

the most frequent WordNet sense of the verb. Finally, a subset of SCFs can be selected based on 

empirically defined filtering thresholds based on the absolute or relative frequencies of SCFs, 

statistical confidence tests, or the SCFs in the COMLEX and ANLT dictionaries. We plan to 

improve these methods further and to re-train them so that they work optimally with the 

modified classifier resulting from the improvements to hypothesis generation. In addition, we 

plan to investigate whether smoothing can make use of lexical-semantic class information 

obtained automatically from domain-specific corpus data, making use of automatically-acquired 

selectional preferences (see section 3.2.1). 

We also plan to investigate whether extrinsic evaluations can help identify an appropriate level 

of precision in SCF acquisition for extrinsic tasks such as MT. Carroll, Minnen and Briscoe 

(1998) have shown that SCF frequencies can improve precision for a lexicalised parser. It may 

be possible to investigate the interface between SCFs and other applications including parsing, 

MT, or IE to help determine the level of precision in SCFs required by the application. 

It will be necessary to develop an evaluation corpus of 20-30 verbs from each domain, with 

manually annotated examples from a relevant corpus. We plan to measure human annotation 

time in order to determine how much benefit can be obtained by automatic acquisition of SCFs. 
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7.1.2 University Pompeu Fabra (UPF) 

We plan to develop the components and resources missing to provide a component for domain-

specific lexicon for Spanish with the methods used by UCAM (Preiss et al. 2007). 

As motivated in section 2.1.2, UPF has to develop a statistical parser in order to be able to do it. 

The statistical parser needs a Treebank whose development is beyond the scope of this project. 

However, UPF is planning to have a Treebank (because of its participation in another project) in 

late 2011. We plan to use it to derive the parser required for this task. Thus, the exercise of 

developing components for SCF acquisition for Spanish to build domain-tuned lexica will not 

start until the last trimester of 2011. This planning will only have the positive consequence that 

UPF will be able to test the new developments made by UCAM for Spanish (cf. 3.1.1), further 

validating UCAM improvements.   

Also in line with UCAM workplan, UPF is interested in participating in extrinsic evaluations by 

using the SRG grammar (Marimon et al. 2007), which requires SUBCAT information to 

produce rich information parses.  

For the evaluation of the domain-based exercise, UPF will develop an evaluation corpus from 

two domains, with manually annotated examples for Spanish.  
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7.1.3 ILC-CNR 

As stated in section 2.1.3 ILC-CNR plans to develop a subcategorization acquisition system. 

We plan to adapt UCAM technologies for lexical builder and filtering methods to remove noisy 

SCFs. Evaluation for the domain-based exercise will be conducted as stated in D7.1. In the 

second trimester of 2010 we plan to start the development of a general domain SCF acquisition 

system. This system will be evaluated against dictionaries and manual inspection. For the 

domain based exercise for SCF, ILC-CNR will develop an evaluation corpus from two domains 

(20-30 verbs from each domain, with manually annotated examples from a relevant corpus). In 

line with UCAM workplan, human annotation time will be measured in order to determine how 

much benefit can be obtained by automatic acquisition of SCFs. Furthermore, in the encoding 
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format of SCF we will work  in the perspective of the LMF standard, which will use to facilitate 

the merging of dictionaries. 

Tentative timeline: end of 2010 have a general domain SCF acquisition system and lexicon 

evaluated. Domain adaptation task will be performed as soon as the crawled monolingual 

corpora will be available and after the creation of the domain specific data set. 

7.1.4 ILSP 

Since ILSP does not have an SCF acquisition tool for Greek, we plan to develop one by first 

examining portability of algorithms developed by partners in the consortium. We plan to 

initially use a general domain corpus of 100+M EL corpus, and an existing subcat frame lexicon 

for evaluation on a small set of verbs. After that we will examine tuning this tool to one of the 

two domains targeted by the project, by a) selecting or, creating manually, entries for 20-30 

verbs in the domain and b) extract SCF information from a small EL corpus in the domain. 

7.2 Selectional Preferences 

7.2.1 University of Cambridge (UCAM) 

We plan to investigate whether we can achieve sufficient accuracy in automatic acquisition of 

selectional preferences to be useful for rule-based or statistical Machine Translation. 

Recent work (Ó Séaghdha, 2010; Ritter et al., 2010) uses Latent Dirichlet Allocation (LDA) to 

model selectional preferences. We plan to investigate whether this technique can be applied to 

new domains. There is ongoing work at UCAM to apply these techniques to selectional 

preference modelling for biomedical data; and it will be informative to compare that domain 

with legal and automotive. 

We plan to develop a manually annotated gold standard for 20-30 verbs. In addition, we will 

perform evaluation using pseudo-disambiguation with domain-specific examples. We will 

include experiments that follow the recommendations of Chambers and Jurafsky (2010) for 

pairing positive and negative examples according to frequency, and for including seen as well as 

unseen words in the test data. 
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7.2.2 ILC-CNR 

We plan to develop a system for SPs in Italian. Work in this area in Italian is at its beginning, 

since to the best of our knowledge the only work is that of Lenci et al (2010). 

We will develop our system by exploiting corpus based techniques, in coordination with 

UCAM, by adapting their tools, when possible, to Italian. 
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As reported in D7.1, evaluation of the SP system will be done by means of pseudo-

disambiguation. We will concentrate on developing a domain specific SP system for the 

PANACEA domains. As agreed a manually annotated corpus of 20-30 domain specific verbs 

will be developed.  

As for the encoding format of SPs, we will work  in the perspective of the LMF standard, which 

will use to facilitate the merging of dictionaries. 

Timeline: work on SPs will start in the first trimester of 2011.  
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7.3 Lexical-semantic Classes 

7.3.1 University of Cambridge (UCAM) – lexical-semantic classes for verbs 

We plan to investigate whether we can achieve sufficient accuracy in automatic acquisition of 

lexical-semantic classes to be useful for rule-based or statistical Machine Translation. 

Recent work uses SCF and SP features and spectral clustering to identify lexical-semantic 

classes (Sun and Korhonen, 2009). We plan to investigate the use of hierarchical clustering 

(Jardine and van Rijsbergen, 1971; Duda and Hart, 1973; Heller and Ghahramani, 2005; Yu et 

al., 2005), which returns a hierarchy of clusters rather than a flat, unstructured set. As with 

spectral clustering, the clusters are learned from the data rather than pre-specified. It is possible 

to choosing a level in the resulting hierarchy so as to yield clusters that are more or less fine-

grained, meaning that an appropriate level of precision can be chosen for a given application. 

Automatic clustering is particularly relevant for domains where the Levin verb classes may not 

be appropriate, and when little training data is available, the flexibility provided by hierarchical 

clustering may be important. Preliminary work shows that automatic clustering is more accurate 

for specialised domains such as biomedical text than for general text, because there is less 

interference from multiple word senses. Hierarchical clustering has been used most successfully 

in Information Retrieval (Willett, 1988; Masłowska, 2003; Cowans, 2004; Haffari and Teh, 

2009). 

We will evaluate the automatically generated clusters for approximately 200 verbs against 

human judgements and, where appropriate, against VerbNet classes. 
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7.3.2 University Pompeu Fabra (UPF) – lexical-semantic classes for nouns 

UPF has been working with methods that identify lexico-semantic classes of nouns and 

adjectives from corpus data. As Levin (1993) for verbal classes, our approach is to take similar 

syntactic behaviour and shared meaning components as a basis for the proposal for a particular 

class. If the class is well defined, then it has to be possible to recognize its members by 

observing its syntactic behaviour, and thus it is possible to train classifiers to do it (Bel et al. 

2007, Resnik and Bel 2009, and Bel et al. 2010).  

In more practical terms, our work wants to solve the problem of manual annotation for 

describing the meaning components of nouns in so that this annotation can contribute to solve a 

number of NLP tasks. Somehow inductively, meaning components or semantic features have 

been used as labels to assist rule-based components in the identification of arguments in a 

sentence, i.e. selectional restrictions, transfer rules in MT systems or inference mechanics for 

topic identification, etc. 

Following Pustejovsky and Hanks (2001), we want to work with semantic features that have 

been empirically found to be prototypical in the description of selectional restrictions of 

different types of verbs. We want to motivate the existence of classes of nouns that correspond 

to these features and which can be justified in terms of similar syntactic behaviour, or, as 

Pustejovsky and Hanks (2001) suggest, similar ―selection contexts‖, i.e. stereotypical 

syntagmatic patterns where nouns that, we can say, belong to the same class can be inserted. We 

also follow Jackendoff's (1983) proposal (pag. 139): ―A word meaning, then, is a large 

heterogeneous collection of such (typicality) conditions dealing with form, function, purpose, 

personality or whatever else is salient. Taxonomic […] information also plays a role. As the 

importance of information for individuation and categorization drops off (as weighting, 

observability, or frequency of occurrence decreases), it shades toward ―encyclopaedia‖ rather 

than ―dictionary‖ information, with no sharp line drawn between the two types‖. Thus, we will 

not try to justify a possible evident taxonomical relation behind these features that we want to 

promote to classes in the terms defined before. Brandeis Shallow Ontology, BSO, is an attempt 

at doing it with classes that directly map onto the ones we are proposing here. 

Our first selection of classes, very much based on the semantic features prototypically used for 

selectional restrictions, has been driven by practical motivations, and cannot be considered a 

model of lexical meaning. The following list of classes is based on the labels that a rule based 

MT system (INCYTA) and a rule based rich grammar for Spanish (SRG, Marimon et al. 2007) 

have used in order to define parsing rules. The granularity of this selection is motivated by the 

range of phenomena that current RMT systems can deal with. Thus, we have also included 

EVENT, which is not in the first list but that together with Process can account for a large range 

of language phenomena, and MASS, which is considered to be a separate grammatical feature 

rather than a semantic type.  Our first list for classes of nouns to be learned is the following: 
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Abstract,  

Animal (including microorganisms & animal groups),  

Body part,  

Concrete, 

Event,  

Human,  

Location,  

Mass, 

Matter,  

Plant,  

Pot (machines, tools, technologies and natural phenomena),  

Process,  

Semiotics,  

Social entities,  

Temporal, 

Units of Measurement.  

 

As these classes have been used in an actual MT system, we have the possibility of evaluating 

our exercise intrinsically, by using the actual list of nouns that have been labelled and tested for 

years by this MT system, as well as extrinsically, by using them in parsing to obtain correct 

analyses in a particular grammar (Marimon et al., 2007). We are particularly interested in 

experimenting with domain tuning. 

Besides, we have also noticed that lexico-semantic information of nouns (and other PoS) can be 

defined from different dimensions and for different purposes, especially when we consider 

domain dependent knowledge. Thus, besides this first list of classes, we want our system to 

consider also the possibility of having new or different classes. The system that has to be 

integrated into PANACEA must address the possibility of a user defining a new class. In order 

to allow it, we want to experiment with two scenarios: 

Following Merlo and Stevenson's (1999) previous work, how to enable the user to define a 

reduced, ad-hoc linguistically motivated set of features that bring about distinctions among 

lexico-semantic classes. 

Following Joanis et al. (2007), our intention is to investigate further the possibility of having a 

large, general and multipurpose set of linguistically motivated features that can be used to learn 

and classify any possible lexico-semantic class as defined by a user. We have tried the 

classification with different ML methods, specially Decision Trees, but also Bayesian methods 

that try to use information derived from a linguistic lexical model rather than from training data.   

Our system, which works with Decision Trees (C45 implemented as J48 in Weka, by Witten 

and Frank 2005) achieves an accuracy of around and 80% in classifying EVENTS (for English 

and Spanish in Bel et al., 2010), and 65% in classifying MASS nouns (in Bel et al. 2007), for 

instance.  

Our workplan is:  

1. To carry out research to improve the achieved results in nominal lexical classification 

(for Spanish and English) by considering the following aspects: 
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 Bayesian methods for dealing with the problem derived from the similar 

frequency distribution of noise and significant patterns (sparse data problem), 

(Bel et al. 2008 and Bel 2010). 

 Dealing with ambiguity in the classification of classes and how to handle it in 

the GL framework by taking into account regular polysemy. 

2. To enlarge the coverage of the current models for lexical classification and to address 

all the semantic classes that we have proposed as initial list for Spanish and English.  

3. To experiment the feasibility of a general approach in the lines of Joanis et al. (2007) 

and selection of better supervised techniques for larger dimensional spaces.   

4. In addition to improvements in coverage and methods, UPF plans to develop the 

necessary changes to allow modules to be deployed as web services that can be 

integrated in the platform. The chaining of the services has to constitute a kind of 

laboratory where the user can define classes and train and test a classifier. The 

following services are being proposed: 

 Regular Expression matching, given a concordance file and a RE file, the 

system returns binary vectors. 

 Concordancer,  given a lemma and a category, and the URI of an indexed 

and PoS tagged corpus, the system delivers a file with the concordances 

where the word that has been looked for is marked with ##. This Web 

service can be replicated in another one in which the corpus is not PoS 

tagged.  

 Vector transformers. The vector transformation modules are less interesting 

as webservices of a general purpose but for our goal will be also deployed 

as web services: 

 Frequency based transformer. Given a set of binary vectors for a 

particular type, the system returns a unique vector that sums up all 

frequency information 

 Mean Smoothed vector transformer. given a set of binary vectors for a 

particular type, the system returns a unique vector that sums up all 

frequency information and smoothes zero values with a calculated mean 

 Trimmed Mean Smoothed vector transformer. Given a set of binary 

vectors for a particular type, the system returns a unique vector that 

sums up all frequency information and smoothes zero values with a 

calculated treammed mean 

 Other webservices that will be required after the changes in methods. For 

instance, new smoothers. 

 Trainer webservice. Given a training set built from the collection of n 

samples of positive and negative examples of a class supplied by the user, 

the system has to produce the training data and to deliver a trained system.  

 N CLASSxLANGUAGE Classifier webservices. Given a corpus and a list 

of lemmas/PoS, the system produces a list of the lemmas, the classifier 

prediction for each one and its likelihood. This operation can also be 
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deployed as an open classifier, where the user also supplies the model as 

produced by the Trainer webservice.   
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7.4 Multi-Word Expressions 

7.4.1 ILC-CNR 

The ultimate goal is to build a component for acquiring MWes from domain corpora for 

building or enriching lexica with collocational information.  

Since MWE is a wide area including various types of structures, work will be focussed on those 

MWEs which may benefit multilingual applications more and for which more robust methods 

exist: namely, nominal collocations (i.e. noun compounds, complex nominals, and adjective 

noun pairs). Thus, target MWEs will have the form NN (which in Italian is not very productive, 

but is still salient in domain terminologies), AdjN or Nadj, and N prep N.  

First a system following the n-gram with POS filtering corpora will be built as baseline and 

various AMs will be used for ranking the candidates as in most common state-of-the-art 

methods described above. Then the system will be adapted to work on chunked coupus data in 

order to reduce noise in the candidate list and experiments will be done also with dependency 

parsed data to assess improvements in performance. In fact, it must be assessed on the specific 

case of PANACEA whether a syntactic approach is better, as the potential errors in the parsed 

input corpus may affect MWE extraction (cfr. Seretan and Wehrli, 2009:78).  

Given that no ready-made tool will be used in this task, it design will try to take into account 

directly the requirements of the platform and in particular the fact that it should run as a 

webservice, which is no trivial issue given that MWE methods require processing of large 

quantities of data. 

Work will start on Italian, using first general purpose corpora for developing and the acquisition 

component based on the state-of-the-art methods, and then the monolingual domain corpora 

obtained in WP4 for domain tuning. The official evaluation will be performed on domain data 

only. 

Finally, given that the methods are relatively language independent (although in the literature it 

is reported that AM ranking works differently in different languages), the possibility of applying 

the same technology to English (and possibly other languages for which domain corpora will be 

crawled) will be assessed.  

7.5 Lexical Merging 

In task 6.3, a merger component will be integrated in the PANACEA platform. The merging 

process will regard both lexicons and lexical resources acquired in PANACEA itself. 

As stated in the overview of D6.1 document, ―Lexicons‖ refers to areas of research that are 

already sufficiently well-developed: the research undertaken as part of the project can be 

expected to result in a relative good quality resource. The automatic acquisition of lexical 

information (SP - for English, Italian and Spanish, Lexical Classes - verbs for English and 

nouns for Spanish, and MWE - for Italian) is still in a phase that can be defined ―experimental‖: 

the methodologies used to acquire them and the results obtained require refinements. Part of the 

research in the PANACEA project aims, on the one hand, at improving the results of the 

systems involved and, on the other hand, to extend and develop systems and preliminary 

resources for less-resources languages such as Italian and Spanish. Nevertheless, although for 

these latter types of lexical information (SPs, MWEs and Lexical Classes) we will not commit 

to produce ―Lexicons‖, as a side effect of the development of the dedicated components we still 

obtain lexical resources. 
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The merging component in PANACEA will be two-fold: 

1 it will integrate (join) the lexical resources produced by the PANACEA components into a 

unique multi-level lexicon. This newly obtained lexical resource will be performed for 

Italian for SCFs, SPs and MWEs. This resource will keep track as far as possible of the 

reliability of the information stored (e.g. by assigning confidence scores); 

 

 

 

2 it will merge the information of the SCF lexicon - considered to be a relative good quality 

lexicon - into an existing lexical resource, namely PAROLE/SIMPLE/CLIPS, thus 

producing an enhanced version of it. This result can be further processed by a human agent, 

to obtain a more polished version of the new lexicon. 

 

 

To develop such a component, we need to: 

1. define the content of the input lexical resources and the content we want in the result; 

2. define the format of the input lexical resources and the format we want for the result. 

 

Addressing the first point is not easy, since the exact content of the input resources will be 

determined by the extractors procedures that are to be developed in tasks 6.1. E.g. it would be 

useful to know if selectional preferences and subcategorization frames are somehow directly 

connected, or if a connection to the sentence they were extracted from will be present. One issue 
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that makes the merging not trivial is the different word senses. When we need to merge a newly 

acquired lexicon with an existing one, we need to decide to which sense of a word the newly 

acquired information has to be added. To do so, it is necessary to compare the new information 

with the existing information for each sense and decide whether they are compatible with each 

other. Thus, the new information will be added to those senses that do not present an 

incompatibility. We think that is worth to study if this compatibility can be approached using 

graph theory (e. g. following a proposal similar to Graph Annotation Format (GrAF) (Ide and 

Suderman, 2007)). Other unification techniques will be evaluated, as soon as the content and the 

format of information to be handled will be clearer. 

A related issue regards the need to decide how the lexical entries will be unified, i.e. which are 

the data categories to be mapped and how, determining the features that define whether the 

newly acquired information is compatible with the existing one or not. It is necessary to define 

the set of features that are decisive in the behavior of a word, thus ignoring the other ones. From 

these features, we will need to establish which ones have to be shared by the newly acquired 

information and by the set of information already associated to each word: these features will 

define the compatible set of information. We have to investigate more in that line, but we think 

that an interesting way to explore is the use of heuristics to determine the importance of each 

feature. Once again, though, other techniques can be investigated. 

As for the formats, we envision the use of automatic components that performs conversions to 

and from LMF (or a yet to be investigated ad-hoc internal format) both in the input layer and in 

the output layer. Such a scenario is depicted in the figure below: 

 

 

 

If the involved formats are XML-based, a conversion component can be implemented by using 

an XSLT (eXtensible Stylesheet Language Transformations) processor. An XSLT processor 

takes as its input an XML document and a special document written in the XSLT language 

(stylesheet) describing the conversion process, and produces a document in standard XML 

syntax or in another text format. Through this method we will be able to provide support for a 

wide variety of formats, without uselessly complicating the merger component. 

In conclusion, in order to define a future workplan, we think that we should: 

- continue exploring/evaluating merging techniques for Language Resources in general; 
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- as soon as a first data set is ready for testing, define merging techniques that better fit to 

automatic acquisition of PANACEA Lexical Resources. 
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