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Executive Summary

A central issue of any modeling process is finding the right representation, and in particular the right level of abstraction, in order to study the properties of interest of the target system in an efficient and faithful manner. The inherent complexity of Service Component Ensembles (SCEs) considered in ASCENS makes even more crucial the development of adequate modelling techniques and tools. Proposed models must be able to capture essential aspects of the behavior of SCEs (e.g. interactions between Service Components (SCs), adaptive behavior, uncertain or changing environments), and the corresponding analysis techniques must exploit the specific structure of SCEs (e.g. large replication of the same component, hierarchical compositions) so as to discover their properties. This document presents three types of techniques illustrated by their application to the case studies of ASCENS. (1) Simulation is in general interesting as it allows to directly include some parts of the real system. We show how it can scale up to very large number of components and how it can efficiently be used for engineering feedback loops needed in self-adaptation mechanisms. (2) Quantitative analysis techniques such as statistical or probabilistic model checking provide abstraction mechanisms adequate for SCEs, as shown for the robotic case study. (3) Compositional verification takes advantage of the structure of SCEs allowing incremental verification of large systems.
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1 Integrated Approach for Modelling, Validating and Verifying Ensembles

System design differs radically from pure software design in that it must account not only for functional requirements but also for extra-functional requirements regarding the use of execution platform resources, such as time, memory, and energy. Meeting extra-functional requirements requires evaluation of how design choices affect overall system behaviour. It also implies a deep understanding of how components of the system are interrelated, and how they interacts with the underlying execution platform. Yet system designers currently lack rigorous techniques for deriving global models of a given system from software specifications and execution platform. We define a rigorous design flow as one that guarantees essential system properties. Figure 1 illustrates the rigorous system design flow proposed for ASCENS. It involves the following distinct steps.

1. Express the requirements in terms of an abstract model representing the desired behavior for the system, using frameworks such as SOTA or POEM (see Deliverable D2.1).

2. Build a specification provided as a SCEL program which is executable by means of Java code directly associated to the primitives of SCEL. It can be used for early validation (e.g. simulation) of the application, taking only functionality into account without considering any execution platform.

3. Refine the previous specification into a system model by integrating architectural constraints such as properties of the hardware target platform and the mapping of the components on the platform. For static architectures (i.e. statically known SCEs), BIP system models can be automatically obtained from SCEL specifications as explained in Section 2.2. This allows to use the whole BIP toolbox including tools for simulation, statistical model checking, and compositional verification (see Section 2.1). System models can also be derived manually for specific validation techniques and tools, e.g. expressed as Bio-PEPA models for fluid-flow analysis (see Section 3.4.2).

4. Validate the system model using simulation, quantitative analysis, and/or verification tech-
niques. If this step is successful the system is implemented and tested in real-life conditions. Otherwise either the abstract model or the SCEL specification must be modified, of the system model must be refined.

One of the main challenges of this process is finding the right system models in order to be able to perform the validation step in an efficient and correct manner. The inherent complexity of Service Component Ensembles (SCEs), and in particular the number of components they involve, can easily lead to non-tractable models. This deliverable focuses on the models and analysis techniques proposed for ASCENS and applicable to SCEs. We mainly consider three different types of techniques which are presented in conjunction with their corresponding models. We will also explain how these models relate to SCEL specifications from which they should be derived.

(1) Simulation is always interesting in system design since it allows to directly include some parts of the real system in order to validate them. However, even simulation is often not efficient enough to be usable for large systems. Section 3.1 presents ARGoS, a simulator that can be used for early validation of swarm robotic applications, allowing to speed-up their design with respect to the standard practice which is based on physics-based simulation. We also propose in Section 3.2 a simulation framework adapted to the engineering of feedback loops needed by self-adaptation mechanisms.

(2) Quantitative analysis techniques (Section 3.4) such as statistical or probabilistic model checking and fluid-flow analysis can efficiently answer to performance questions thanks to appropriate abstraction mechanisms. Statistical Model Checking (SMC) approaches can be seen as an improvement of purely simulation-based techniques since they guarantee results with respect to a user-defined level of confidence. This is obtained in a SMC model checker by computing a number of executing sequences sufficient to get the coverage of the system behavior required by the level of confidence.

We also propose in Section 4 a compositional verification method that permits incremental verification of large systems by taking advantage of their structure. It has been implemented in the BIP framework which is presented in Section 2.1. The BIP framework can be considered as a possible instantiation of the ASCENS design flow as it includes a large diversity of validation tools including simulation tools, statistical model checking tools, and verification tools. The connection with the rest of the ASCENS design flow is ensured by the translation of the SCEL language into BIP which is described further.

Section 3.3 present the soft constraint programming model that is suitable for expressing multi-criteria optimization problems. We show how it can be applied to solve the e-mobility optimization problem consisting in finding a journey for a car that optimizes both time and energy consumption. Solutions are computed using CIAO Prolog given a model of the road network and associated time and energy costs.

The rest of the deliverable illustrates the proposed design flow by its application to the robotics case study of ASCENS (see Section 5), and provides a conclusion and future work.

2 The ASCENS Design Flow using BIP

In this section we give an overview of the BIP methodology and associated tools. The BIP framework can be integrated in the ASCENS design flow using translation of SCEL specifications into BIP models, which is presented in Section 2.2. The BIP framework includes a large diversity of existing validation techniques which have been improved during the first two years of the project (see Deliverables D5.1 and D5.2). They include simulation, statistical model checking, and compositional verification presented in in Section 4.
2.1 The BIP Framework

The behaviour, interaction, priority (BIP) component framework was developed to support rigorous system design, that is, guaranteeing essential system properties. The BIP framework is

- model-based, describing all software and systems according to a single semantic model. This maintains the flow’s overall coherency by guaranteeing that a description at step $n + 1$ meets essential properties of a description at step $n$.

- component-based, providing a family of operators for building composite components from simpler components. This overcomes the poor expressiveness of theoretical frameworks based on a single operator, such as the product of automata or a function call.

- tractable, guaranteeing correctness by construction and thereby avoiding monolithic a posteriori verification as much as possible.

BIP supports the construction of composite, hierarchically structured components from atomic components characterised by their behaviour and interfaces. It lets developers compose components by layered application of interactions and priorities. This enables an expressiveness unmatched by any other existing formalism. Architecture is a first-class concept in BIP, with well-defined semantics that system designers can analyse and transform.

BIP differs significantly from existing component frameworks for software engineering. These often use multi-threaded programming and point-to-point interaction mechanisms, such as function calls, for coordination between components. In contrast, BIP executes atomic components concurrently and coordinates them in terms of high-level mechanisms such as protocols and scheduling...
policies. Because BIP focuses on the organisation of computation between components, it can be viewed as an architecture description language (ADL). Like other existing ADLs, such as Acme (www.cs.cmu.edu/ acme, [CMW97]) and Darwin [MK96], BIP uses the connector concept to express coordination between components. Nonetheless, connectors in BIP are stateless. The architecture, consisting of connectors and priorities, is clearly distinguished from behaviour. Another significant difference from other frameworks is that BIP is intended for system modelling. It directly encompasses timing and resource management. Other system modelling formalisms either seek generality to the detriment of rigorosity, such as (Systems Modelling Language (SysML) and (Architecture Analysis and Design Language (AADL; http://standards.sae.org/as5506a) or limit their scope to specific computation models, such as Ptolemy [EJL+03]. We have lately considered an extension of BIP called DyBIP which encompasses dynamic expressions of architectures [BJMS12], which could be very useful in the context of ASCENS where interactions between components depend on the dynamics of the system, e.g. in the robotic case study a robot can only interact with its neighbourhood.

The BIP framework is supported by a tool-chain implementing our design flow, including model-to-model transformations [BJS10] and code generators (see Figure 2). We target centralised platforms for which we provide an engine-based execution [BBBS08] of the generated code, as well as distributed platform that requires transformations to send/receive BIP models [GR12] that can be mapped directly on a distributed platform. We also developed validation and verification tools of BIP models. D-Finder is a verification tool for deadlock freedom properties implementing compositional and incremental verification techniques. It has been successfully applied to large sets of interacting components [BBL+10, BBB+11], and thus seems to be suited to ASCENS applications. We also developed validation tool SMC-BIP implementing statistical model-checking (SMC) of BIP models. Given a stochastic BIP model, SMC-BIP check for properties expressed as P-LTL expressions, based on a partial coverage of the state space of the model, that is, by running a suite of simulation runs. Parameters representing confidence are used to set set the acceptable probability for the tool to give a wrong answer. From these parameters, SMC-BIP determines automatically the number of simulations to be run in order to guarantee the considered level confidence. Statistical model checking can scale to large systems using stochastic abstractions [BBB+12], and is particularly adapted for checking non-functional properties.

### 2.2 Integration of BIP in ASCENS: From SCEL to BIP

The first step when using the BIP framework consists of generating a BIP model for the application software. We have developed a general method for generating BIP models from languages with well-defined operational semantics. It involves the following steps for a given application software written in a language $\mathcal{L}$.

1. Translating the source language $\mathcal{L}$’s atomic components into BIP components. The translation focuses on the definition of adequate interfaces. It encapsulates and reuses the application software’s data structures and functions.

2. Translating the coordination mechanisms between application software components into the target BIP model’s connectors and priorities.

3. Generating a BIP component that models $\mathcal{L}$’s operational semantics. This component plays the role of an engine coordinating the execution of the application software components.

We developed BIP model generators for several programming models used by embedded system developers (the source-to-source transformers in Figure 2). The generated models preserve the structure
of the initial programs, their size is linear with respect to the initial program size, and they are easy for the system developers to understand.

To integrate the BIP framework into the ASCENS design flow, we instantiate this general translation method for the SCEL language\textsuperscript{1}. We considered a subset of SCEL allowing the generation of static BIP architectures, since most of BIP tools do not handle the dynamic extensions of BIP presented in Deliverables D2.1 and D2.2. It includes the following restrictions.

- process policies are assumed to be monitors expresses as Petri Net with priorities
- process variables cannot be used in patterns
- recursive creation of new locations is forbidden

The different elements of this subset of SCEL are translated into BIP as explained follows.

Ensembles are translated into BIP composite components (i.e. hierarchical components) containing the translation of the respective knowledge and of the enclosed ensemble. Interactions are obtained by combining interactions from the knowledge and the contained ensemble and by adding all interactions from the ensemble not involving the local knowledge. Restriction of locations names is rendered in BIP by making private (not exported) any interaction involving the bound location name.

Components are translated into BIP composite components composed of:

- an atomic component representing the translation of the local knowledge
- a component corresponding to the process
- components derived from process definitions (which are supposed to be local to any node).

Atomic components for the knowledge export four ports: three of them corresponds to \textit{put}, \textit{get}, and \textit{read} operations, and fourth port is used for receiving values after performing \textit{put} and \textit{get} operations. Process definitions are translated into BIP components where the behaviour corresponds to a PN with an initial transition corresponding to definition invocation. The rest of the net corresponds to the PN of the body of the definition. At the end of the execution of the body a token has to be added to the initial place in order to make available a new copy of the definition. It is possible to model the fact that multiple copies of same definition can run concurrently only the maximal number of these copies can be bounded statically.

3 Validation Techniques for Ensembles

3.1 Simulation in ARGoS

The aim of the robotics case study is to apply the methodologies developed in the foundational work-packages to the problem of designing control strategies for swarms of robots.

Traditionally, control strategies for swarms of robots are prototyped in simulation, and subsequently tested in targeted real-world experiments. The workflow is composed of two main cycles as shown in Figure 3. Initially, the designer sketches an idea and implements it in simulation. The designer conducts test experiments in simulation to assess the performance of the idea. If performance is not satisfactory, the designer refines the idea and its implementation. This first work cycle terminates when satisfactory performance is achieved. In this cycle, the use of physics-based simulations is common practice in robotics because the obtained results usually display a high degree of correspondence with real-world experiments. Once satisfactory performance is achieved in simulation, the

\textsuperscript{1}Deliverable D1.1 provides a full description of SCEL.
idea is ported to robots for real-world experimentation. The refinement of the idea can entail either a correction of the real-world implementation, or even a return to simulation. This latter case typically occurs when the simulation is not accurate enough to capture the relevant aspects of the experiment. The end product of this workflow is a system that works both in simulated and real-world experiments.

The main defects of the traditional work cycle lie in the fact that the quality of the final result, as well as the time necessary to obtain such result, are completely dependent in the ingenuity and skill of the designer. The methodologies and tools studied in the ASCENS project aim to provide semi-automatic methods that ease design and render the quality of the final result less dependent on the designer.

The use of ASCENS tools affects various parts of the traditional robotics design workflow, as depicted in Figure 3. The SCEL language and its analysis tools, for instance, aim to allow the designer to refine the idea even before its implementation in physics-based simulations. In particular, SCEL allows the designer to reason on the idea abstracting away those details that, in this first design stage, would constitute only an unnecessary complication. In addition, the idea can undergo early validation tests through systems such as BIP. The net result of this additional work cycle is an abstract prototype already amended of issues whose discovery, traditionally, would have required extensive testing in physics-based simulations. Furthermore, in the ASCENS design workflow, the results obtained through physics-based simulations can be used both to refine the idea (as in the traditional work cycle) and to refine its SCEL model, enabling further abstract analysis. The same can be said for the results obtained in real-world experiments.

The application of the ASCENS design workflow on challenging swarm robotics problems is a mid- to long-term perspective. In the short term, however, this design workflow finds its usefulness in the validation of the ASCENS tools and methods against well-known solutions in the literature. In this perspective, the ASCENS project provides an important, mostly unexplored occasion to link practical robotics design to theoretical approaches.
In the development of the ASCENS design workflow, the ARGoS robot simulator \cite{PTO11} will be a fundamental tool. ARGoS is capable of simulating ensembles composed of thousands of robots very efficiently. Also, ARGoS allows the designer not only to execute highly complex robotics simulations, but also to seamlessly port code from simulation to real robots. In other words, using ARGoS, we can collect data both in simulated and in real-world experiments in a consistent environment, thus making comparisons among different approaches (to model the robots, to control them, etc.) easy and meaningful.

### 3.2 Simulation of Feedback Loops for Self-Aware and Self-Adaptive Systems

The increasing complexity and dynamics of the environment in which software systems are deployed call for solutions to make such systems autonomic, i.e., capable of dynamically self-adapting their behavior in response to changing situations \cite{?}. SOTA (state of the affairs) \cite{?} introduces a general model, for modeling the self-awareness and self-adaptation requirements of adaptive systems. In the SOTA space, a system is self-aware if it can autonomously recognize its current position and direction.
of movement in the space. *Self-adaptation* implies that the system is able to dynamically direct its trajectory in the SOTA space. Such capability necessarily requires the existence of *feedback loops* inside the system, to detect its current trajectory, and properly correct it on need to reach specific regions of the space, corresponding to specific application goals. To achieve this, SOTA defines several *architectural design patterns* [?] in which feedback loops are organized.

Many approaches on software engineering of self-adaptive systems propose solutions for their development, analysis and validation methods. However, few approaches (e.g., [?, ?, ?]) provide explicit support for the engineering of feedback loops. In particular, limited attention has been given to providing tool support for simulating these feedback loops, and for understanding how such feedback loops should be architected. Thus, as a specific contribution, we are currently developing an *Eclipse-based simulation plug-in* [?] to support the engineering (i.e., modeling, animating and validating) of self-adaptive systems based on feedback loops. The plug-in is developed using the IBM Rational Software Architect Simulation Toolkit 8.0.4. Our approach is explored and validated using the basic scenario \( S_0 \) of the e-mobility case study [?].

The rest of this section is organized as follows. In Section 3.2.1, we outline the notion of feedback loops explored in SOTA to express self-awareness and self-adaptation. The key goals of our plug-in are presented in Section 3.2.2. An example of the simulation is provided in Section 3.2.3.

### 3.2.1 Notion of Feedback Loops

A *feedback loop* is the part of the system that allows self-adaptation towards goals’ achievement, i.e., self-adjusting behavior in response to system changes (or environmental changes) [?]. It provides a generic mechanism for adaptation where it provides means for inspecting and analyzing the system at the SC or SCE level and for reacting accordingly.

Realistically, a feedback loop needs to contain multiple control loops forming a feedback structure, which allows it to work independently and in coordination [?]. These multiple control loops can interact using two basic mechanisms of loop interaction: *hierarchy* and *stigmergy* [?]. They can coordinate and support adaptation using two basic mechanisms: *inter-loop* and *intra-loop* coordinations [?]. These loops extend the IBM’s MAPE-K (i.e., monitor, action, plan, execute and knowledge) [?] model of adaptation. Also, two types of feedback loops can be identified depending on the nature of feedback, i.e., *positive* and *negative* [?].

We use UML 2 activity diagrams as the primary notation to model the behavior of feedback loops [?]. In a feedback loop, all the actions are not necessarily performed sequentially. An iterative process allows to revise certain decisions if required, and therefore, activity diagrams are effective to design the feedback loops. Activity partitions are used to represent the SCs.

### 3.2.2 Key Goals of the Plug-in

As feedback loops can be organized using many architectural patterns, it is important to provide tools to support their engineering. The key goals of our plug-in include [?]:

- Modeling SOTA patterns using UML 2 where the patterns’ structural and behavioral information modeled using activity, sequence and composite structure diagrams.
- Visually animating SOTA patterns’ behavior during execution to expose runtime view of the simulated model (next element to execute, executed element, active states, tokens).
- Animating composite structures of SOTA patterns, e.g., interaction messages and token flows, and execution history information of the simulation.
• Model-level debugging and control of patterns execution. This adds breakpoints and other commands, e.g., stepping, suspend, resume, terminate.

• Simulating event-driven models of the patterns, which can occur due to the execution of a model element or the engineer manually sending an required event.

• Run-time prompting during patterns simulation, which allows the engineer to interact on how to proceed with the execution of an informal model construct.

In order to clarify the ideas behind the plug-in, we apply two key SOTA patterns at the SC and SCE levels, i.e., the Autonomic SC pattern and the Centralized Autonomic SCE pattern. The Autonomic SC pattern is characterized by the presence of an explicit, external feedback loop to direct the behavior of the managed element [1]. An autonomic manager (AM) handles adaptation of the managed element. Several AMs can be associated to the managed element, each closing a feedback loop devoted to control a specific adaptation aspect of the system. The Centralized Autonomic SCE pattern has a centralized global feedback loop, which manages an higher-level adaptation of behavior of multiple autonomic components. The adaptation is handled by a super AM, and like an AM it has the IBM’s MAPE-K adaptation model. This is while the single SCs are able to self-adapt their individual behavior using their own external feedback loops.

3.2.3 Application to the E-Mobility System

The basic scenario ($S_0$) of the e-mobility case study is used to explore and validate our simulation. Let us consider a situation where a user intends to travel for an appointment or meeting at a particular destination. First, the user drives the electric vehicle to the car park, then parks the car and walks to the meeting location. During walking time and meeting time the electric vehicle can be recharged.

In this example, the main SCs are the user, the electric vehicle, the parking lots and charging stations. These SCs can be conceptually modeled as SOTA entities moving in the SOTA space. Each of these can be modeled in terms of entities having goals, and utilities (at individual or global level) [2] that describe how such goals can be achieved. The main SCEs are (i) the temporal orchestration of the
user, the electric vehicle, a parking lot and a charging station (assigned infrastructure), (ii) a collection of available parking lots and (iii) charging stations. Each SC and SCE of this mobility scenario can be described using (i) the SOTA goals and utilities, (ii) the awareness being monitored for the managed element, (iii) any contingencies that can occur, and (iv) the corresponding self-adaptive actions using feedback loops.

For example, let us consider the electric vehicle SC, which is the central SC within the mobility scenario. It interfaces with both the user and the infrastructure SCs during driving, and with the infrastructure SCs only during parking or walking. The user SC provides travel input to the electric vehicle. The goal of the electric vehicle is to reach the destination with the planned energy and at the planned time. An utility can be that the battery’s state of charge should not reach ‘low’ until the electric vehicle reaches its destination which is its goal. The awareness being monitored are the battery state of charge, the vehicle’s current location, and time. Contingency situations that require self-adaptive behavior are (i) the unavailability of a parking lot, (ii) the electric vehicle cannot reach the destination on time with the planned energy, and (iii) the user overrides the plan. Possible self-adaptive actions are (i) change the booking, (ii) change the route, and (iii) change the driving style.

In order to handle adaptation of a managed element, we provide separate AMs for each SOTA awareness dimension. The electric vehicle SC has three AMs defined to handle adaptation on battery state of charge, climate comfort requirements of the user, and location. Any self-adaptive behavior on routing needs to be handled at the SCE level as these actions are applicable to both the user and the electric vehicle SCs. Thus, a super AM has been defined to handle adaptation on routing. Fig.5 provides an example of the plug-in in operation for the electric vehicle SC with two AMs to handle adaptation on battery state of charge and climate comfort requirements (see [?] for details).

Engineering e-mobility as a decentralized system of autonomous (self-aware and self-adaptive) SCs and SCEs is a rather challenging task for software architects. The complexity is associated to the number of SCs, the SCE orchestration, AMs and super AMs closing multiple, interacting feedback loops. It has been the aim of our work to provide engineering support, i.e., modeling, animation and validation, to the software architect in order to easily grasp the complex setup.

### 3.3 Soft-Constraint Based Optimization

Classical constraint satisfaction problems (CSPs) [Tsa93] represent an expressive and natural formalism useful to specify different types of real-life problems. A CSP can be described as a set of variables associated with a domain of values, and a set of constraints. A constraint is just a limitation of the possible combinations of the values of some variables. Therefore, solving a CSP consists in finding an assignment of values to all its variables guaranteeing that all constraints are satisfied.

The soft framework [BMR95] extends classical constraints by adding to the usual notion of CSP the concept of a structure representing the levels of satisfiability or the costs of a constraint. Such a structure is represented by a semiring, that is, a set with two operations: one (+) is used to generate an ordering over the levels, while the other one (×) is used to define how two levels can be combined.

Constraint logic programming (CLP) [JL87] extends logic programming (LP) by embedding constraints in it: term equalities is replaced with constraints and the basic operation of LP languages, i.e. the unification, is replaced by constraint handling in a constraint system. It therefore inherits the declarative approach of LP, according to which the programmer specifies what to compute while disregarding how to compute it, by also offering efficient constraint-solving algorithms.

However, only classical constraints can be handled in the CLP framework. So, in [BMR01], it has been extended to also handle soft constraints. This has led to a high-level and flexible declarative programming formalism, the Soft CLP (SCLP), allowing us to easily model and solve real-life problems involving constraints of different types. Roughly speaking, SCLP programs are logic programs where
constraints are represented by predicates defined by clauses whose body is a value of the semiring modelling the costs. The flexibility is due to the fact that the same framework can be used to handle different kinds of soft constraints by simply choosing different semirings. It can indeed be used to handle fuzzy, probabilistic, prioritized and optimization problems, as well as classical constraints.

In [MM12], we propose the SCLP framework as a high-level specification formalism useful to naturally model and also solve the e-mobility optimization problem [HZWS12].

As an example, here we show how we can model the optimization sub-problem consisting in finding the best trips in terms of travel time and energy consumption. This problem substantially coincides with the multicriteria version of the shortest path problem [BMRS10]. It is then used to model the e-mobility optimization problem consisting in finding the optimal journey. In order to actually execute the SCLP program, we propose CIAO Prolog [BCC +97], a system supporting constraint logic programming (see Appendix A.3), by explicitly implementing the soft framework.

Modelling the trip optimization problem. The road network is represented by a directed graph $G := (N, E)$, where each arc $e \in E$ from a node $p$ to a node $q$ has a label $\langle c_T, c_E \rangle$, i.e., a pair whose elements represent the costs, respectively in terms of time and energy consumption, of the arc.

Given the road network $G$, such as the one on the top of Fig. 6, a source node $n_s$ and a destination node $n_d$, the problem consists in finding all the best paths between $n_s$ and $n_d$ in terms of time and energy consumption. Note that, since the costs of the arcs are elements of a partially ordered set, the solution can contain several paths, that is, all paths which are not dominated by others, but which have different incomparable costs. For example, if we want to know the best paths from $p$ to $t$ in the graph of Fig. 6, the solution will contain both the paths $\{p, t\}$ with cost $\langle 3, 9 \rangle$ and $\{p, q, t\}$ with cost $\langle 4, 8 \rangle$. The former is indeed better in terms of time while the latter in terms of energy consumption.

The CIAO program modelling the problem is shown in Fig. 6. We have a set of clauses modelling the road network, that is, a set of facts modelling all the edges of the graph. Each fact has the shape $\text{edge}(n_s, n_d, [c_T, c_E])$, where $n_s$ represents the source node, $n_d$ represents the destination node and the pair $[c_T, c_E]$ represents the costs of the edge in term of time and energy. Note that, differently from what would happen in the pure SCLP framework, these facts (representing constraints) have the cost in the head of the clauses and not in the body. This is needed for implementing the soft framework.

Moreover, there are two clauses path describing the structure of paths: the upper one models the base case, where a path is simply an edge, while the lower one represents the recursive case, where a path is an edge plus another path. The head of the path clauses has the following shape $\text{path}(n_s, n_d, L_N, L_V, [c_T, c_E], Lim)$, where $n_s$ and $n_d$ are respectively the source and destination nodes, $L_N$ is the list needed to remember, at the end, all the visited nodes, $L_V$ is the list of the already visited nodes needed to avoid infinite recursion where there are graph loops, $[c_T, c_E]$ is used to remember the costs of the path, and finally, Lim represents the maximum amount of energy that the vehicle can consume. It is used to retrieve only the paths with a total cost in terms of energy equal to or less than the passed value.

The times and plus clauses model the two operations of the soft framework. In particular, the first clause models the multiplicative operation of the semiring allowing us to compose the global costs of the edges together. The plus predicate instead mimics the additive operation and it is useful to find the best, i.e. non-dominated, paths. The plus predicate is indeed used in the body of the paths clause, which collects all the paths from a given source node to a given destination node and returns the best solutions chosen with the help of the plus predicate. So, if we want to know the best paths, in the graph of Fig. 6, from $p$ to $t$ with a total cost in terms of energy consumption less than or equal to 10, we have to perform the CIAO Prolog query $\text{paths}(p, t, 10, \text{BestPaths})$, where the BestPaths variable will be instantiated with the list containing all the non-dominated paths.
3.4 Quantitative Analysis

Quantitative analysis techniques are used to answer to performance questions for a system. Thanks to appropriate abstraction mechanisms, they can be efficient even for large and complex systems such as SCEs considered in ASCENS. For instance, fluid-flow analysis (see Section 3.4.2) uses continuous-state approximations of Markov chains by means of ordinary differential equations which are insensitive to the number of components, thus completely avoiding state-space explosion problems raised by large scale systems. Statistical Model Checking (SMC) (see Section 3.4.1) approaches can be seen as an improvement of purely simulation-based techniques since they guarantee results with respect to a user-defined level of confidence. This is obtained in a SMC model checker by computing a number of executing sequences sufficient to get the coverage of the system behavior required by the level of confidence.

3.4.1 Statistical and Probabilistic Model Checking

Statistical Model-checking of Robot Swarm Decision-making

Model checking has first been developed in a non-quantitative setting. Pioneers of this technique, starting their developments in the early eighties of the previous century, are, among others, Edmund Clark, Allen Emerson, Joseph Sifakis (see e.g. [CES09]) and Gerard Holzmann (see e.g. [Hol91]). This verification technology provides algorithmic means to determine whether an abstract model of
for example, a hardware or software design, satisfies a formal property expressed as a temporal logic formula. More recently, model checking techniques have been extended to deal with quantitative performance aspects of concurrent systems and related probabilistic versions of the temporal logics for the specification of quantitative properties have been formulated, such as the Continuous Stochastic Logic (see e.g. [ASSB00, BKH99]). Efficient model checking methods for these stochastic variants are based on well-known numerical algorithms for the calculation of transient and steady state probabilities of continuous and discrete time Markov chains. Although stochastic model checking, as this probabilistic variant is called, may generate very accurate answers, it relies on building the state space of the complete underlying Markov chain of the abstract system model, which (currently) restricts its realistic applicability to system models of at most $10^7$ states.

A recently proposed related way to analyse large concurrent systems is via statistical model checking. In its most general form, statistical model checking is an analysis method in which a logical formula, formalising a probabilistic property of interest, is automatically checked against a set of randomly generated simulation runs of a high-level model of the system. The probability that the formula holds for the model is then estimated via statistical analysis rather than numerical analysis. This has various consequences. On the one hand, statistical model checking can deal with system models that have very large state spaces because only a set of paths need to be generated instead of the whole state space. On the other hand, in cases in which high accuracy is required the set of paths that need to be generated may be huge as well. So, in case of very large systems and when high accuracy is not the main issue, statistical model checking may be the right option. Various statistical techniques have been implemented and added to existing stochastic model checkers such as PRISM (see e.g. [KNP11]). Among these are techniques to approximate the probability with which a formula holds and techniques to establish whether such a probability is above or below a certain given bound. The former is based on various confidence interval methods, whereas the latter is based on hypothesis testing, in particular Wald’s sequential probability ratio test (see e.g. [YKNP06]).

In Massink et al. [MBL+12] robot swarm decision-making has been modelled in Bio-PEPA [CH09] and analysed using statistical model checking and fluid-flow analysis (using the Bio-PEPA tool suite [CDG+09] and PRISM). In particular confidence interval (CI) methods were used to estimate probability and rewards. Reward structures can be used, for example, to count the number of times that certain actions occur. The validity of Bio-PEPA and statistical model checking in the field of swarm robotics is illustrated by modelling collective decision-making in a swarm robotics system, a strategy that was originally introduced and analysed in [MFS+11], and by comparing the result of different analyses with those available in the literature [MFS+11]. This strategy consists in a robot swarm residing in a start area and that has the task to discover the shortest of two paths to a goal area. The robots do so by remembering the last path they have taken when returning from the goal area to the start area. When leaving the start area, they form small teams, i.e. simple ensembles, of three randomly selected robots from the start area that decide which path to take as a team by means of a majority vote. This strategy is a variant of the well-known double-bridge experiment known from ant colony behaviour [GADP89].

Fig. 7(a) shows the probability that the system converges to the short path for different numbers of active teams $k$ in the system ($k$ ranging from 1 to 10 for a total swarm size of 32 robots). The convergence property has been formalised as a CSL (Computation tree Stochastic Logic [ASSB00]) reachability property. Fig. 7(b) shows an example of a reward formula, in particular the expected number of team formations until convergence on one of the paths occurs. Both analyses were based on a maximal path length of 20,000, a confidence level $\alpha = 0.01$ and 100 (resp. 1000) sample paths. The width of the calculated confidence intervals are shown as error bars. The results obtained with stochastic model checking are presented together with the results from [MFS+11] that where obtained by Monte Carlo simulation and Physics based simulation of the same system. Overall, a good corre-
Fluid-Flow Analysis

Fluid-flow analysis is another approach to deal with state-space explosion arising from models of large scale systems. The approach consists in providing a continuous-state approximation of a Markov chain by means of a system of ordinary differential equations (ODEs) in a manner which is insensitive to the population of agents that are in the system under study. For this reason, it lends itself well to modeling and analyzing the kinds of scenarios of relevance for ASCENS. In this paragraph we provide an application to robot-swarm decision making. ODE analysis will also be used in Section 5.

Fluid-Flow Analysis of Ant Colonies and Robot Swarm Decision-making

Based on the Bio-PEPA syntax, the underlying ODE model can be generated automatically and in a systematic way [Hil05a] using the Bio-PEPA tool suite [CDG+09]. This provides yet another view on the behavioural aspects of a system. One can, for example, explore numerically the sensitivity of the system to initial values and discover stationary points and other aspects related to stability analysis of the system. Such an analysis has been performed both for the emergent behaviour of an Argentine ant colony that is capable of converging on the shortest path based on a decentralised strategy involving pheromone trail laying [ML12] and, to a lesser extent, for the robot swarm decision-making strategy [MBL+12].

As an example, in Fig. 8(a) the fluid-flow analysis of the fraction of pheromones that ants lay on the long and the short path is shown. In Fig. 8(b) the relation between stochastic simulation and fluid approximation results for the robot swarm decision-making strategy is shown for the fraction of robots that have been converted to select the short path in the system over time.
4 Compositional and Incremental Verification Techniques

Component-based design confers numerous advantages, in particular, an increased productivity through reuse of existing components. Nonetheless, establishing the correctness of the designed systems remains an open issue. In contrast to other engineering disciplines, software and system engineering badly ensures predictability at design time. Consequently, a posteriori verification as well as empirical validation are essential for ensuring correctness of designed systems.

Verifying implementations of concurrent systems is a challenging problem which is intensively studied [BR01, BR02, BCLR04, CPR06, BHJM07]. There exists solutions that consist in performing a static analysis of the code and generate an abstract mathematical model [HJMS02] on which properties are verified with powerful tools such as SAT solvers [DdM06, MB08]. Other approaches use theorem provers [HHKR10]. Such approaches rarely scale to complete verification of large systems. We therefore propose a different approach. Instead of verifying the code, we ensure that the model is correct and its correctness is preserved in the automatically generated code by our tools. We believe this is a breakthrough as it allows to take the incremental design into account, which drastically helps simplify verification. Moreover, our verification method is independent of any programming language.

Monolithic verification [CGP99, QS82] of component-based systems often requires computing for a composite component the product of its constituents by using both interleaving and synchronization. The complexity of the product system is often prohibitive due to state explosion. In a series of recent works, it has been advocated that compositional verification techniques can be used to cope with state explosion [Pnu85, HQR98, dRdBH00, GPB02, CGP03, CAC08, FCC08]. The key to compositional verification techniques is the application of divide-and-conquer techniques to infer global properties of complex systems from properties of their components.

Methods based on deductive techniques [MP95], or assume-guarantee techniques [Jon83, Pnu85, HQR98, dRdBH00, GPB02, CGP03, CAC08, FCC08], rely on finding an inductive invariant of a given program that is stronger than the invariant to be verified. The drawback of these techniques is that there is no good method to find such an invariant. Assume-guarantee methods always have difficulties to find decompositions into subsystems and choosing adequate assumptions for such a particular decomposition. Our method works reversely and thus avoid this problem.

A series of recent works [Lar89, AH01, dAdSF05, DLL10] propose compositional techniques based on interface theories. The conceptual idea is to check whether a component satisfies a property that is expressed by an interface modeled as an automaton. Using compositional design-based
rules, one can infer the interface that will be satisfied by the combination of the components. Interface theories permit richer logical operations than those available in our framework. However, the communication primitive that drives the composition between interfaces is not as expressive as what we propose here. Moreover, it is hard to decompose the interface representing the global properties into smaller interfaces on basic components. Finally, representing deadlock with interfaces involves a tedious task.

![Figure 9: Compositional verification.](image)

A compositional verification method based on invariant computation is presented in [BBNS08, BBNS09]. The method is based on the following rule (see Figure 9):\

$$\{B_i(\Phi_i)\}_{i} \in II(\|\gamma\{B_i\}_{i}, \{\Phi_i\}_{i} \wedge \Psi \Rightarrow \Phi)$$

The rule allows to prove invariance of property $\Phi$ for systems obtained by using an $n$-ary composition operation $\|\$ on a set of components $\{B_i\}_{i}$ parameterized by a set of interactions $\gamma$. It is based on the computation of a global invariant that is the conjunction of local invariants $\Phi_i$ of constituent components $B_i$ and an interaction invariant $\Psi$. The latter expresses constraints on the global state space induced by interactions between components. In [BBNS08], we have shown that $\Psi$ can be computed automatically from abstractions of the system to be verified. That is, we provide an effective procedure, denoted $II$ in the rule, which allows to compute interaction invariants from finite state abstraction of the components $B_i$ with respect to its local invariant $\Phi_i$.

Boolean Behavioral Constraints (BBCs) allows to relate interactions between different components with their internal transitions. BBCs are used to compute interaction invariants by applying two different symbolic techniques, namely (1) iterative computation of fixpoints, and (2) solution of a set of Boolean equations. Both techniques have been implemented and outperform the enumerative methods. It is nevertheless important to mention that none of the previously implemented methods take incremental design aspects into account. Incremental system design often works by adding new interactions to existing sets of components. Each time an interaction is added, one may be interested to verify whether the resulting system satisfies some given property. Indeed, it is important to report an error as soon as it appears. However, each verification step may be time consuming, which means that intermediate verification steps are generally avoided. This situation can be improved if the result of the verification process is reused when new interactions are added. Existing methods, including the ones in [BBNS08, BBNS10], do not focus on such aspects of modular verification.

Incremental verification method further improves the previous BBC-based method. The key idea is to reuse the already computed invariants of the constituents of a composite component in order to compute global invariants. In many situations reusing of existing invariants reduces considerably the verification effort. Incremental verification requires the formalization of the construction of hierarchically structured composite components. For instance, Figure 10 shows a composite component...
obtained as the composition of two components by using a set of interactions $\gamma_2$. One of these components is the composition of two components by using the set of the interactions $\gamma_1$. The computation of invariants of the component $\gamma_1(B_1, B_2)$ is obtained by combining invariants of the atomic components $B_1$ and $B_2$ with an interaction invariant characterizing the restriction of the interactions $\gamma_1$ on the product of the composed components. Following the incremental construction process, invariants of $\gamma_2(B_3, \gamma_1(B_1, B_2))$ are obtained by combining invariants of $\gamma_1(B_1, B_2)$ and invariants of $B_3$ with an interaction invariant induced by the application of $\gamma_2$.

The method has been implemented in the D-Finder toolset [BBNS09] and applied to check deadlock-freedom on several case studies described in the BIP (Behavior, Interaction, Priority) [BBS06] language. The results of these experiments show that D-Finder is sometimes exponentially faster for checking deadlock-freedom than state-of-the-art verification tools such as NuSMV [CCGR00]. We have been able to verify deadlock-freedom and safety properties of a large part (tens of components, hundreds of interactions) of the functional level of the DALA autonomous robot [BGL+08]. It is important to notice that from the verified BIP model it is possible to generate C code. For DALA, BIP generated C code (more than 500000 lines) for application modules and their coordination at execution level. The generated C code preserves properties of the BIP model and deadlock-freedom in particular.

5 Application of the ASCENS Design Flow to the Robotics Case Study

In this section we bring together some of the techniques presented in this report and present an instance of the ASCENS design flow (see Section 1) covering requirement specification, modeling, and analysis of service-component ensembles in a unified fashion by means of formal methods. We illustrate this via of an example based on the robotics case study, summarizing a recent publication on this topic [?]. Here, we make use of SOTA (cf. Section 3.2) for specifying the overall domain and the requirements of an ensemble; the SCEL language is employed for the reasoning of the behavior of autonomic components; finally, based on the SCEL model, we develop an ODE model for the quantitative verification of the SOTA requirements. Model validation is done with the ARGoS simulator.

5.1 Garbage-Collecting Robots

We consider a swarm of robots that collects garbage in a rectangular exhibition hall (cf. Fig. 11). The robots should move around the room, pick up the garbage that visitors have dropped and move it to the service area. For simplicity we assume that the service area is just a rectangular strip along one side of
Since visitors do not want to be distracted by too many robots driving around the exhibition area, there should be as few robots outside the service area as possible while still keeping the hall adequately clean. Furthermore, for environmental and cost reasons the robots should minimize the amount of energy that the swarm consumes. Depending on the sensors of the robots and the type of garbage they are collecting, they may be able to perceive garbage from some distance away, or they may be perceive garbage only while they are driving over it.

5.2 Requirements Specification with SOTA

Here we consider a simple SOTA model of the robot ensemble, under the assumption that we have a fixed number \(N\) of robots, might be defined as follows: The state space consists of the states of the individual robots, a count \(g^\#\) of the items of garbage currently in the public part of the exhibition area, and a boolean flag \(o^\flat\) that indicates whether the exhibition is currently open for the public or not. We describe each robot by its position in the exhibition area, \(p_i\), and its state \(s_i\). The state can either be Resting, Searching, or Carrying, depending on whether the robot is currently resting, searching for garbage, or carrying a garbage item back to the service area.

Accordingly, the state of the affairs space of the robot ensemble can be described as follows:

\[
\begin{align*}
& p_i = (x_i, y_i) \in \mathbb{R} \times \mathbb{R} & \text{Position of robot } i \\
& \text{Area} \subseteq \mathbb{R} \times \mathbb{R} & \text{Exhibition Area} \\
& s_i \in \{\text{Searching, Resting, Carrying}\} & \text{State of robot } i \\
& g^\# \in \mathbb{N} & \text{Number of garbage items} \\
& o^\flat \in \mathbb{B} & \text{Exhibition open for public?} \\
& Q = \{\langle p_1, s_1, \ldots, p_N, s_N, g^\#, o^\flat \rangle \mid p_i \in \text{Area}\} & \text{State space}
\end{align*}
\]

One of our goals might be to always have fewer than 300 garbage items in the exhibition area while the exhibition is open. This could be described by the following goal \(G^1\):

\[
\begin{align*}
G^1_{\text{pre}} & \equiv o^\flat = \text{true}, & G^1_{\text{maintain}} & \equiv g^\# < 300, & G^1_{\text{post}} & \equiv o^\flat = \text{false}.
\end{align*}
\]

\(G^1\) states that whenever the exhibition opens (i.e., \(o^\flat\) becomes \text{true}), the number of garbage items on the floor, \(g^\#\), is less than 300. Once the exhibition closes, the postcondition of the goal becomes \text{true} and the goal is abandoned until the exhibition opens again.
Qualitatively, the behavior of a single robot could be modeled with the following SCEL fragment.

\[
\begin{align*}
    s & \triangleq \text{get(collision)}@\text{ctl.s} + \text{get(item)}@\text{ctl.p} \\
    p & \triangleq \text{get(items,!x)}@\text{master.p}' \\
    p' & \triangleq \text{put(items,x+1)}@\text{master.c} \\
    c & \triangleq \text{get(collision)}@\text{ctl.c} + \text{get(arrived)}@\text{ctl.d} \\
    d & \triangleq \text{put(dropped)}@\text{master.r}' \\
    r' & \triangleq \text{get(collision)}@\text{ctl.r}' + \text{put(sleep)}@\text{timer.r} \\
    r & \triangleq \text{get(elapsed)}@\text{timer.s}
\end{align*}
\]

The process constants stand for: \(s\) = searching for a garbage item; \(p\) = picking up item; \(c\) = carrying the item (returning to service area); \(d\) = dropping off item at the service area; \(r'\) = searching for a rest place; \(r\) = resting, to reduce power consumption and avoid robot overcrowding at the exhibition hall. Processes \(s\), \(c\), and \(r'\) exhibit similar behavior in that they may consume a tuple \text{collision} which is produced by some controller \text{ctl}, which leads to a change in direction of the robot movement, while not changing the high-level behavior of the process. The controller may also produce an \text{item}, in which case process \(s\) behaves then as \(p\). Here, we assume a central repository \text{master} which keeps track of the total number of items collected during the evolution of the system. The current value is first retrieved and then put back into the repository after being incremented. Process \(r'\) puts an item \text{sleep} into the tuple space of a \text{timer}. It will be able to resume when the timer puts an \text{elapsed} tuple in its tuple space. The labeled transition system for this process is shown in Fig. 12(a). For reasons of space, the (obvious) transition labels are not explicitly given.

The names \text{ctl}, \text{master}, and \text{timer} are assumed to be exposed by other components, \(k\), \(m\), \(t\), respectively (not shown here for brevity).

For the purposes of quantitative evaluation, the behavior may be simplified by making the following assumptions: (i) The transitions \(p \rightarrow p'\) and \(p' \rightarrow c\) take up a negligible amount of time with respect to the representative time scales of the system; similarly, (ii) the durations of \(d \rightarrow r'\) and \(r' \rightarrow r\) are assumed to be negligible. In other words, (i) and (ii) imply that the robot goes to sleep as soon as it enters the service area.

The validity of such assumptions was successfully validated with the simulation experiments with ARGoS (cf. Section 3.1). Overall, these simplifications lead to a smaller discrete-state description as shown in Fig. 12(b). Notice that the three states of this reduced labelled transition system correspond to the states of the robot described in SOTA in Section 5.2.
5.4 Quantitative Analysis and Validation

As discussed in Section 3.4.2, a Markovian model may suffer when the number of robots is high. Thus, we consider the following system of ODEs, in a manner which is similar to Bio-PEPA:

\[
\begin{align*}
\dot{S} &= -\mu S G / (S + C + G) + \beta R, \\
\dot{C} &= +\mu S G / (S + C + G) - \gamma C, \\
\dot{R} &= +\gamma C - \beta R, \\
\dot{G} &= +\lambda - \mu S G / (S + C + G).
\end{align*}
\]

We briefly comment on the term \(\mu S G / (S + C + G)\) which is crucial for understanding the dynamics of the system; a full model explanation is available in [?]. The parameter \(\mu\) is intended to be the encounter rate of each robot, i.e., the opposite of the average time between collisions between robots or between a robot and an item. The fraction \(G / (S + C + G)\) represents the probability of a successful encounter, which is given as the ratio of items with respect to the total amount of objects a robot may encounter. The factor \(S\) is the multiplicative factor in order to account for the whole population of exploring robots. The other parameters may be interpreted as follows: \(\lambda\) is the rate at which garbage is dropped onto the exhibition hall; \(\gamma\) is the speed at which a robot returns to the service area; \(1 / \beta\) is the rest time at the service area.

To check the validity of the model, a discrete-event simulation of the system under study was developed with ARGoS. The source code for a robot controller was instrumented to record the times-stamps of transitions according to the classification of states in Fig. 12(b). With an arena size of 16 squared meters with \(N = 20\) robots, these parameters were found to be \(\mu = 0.012\) and \(\gamma = 0.003\). Across all experiments, we set \(\lambda = 0.010\) and \(\beta = 0.050\). The simulation also logged the total number of robots in each of the states \(S, C, R\) as a function of time. The mean steady-state estimates were calculated by using 150 independent runs of the simulation, each lasting ten hours of simulated time.

The results of this validation, shown in Table 1, demonstrate a very good accuracy of the model, with a maximum error less than 0.5% relative to the total population of robots.

<table>
<thead>
<tr>
<th></th>
<th>(S)</th>
<th>(C)</th>
<th>(R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>15.972</td>
<td>3.778</td>
<td>0.250</td>
</tr>
<tr>
<td>Model</td>
<td>16.070</td>
<td>3.730</td>
<td>0.200</td>
</tr>
</tbody>
</table>

Table 1: Model validation. Steady-state ODE estimates of robot sub-populations against discrete-event simulation of the system with ARGoS.

5.5 Quantitative Verification of SOTA Requirements

The SOTA requirement in Section 5.2 of having less than 300 garbage items in the arena can be translated into a sensitivity analysis which looks at the estimated value of \(G(t)\), solution of the system of ODEs. For example, this can be done by inspecting a curve which plots the steady-state throughput, (i.e., the rate at which garbage items are picked up, which can be formally derived from the ODE solution), against the average rest time \(1 / \beta\), as shown in Fig. 13. The throughput curve, in solid line, shows insensitivity for a wide range of rest times, until about 1500. This is because, in those situations, the arena is kept relatively clean (with about 2 garbage items, dash-dotted line), therefore many robots keep exploring but they encounter an item infrequently. As rest times are further increased, however, the robots cannot keep up with the waste; throughput decreases because fewer robots are present, and the arena becomes more soiled. Thus, the maximum allowed rest time predicted by the model, corresponding to the lowest energy consumption possible whilst achieving the desired maintain goal, corresponds to 1580, when the garbage-item line and the maintain-goal one (dotted line) intersect.
Figure 13: Sensitivity analysis of throughput of garbage collection (solid line) and dirtiness of exhibition hall (dash-dotted line) against rest time at the service area. The dotted line shows the SOTA requirement (maintain goal) that there must not be more than 300 garbage items in the arena.

6 Conclusion

We have presented the ASCENS design flow that aims for specifying, validating and implementing Service Component Ensembles (SCEs). Validation is one of the main challenges of this design flow since it has to accommodate with the complexity of SCEs due to (self-)adaptive behavior, uncertain/changing environment, dynamicity, very large number of components, etc. It requires adequate representations corresponding to system models derived from abstract specifications. It also needs the development of specific analysis methods targeting both efficiency and accuracy with respect to the properties of interest. The presented methods and corresponding models fall in three categories: simulation, quantitative analysis, and (compositional) verification. One of the techniques used to achieve the analysis of SCEs is abstraction. It allows building simpler models from more complex ones. This mechanism is used for instance by the ARGoS simulator in which the physics is abstracted to speed-up simulations allowing real-time simulation of swarm robotic applications. In statistical/probabilistic model checking abstractions are obtained by means of non-deterministic behavior with associated probability. We explained how the proposed methods can apply to SCEs, and illustrated them with the ASCENS case studies.

We have also outlined in Section 5 a full development cycle for large-scale service-component ensembles which covers requirements, specification, and analysis assisted by the use of formal methods, illustrated on a robotics case study. This is only a possible instance of the ASCENS design flow, and other techniques developed with the context of this project may be considered in lieu of or in addition to those discussed in this section. For instance, the ODE analysis could be complemented with stochastic simulation (as done in Section 3.4) and the evaluation by means of sensitivity analysis could be replaced by (quantitatively) model checking a logical formula that encodes the SOTA requirements. Although the links between SOTA, SCEL, and ODEs have been established in an ad-hoc manner for this specific case study, there is ample room for mechanizing this process; especially, with regards to the automatic generation of quantitative models from (a suitable fragment of) a stochastic extension of SCEL.

Regarding security we plan to work next year in the following direction. We will use information flow policies which specify end-to-end confidentiality and integrity requirements by putting global
constraints on the information flow. We will mainly focus on non-interference properties, that is, confidential data must not affect the publicly visible behavior of the system. We propose to associate information flow at service component level for automating the construction of secure systems with security policy verification and code generation. The developer will focus on the functional part of his code and specify the security policy of his system at architecture configuration level. Component information flow compiler will check that no interference problem exists and generate the security code corresponding to the specified configuration. The verification of the security will be done at intra-component level based on the behavior of the components, and at inter-component level based on the inter-connections (i.e. possible interactions) between the components.

A Non-Ascens Tools used for Verification

A.1 PEPA

PEPA is a process algebra for the performance evaluation of computer systems [Hil96]. It is based on the following two-level grammar:

\[
S ::= (\alpha,r).S \mid S + S \mid A, \quad \text{with } A = S
\]

\[
P ::= S \mid P\setminus L \mid P \parallel L P
\]

The language enables the specification of sequential components (first line), which are capable of doing an activity via the prefix operator \((\alpha,r).S\). The activity consists of an action label, \(\alpha\), and a value, \(r\), which is interpreted as the process’ capacity, the maximum rate at which it can perform an action if no synchronisation occurs [Hil94]. The choice operator \(S + S\) enables multiple activities. Recursion, typically used to allow cyclic behaviour, is obtained by means of constants, via assignments \(A=S\). Composite processes (second line) are formed by sequential components. Hiding, \(P\setminus L\) affects the action labels which are visible to the environment. Cooperation \(P \parallel L P\) is used to synchronise two processes over the set of shared action labels. For example, \((\alpha, r_1).P_1 \parallel L (\alpha, r_2).P_2\) can be shown to yield a transition to process \(P_1 \parallel L P_2\), via an activity \((\alpha,r)\), with \(r = \min\{r_1, r_2\}\). The semantics of PEPA, which assigns the minimum of the two capacities to synchronised transitions, can be shown to accurately describe communication between processes over full-duplex media, e.g., Ethernet-like connections [TT12].

PEPA was originally given an operational semantics which interprets the resulting labelled transition system as a continuous-time Markov chain. In addition, it is the first process algebra to be equipped with a fluid semantics [Hil05b], which compactly represents the time-course evolution of large populations of identical processes as a system of first-order coupled differential equations. The fluid semantics, and extensions thereof (e.g., [HB10, TGH12]) are implemented in freely available software tools [TDG09, SHB11].

A.2 Bio-PEPA

Bio-PEPA [CH09] is a process algebraic language that was originally developed for the stochastic modelling and analysis of biochemical systems. Bio-PEPA specifications consist of two main kinds of components. The first kind is called the “species” component, specifying the behaviour of individual entities. The second kind is the model component, specifying the interactions between the various species. In the context of this paper, the individual entities are the robots, and the model component defines how they interact.
The basic syntax of Bio-PEPA components is defined as:

\[ S ::= (\alpha, \kappa) \, \text{op} \, S \mid S + S \mid C \text{ with } \text{op} = \downarrow \mid \uparrow \mid \oplus \mid \ominus \mid \odot \text{ and } P ::= P \, \text{l} \, P \mid S(x) \]

where \( S \) is a species component and \( P \) is a model component.

The prefix combinator “\( \text{op} \)" in the prefix term \((\alpha, \kappa) \, \text{op} \, S\) represents the impact that action \( \alpha \) has on species \( S \). Specifically, \( \downarrow \) indicates that the number of entities of species \( S \) reduces when \( \alpha \) occurs, and \( \uparrow \) indicates that this number increases. The amount of the change is defined by the stoichiometry coefficient \( \kappa \). This coefficient captures the multiples of an entity involved in an occurring action. The default value of \( \kappa \) is 1, in which case we simply write \( \alpha \) instead of \((\alpha, \kappa)\). Action durations are assumed to be random variables with negative exponential distributions, characterised by their rates. The rate of action \( \alpha \) is defined by a so-called functional rate or kinetics rate. Action rates are defined in the context section of a Bio-PEPA specification.

The symbol \( \oplus \) denotes an activator, \( \ominus \) an inhibitor and \( \odot \) a generic modifier, all of which play a role in an action without being produced or consumed and have a defined meaning in the biochemical context.

The operator “\( + \)" expresses the choice between possible actions, and the constant \( C \) is defined by the equation \( C=S \). The process \( P \, \text{l} \, Q \) denotes synchronisation between components \( P \) and \( Q \), the set \( \mathcal{L} \) determines those actions on which the components \( P \) and \( Q \) are forced to synchronise. The shorthand \( P \, \text{l} \, Q \) denotes synchronisation on all actions that \( P \) and \( Q \) have in common. In \( S(x) \), the parameter \( x \in \mathbb{R} \) represents the initial amount of the species.

Bio-PEPA has been extended with a notion of discrete locations in which populations of components can reside and move between. A Bio-PEPA system with locations consists of a set of species components, a model component, and a context containing definitions of locations, functional/kinetics rates, parameters, etc.. The prefix term \((\alpha, \kappa) \, \text{op} \, S@l\) is used to specify that the action is performed by \( S \) in location \( l \).

Bio-PEPA is given a formal operational semantics [CH09] which is based on Continuous Time Markov Chains (CTMCs). It is supported by a suite of software tools which automatically process Bio-PEPA models and generate internal representations suitable for different types of analysis [CH09, CDG+09]. These tools include mappings from Bio-PEPA to differential equations (ODE) supporting a fluid flow approximation [Hil05a], stochastic simulation models [Gil77], CTMCs with levels [CH08] and PRISM models [KNP11] amenable to statistical model checking. Consistency of the analyses is supported by a rich theory including process algebra, and the relationships between CTMCs and ODE.

A.3 CIAO Language

This section briefly presents the CIAO language. Complete information about it can be found at the web page [http://www.ciaohome.org/] where it is possible to find the latest version and its documentation. In the following we just sum up the main features of the language.

CIAO is a multiparadigm programming language offering an advanced programming environment. It offers a high-performance, freely available Prolog system, supporting ISO-Prolog, and at the same time, its modular design allows both restricting and extending the basic language through libraries. Also via libraries, CIAO supports functional, higher-order, as well as object-oriented programming styles. Therefore, modules in ISO-Prolog can be freely combined with other modules written in these other supported paradigms.

CIAO offers a rich programming environment. It, besides a classical top-level, includes a rich development interface based on Emacs as well as an embeddable source-level debugger and several execution visualization tools. Moreover, the programming environment provides an automatic documentation generator for LP/CLP programs.
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