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Short description 

This deliverable reports on the evaluation of the activity recognition system in household 

chores in WP4 of the ACCOMPANY project. 

We have already built a system to recognize low-level sub-activity sequence (accepted at 

ICRA 14') as well as a hierarchical approach for recognizing high-level activities (submitted to 

ROMAN 14'). Our experiments consist of multiple activities of users. 

To evaluate the system, we use the benchmark dataset CAD-120 [1]. We choose the CAD-

120 dataset for evaluation because of the following reasons: 1) CAD-120 is a very 

challenging dataset that presents significant variations of activities, cluttered background, 

viewpoint changes, and partial occlusions. 2) The dataset has been used in many recent 

works in the robotics research [1]–[3]. Therefore we can easily compare the performance to 

the state-of-the-art approaches. 3) The dataset is captured by a RGB-D camera mounted on 

the robot, which is closely related to the applications in robotics.  

In order to incorporate confidence of annotation into our activity recognition framework, we 

proposed the method of soft labeling, which allows annotators to assign multiple, weighted, 

labels to data segments.  

We are working on creating a new benchmark dataset in Troyes. The dataset will incorporate 

data from ambient sensors, robot sensors, overhead cameras, therefore it can be used for 

multi-dimensional research. The dataset will be recorded with real elderly people and will be 

annotated by the soft labeling method that we have proposed. 
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1 Introduction 

This deliverable reports on the evaluation of the activity recognition system in household 

chores in WP4 of the ACCOMPANY project. 

We developed a novel discriminative model for the recognition of human activities. The novel 

model was tested on the (CAD-120 benchmark data set. Experimental results on this data 

set indicate that our model outperforms the current state-of-the-art approach by over 5% in 

both precision and recall, while our model is more efficient in terms of computation. 

Based on the recognized sub-level activities, we proposed a two-layered approach that can 

recognize sub-level activities and high-level activities successively. In the first layer, the low-

level activities are recognized based on the RGB-D video. In the second layer, we use the 

recognized low-level activities as input features for estimating high-level activities. Our model 

is embedded with a latent node, so that it can capture a richer class of sub-level semantics 

compared with the traditional approach. Our model is evaluated on a challenging benchmark 

dataset. We show that the proposed approach outperforms the single-layered approach, 

suggesting that the hierarchical nature of the model is able to better explain the observed 

data. The results also show that our model outperforms the state-of-the-art approach in 

accuracy, precision and recall. 

In order to incorporate confidence of annotation into our activity recognition framework, we 

proposed the method of soft labeling, which allows annotators to assign multiple, weighted, 

labels to data segments. This is useful in many situations, e.g. when the labels are uncertain, 

when a part of the labels are missing, or when multiple annotators assign inconsistent labels. 

We treat the activity recognition task as a sequential labeling problem. Latent variables are 

embedded to exploit sub-level semantics for better estimation. We propose a novel method 

for learning model parameters from soft-labeled data in a max-margin framework. The model 

is evaluated on a challenging dataset (CAD-120), which is captured by a RGB-D sensor 

mounted on the robot. To simulate the uncertainty in data annotation, we randomly change 

the labels for transition segments. The results show significant improvement over the state-

of-the-art approach. 

The systems are evaluated on the benchmark dataset in order to compare with the state-of-

the-art approaches. We are working on creating a new benchmark dataset in Troyes. The 

dataset will incorporate data from ambient sensors, robot sensors, and overhead cameras, 

therefore it can be used for multi-dimensional research. The dataset will be recorded with 

real elderly people and will be annotated by the soft labeling method that we have proposed. 

The report is structured as follows:  Section 2 describes our new approach for activity 

recognition. This work has been accepted for publication at ICRA14. Section 3 describes the 

method of recognizing high-level activities. The full papers and submissions are attached as 

Appendices A, B. The work of soft annotation is still under review. It will be provided once the 

paper gets accepted. In this paper, we present a method to train discriminative graphical 

models, which allows annotation uncertainty to be explicitly incorporated, in the form of soft 
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labeling. The advantage of soft labeling is that it incorporates the uncertainty of labels during 

annotation and can deal with missing labels or annotator disagreement. 

2 Learning Latent Structure for Activity Recognition 

Robotic companions which help people in their daily life are currently a widely studied topic. 

In Human-Robot Interaction (HRI), it is very important that the human activities are 

recognized accurately and efficiently. 

In this section, we present a novel graphical model for human activity recognition. The task of 

activity recognition is to find the most likely underlying activity sequence based on the 

observations generated from the sensors. Typical sensors include ambient cameras, contact 

switches, thermometers, pressure sensors, and the sensors on the robot, e.g. RGB-D sensor 

and Laser Range Finder.  

 

Figure 1: the proposed graphical model 

Probabilistic Graphical Models have been widely used for recognizing human activities in 

both robotics and smart home scenarios. The graphical models can be divided into two 

categories: generative models [4], [5] and discriminative models [1], [6], [7]. The generative 

models require making assumptions on both the correlation of data and on how the data is 

distributed given the activity state. The risk is that the assumptions may not reflect the true 

attributes of the data. The discriminative models, in contrast, only focus on modeling the 

posterior probability regardless of how the data are distributed. The robotic and smart 

environment scenarios are usually equipped with a combination of multiple sensors. Some of 

these sensors may be highly correlated, both in the temporal and spatial domain, e.g. a 

pressure sensor on the mattress and a motion sensor above the bed. In these scenarios, the 

discriminative models provide us a natural way of data fusion for human activity recognition.  

The linear-chain Conditional Random Field (CRF) is one of the most popular discriminative 

models and has been used for many applications. Linear-chain CRFs are efficient models 

because the exact inference is tractable. However, they are limited in the way that they 

cannot capture the intermediate structures within the target states [8]. By adding an extra 

layer of latent variables, the model allows for more flexibility and therefore it can be used for 



  ACCOMPANY 
 
April 2014 Contract number: 287624 Dissemination Level: PU 

 

<ACCOMPANY Deliverable D4.5 Report >  Page 7 of 24 

 

modeling more complex data. The names of these models are interchangeable in the 

literature, such as Hidden-Unit CRF [9], Hidden-state CRF [8] or Hidden CRF [10].  

In this section, we present a latent CRF model for human activity recognition. For simplicity, 

we use “latent variables” to refer to the augmented hidden layer, as they are unknown either 

in training or testing. The “target variables”, which are observed during training but not 

testing, represent the target states that we would like to predict, e.g. the activity labels. See 

Figure 1 for the graphical model and the difference between latent variables and target 

variables. We evaluate the model using the RGB-D data from the benchmark dataset [1]. The 

results show that our model performs better than the state-of- the-art approach [1], while the 

model is more efficient in inference.  

Our contributions can be summarized as follows:  

1) We propose a novel Hidden CRF model for predicting underlying labels based on the 

sequential data. For each temporal segment, we exploit the full connectivity among 

observations, latent variables, and the target variables, from which we can avoid 

making inappropriate conditional independence assumptions.  

2) We show an efficient way of applying exact inference in our graph. By collapsing the 

latent states and the target states, our graphical model can be considered as a linear-

chain structure. Applying exact inference under such a structure is very efficient.  

3) Our software is open source and will be fully available for comparison. 

Details of this work can be found in Appendix A. 
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3 Recognition of High-level Activities 

Recently, there has been a considerable amount of work focusing on graphical models for 

human activity recognition. Notably, Hu et al. [3] use latent variables to exploit sub-level 

semantics over the activities, and their approach shows state-of-the-art results on a 

benchmark dataset. However, their work only allows activities to have very short duration. 

For real tasks in HRI, it is desirable to recognize high-level activities that have a longer 

duration. 

We distinguish between sub-level activities and high-level activities as follows. The sub-level 

activities are defined as the atomic actions that relate to a single object in the environment, 

e.g. reaching, placing, opening, closing, etc. Most of these sub-level activities are completed 

in a relatively short time. In contrast, high-level activities usually refer to a whole sequence 

that is composed of different sub-level activities. For example, “microwaving food” is a high-

level activity and it can be decomposed into a number of sub-level activities such as opening 

the microwave, reaching for the food, moving food, placing food, and closing the microwave.  

 

Figure 2: An illustration of our approach 

The task of recognizing sub-level activities is usually formulated as a sequential prediction 

problem, see Figure 2. The RGB-D video is firstly divided into smaller video segments, so 

that each segment contains more or less one low-level activity. This can be done either by 

manual annotation or by automated temporal segmentation based on appearance. Spatial-

temporal features are extracted for each temporal segment. Based on the input features, we 

need to predict the most likely underlying sequence of low-level activities. The predicted sub-

level activities can be viewed as the input for inferring high-level activities. In this paper, we 

propose an approach for learning high-level human activities. Our approach can be 

decomposed into two layers, i.e. recognition of sub-level activities and inferring high-level 

activities based on the sub-level activities. For the first layer, we model the correlation of sub-

level activities between two consecutive video segments. Similar to [3], we use latent 

variables to exploit the underlying semantics among sub-level activities. For example, the 

sublevel activity closing may refer to closing a bottle or closing the microwave. Although the 

two activities share the same label closing, they belong to different sub-types of closing. The 

latent variables are able to capture such a difference and are able to model the rich 
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variations of the sub-level activities. For recognizing high-level activities, we treat the output 

sub-level activities from the first layer as the input in the second layer, and the high-level 

activities are predicted based on the sequence of sub-level activities. We use a max-margin 

approach for learning the parameters of the model. Benefiting from the discriminative 

framework, our method does not need to model the correlation between the input data, thus 

providing us with a natural way for data fusion. 

Details of this work can be found in Appendix B. 
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4 Conclusion and Future Work 

The novel model for activity recognition was tested on a standard benchmark data set (CAD-

120 benchmark). Experimental results on this data set show that our model outperforms the 

state-of-the-art approach by over 5% in both precision and recall, while our model is more 

efficient in computation.  

We present a two-layered approach that can recognize low-level and high-level human 

activities simultaneously. We investigate the effect of using latent variables, segmentation 

methods, as well as different feature representations. Our results show that the two-layered 

approach performs better than the approach with only a single layer. Our model is also 

shown to outperform the state-of-the-art on the same dataset. Currently, our approach only 

uses the RGB-D videos for activity recognition. In our future work, we would like to fuse 

different cues, e.g. human locations [11], human identities [12] and ambient  sensors [13], for 

robust estimation of human activities.   

The systems are evaluated on the benchmark dataset in order to compare with the state-of-

the-art approaches. We are working on creating a new benchmark dataset in Troyes. The 

dataset will incorporate data from ambient sensors, robot sensors, and overhead cameras, 

therefore it can be used for multi-dimensional research. The dataset will be recorded with 

real elderly people and will be annotated by the soft labeling method that we have proposed. 
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