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Executive summary 

The main aim of this document is to provide an analysis of the existing standards, 
techniques and methodologies, in order to drive the work towards user modelling and 
standardisation of the “Virtual User Modelling and Simulation" cluster of EC co-
funded projects VERITAS, GUIDE, VICON and MyUI. 

At the beginning of the document, a common VUMS Glossary is provided. Then, a de-

tailed analysis of extisting standards related to user modelling is presented. For each 

standard an overview is initially given followed by a brief analysis of its relevance to 

user modelling. A comparative table illustrating the major advantages and weaknesses 

of the existing standards and methodologies in the context of a user modelling frame-

work is presented. 

An overview of the most popular User Interface Description Languages (UIDLs) as well 

as a comparative analysis between them is also presented, due to their great relevance 

to User Modelling. UIDLs are very relevant to User Modelling as they provide a formal 

way of describing various aspects of User Interfaces and useful means for adaptation 

of User Interfaces, according to user needs/preferences. 

An overview of the most common task modelling techniques and a comparative analy-

sis between them is provided, due to their great importance on User Modelling. Task 

Models describe how to perform activities to reach users' goals and can be 

represented at various abstraction levels. Task models offer the base for the develop-

ment of new user modelling techniques as user models are often strongly-related with 

the tasks that the user is able to perform. Then, the most popular physical and cogni-

tive modelling techniques are investigated. 

The User Modelling methodology followed by each project (VERITAS, VICON, GUIDE, 

MyUI) of the VUMS cluster is finally presented in detail, taken into account the common 

VUMS glossary. The requirements of the VERITAS/VICON/GUIDE/MyUI User Model-

ling approach of the existing standards, methodologies and techniques is analysed. 

Moreover, the relevance of each project‘s approach with existing standards is exam-

ined while areas where each project could potentially contribute are identified. 

The document concludes with the action plan of VUMS cluster towards standardization 

that will be followed in the upcoming period in coordination with 24751 "ISO IEC‖. 
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Introduction 

User model in our case is an explicit representation of the properties of an individual 
user and can be used to reason about the needs, preferences or future behaviour of 
that user. Most computer systems that interact with humans contain some kind of im-
plicit model of the user, but there are some difficulties when incorporating a user model 
into the design process of products and services.  

There can be a wide variety of user model types, and models can be classified along 
the following four dimensions: 

 What is modelled: Canonical user (all purpose systems -do your best to 
accommodate everyone) or Individual user (tailored to the single user) 

 Source of modelling information: Model constructed explicitly by the user or 
Model abstracted by the system on the basis of the user's behaviour  

 Time sensitivity of the model: Short-term (highly specific information) or Longer-
term (more general information)  

 Update methods: Static model or Dynamic model  

The update methods often follow from the other three dimensions. In particular, individ-
ual user models, models abstracted on the basis of user behaviour and short-term 
models generally require dynamic update.  

If the model contains very short-term information then it can become a task model, 
since it is relevant to the task at hand, and the individual user is not important. This is 
because the model will update immediately to reflect any task which a new user under-
takes.  

The most basic type of model is static and contains a canonical user. This type of 
model can be embedded within a system and almost does not need to be stored expli-
citly. In contrast, if the individual user is modeled, then dynamic update is required, and 
explicit methods are necessary to describe how the user model state affects the sys-
tem performance.  

The forms that a user model may take are as varied as the purposes for which user 
models are formed. User models may seek to describe: 

 The physical processes (mechanics and control) as well as the cognitive 
processes that underlie the user's actions 

 the differences between the user's skills and expert skills 

 the user's behavioural patterns or preferences 

 the user's characteristics 

Another important dimension along which it is important to distinguish approaches is 
with respect to whether they model individual users or communities of users. 

User Modelling process consists of many different aspects, including the interaction of 
the user with interfaces and devices, the analysis of user tasks and the analysis of user 
characteristics (sensory, physical and cognitive abilities, psychological and behavioural 
characteristics). 

This document consists of: 

 An overview of the most relevant to User Modelling standards and a compara-
tive analysis between them.  
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 An overview and a comparative analysis of the most widely known User Inter-
face Description languages. 

 An overview and a comparative analysis of the most widely known Task Model-
ling techniques. 

 An overview of the VERITAS/VICON/GUIDE/MyUI User Modelling 
Methodology 

 VERITAS/VICON/GUIDE/MyUI requirements from the existing standards 

 The potential use of the existing standards in VERITAS/VICON/GUIDE/MyUI 

 The potential contribution of VERITAS/VICON/GUIDE/MyUI to the existing 
standards 

 The action plan of VUMS cluster towards standardization 
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1 Common VUMS Glossary  

User Model - An (abstract) user model is a set of user characteristics required to de-

scribe the user of a product. The characteristics are represented as variables. The user 

model is established by the declaration of these variables. It is formally described in a 

machine-readable and human-readable format. An instantiation of the user model is a 

user profile. 

User Profile - The user profile refers to a machine readable instance of a user model 

representing a specific user. 

Virtual user (VU) - The virtual user is a representation of a user based on a User Pro-

file. It includes components, which are able to interact with other virtual entities e.g. vir-

tual products or software applications. VU's intended for simulation purposes represent 

the human body as e.g. a kinematic system, a series of links connected by rotational 

degrees of freedom (DOF) that collectively represent musculoskeletal joints such as 

the wrist, elbow, vertebra, or shoulder. The basic skeleton of the model is described 

usually in terms of kinematics. In this sense, a human body is essentially a series of 

links connected by kinematic revolute joints. Each DOF corresponds to one kinematic 

revolute joint, and these revolute joints can be combined to model various muscu-

loskeletal joints. A VU also includes low level control loops for muscles (basal ganglia-

muscle loops) and higher levels of control in a hierarchical fashion: action (motion 

planning, cognition etc). 

Environmental Model - An Environmental Model is a formal machine-readable set of 

characteristics used to describe the use environment. It includes all required contextual 

characteristics besides the user model, the interaction model, the device model, the 

product and related user tasks. 

Device Model - A formal machine-readable representation of the features and capabili-

ties of one or several physical components involved in user interaction. It is important 

to carefully discriminate between user and device model as they are two kinds of mod-

els. Too often they are conflated together, with device properties sprinkled into user 

profiles and vice versa. The device model expresses capabilities of the device. A given 

device can be used by many different users and a given user could use different de-

vices and in different ways. By carefully separating the different functionalities of device 

modelling and user modelling in design scenarios it will be easier to enumerate the at-

tributes for each model and from them develop the matching function and attributes of 

the adaptation process. 

User Agent Capabilities Model – A formal machine-readable representation of the 

capabilities of the user agent related to user interaction. 

Application Model – A formal machine-readable representation of the states, transi-

tions and functions of the application. 

User Agent - Any end user software (like browser, or other user interface component) 

that can  
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 retrieve and render application content  

 invoke request to the User Agent Capabilities Model to modify the application 

content  

Interaction Model - The interaction model is a machine readable representation of the 

interaction behaviour of an application. The interaction model is maintained UI-

agnostic, which means it is independent of the concrete format of user interface output- 

and input data. Interaction model is often also referred to as abstract user interface 

model, like for example UIML, UI Socket, XForms, etc. It should be noted that the In-

teraction model can be used for adaptation of Human Machine Interfaces (HMI) and for 

simulating the use of an application /product with a virtual user. 

Context Model - A machine-readable representation of information that can be used to 

characterize the situation of an entity. An entity is a person, a place, a device, or a 

product that is considered relevant to the interaction between a user and an applica-

tion, including the user and applications themselves. (taken and adapted from Dey & 

Abowd "Towards a Better Understanding of Context and Context-Awareness") 

Simulation - The process that enables the interaction of the virtual user with the appli-

cation model within an artificial environment. The simulation can be real-time or off-line. 

Real-time simulation can be performed autonomously or manually, where the operator 

can interact with the environment from a 1st or 3rd person perspective. Accessibility 

assessment and evaluation can be performed automatically or subjectively by the op-

erator. 

Validation - A model can be defined as follows (ref: Oxford Dictionary)  

 a simplified description, especially a mathematical one , of a system or process, 

to assist calculations and predictions  

 a three-dimensional representation of a person or thing or of a proposed struc-

ture, typically on a smaller scale than the original.  

If the model is mathematical then it needs a statistical validation process. If the model 

is non-mathematical then it should be validated through qualitative processes. We can 

standardize the type, process and metrics of validation as follows:  

 Type : Qualitative vs Quantitative  

 Process: Particular process used to validate (Example: Cross validation, Leave 

one out validation for quantitative, Grounded theory for qualitative evaluation 

and so on.)  

 Metric: Quantitative vs Qualitative (Example: Task completion time, prediction 

error for quantitative, subjective preference, quality of life for qualitative metric)  

Adaptive User Interfaces - User interfaces that adapt their appearance and/or interac-

tion behaviour to an individual user according to a user profile. In contrast to adaptable 

user interfaces, which are modified by a deliberate and conscious choice of a user, 
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adaptive user interfaces automatically initiate and perform changes according to an 

updated user profile. Changes in the user profile can be done manually by the user or 

can be inferred automatically by the system in a machine learning process during the 

interaction between the system and an individual user. 

User Interface Design Pattern - Approved user interface solution to a recurring design 

problem. User Interface Design has a formalized description. For the use in adaptive 

user interfaces, design patterns have a representation in form of reusable software 

components which can be put together to complete user interfaces during run-time. 
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2 Relevant Standards and Methodologies 

This chapter analyzes Standards related to user modelling along with popular method-
ologies and languages for user interface description and task modelling. For each indi-
vidual element an overview is initially given followed by a brief analysis of its relevance 
to user modelling. Sections 2.1, 2.2 and 2.3 conclude with comparative tables illustrat-
ing the major advantages and weaknesses of existing standards and methodologies in 
the context of a user modelling framework. 

2.1 Standards Related to User Modeling 
The existing standards related to User Modelling provide guidance to ICT and non-ICT 

product and service designers on issues and design practices related to Human Fac-

tors. They aim to help designers and developers to maximize the level of usability of 

products and services by providing a comprehensive set of Human Factors design 

guidelines and meta-models in machine-readable formats. 

2.1.1 Standards Related to User Modelling - Overview 

2.1.1.1 ETSI TS 102 747; Human Factors (HF); Personalization and User Pro-

file Management; Architectural Framework 

ETSI TS 102 747 defines an architectural framework supporting the personalization 

and user profile management concepts described in EG 202 325. ETSI TS 102 747 

addresses issues related to network requirements, functions and procedures. It also 

covers User Profile security and privacy issues. 

Capabilities provided by the architecture are: 

 data editing (e.g. creation, templates, update); 

 data storage; 

 synchronization; 

 backup; 

 access control respecting user preferences and legal policies; 

Profile solutions within the scope of the ―ETSI TS 102 747‖ standard are: 

 those provided for the primary benefit of the end-user; 

 those which the end-user has rights to manage the profile contents; 

 those where the end-user has the right to have a dialogue with the information 

owning stakeholder. 

The key aim of the architecture is to allow many devices to share a single profile, either 

in full or in part (referred to as a profile component), and to allow some profile data 
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items of the profile to be set depending on the context in which the device or service is 

operating. 

Standard’s potential relevance to User Modelling 

ETSI TS 102 747 is very relevant to User Modelling as: 

 It specifies the main requirements of user profile management architecture 

and provides recommendations in order to fulfill these requirements. 

 VICON: this is less relevant to the developments in VICON 

2.1.1.2 ETSI ES 202 746; Human Factors (HF); Personalization and User Pro-

file Management; User Profile Preferences and Information 

The ―ETSI ES 202 746‖ standard specifies information and preferences, which are 

choices made by the user, that will result in driving the behaviour of the system, and 

builds on the user profile concept described in EG 202 325. The concept of a user pro-

file usually refers to a set of preferences, information and rules that are used by a de-

vice or service to deliver a customized version of capabilities to the user. In practice, 

most devices and services contain profiles specific to that product and unrelated to any 

other. This requires that, on change of service or device, the user has to re-educate 

themselves in how to personalize their services or devices and re-enter their informa-

tion and preferences. This will result in variable success rate and user satisfaction. 

In general, a profile contains: 

 Information: data about or related to the user (e.g. name, address). 

 Preferences: choices made by the user about a given parameter that will define 
or modify the system behaviour. More complex preferences can be expressed 
in the form of rules (see below).  

NOTE: When something is considered essential to the user, it would be more ap-
propriate if a preference is instead called a "need" (e.g. a blind user sets 
the modality to "sound"). However, for simplification, in the present docu-
ment the word "preference" is used.  

 Rules: statements that can be automatically interpreted in order to define or 
modify the system behaviour. 

More specifically, the profile is organized into several blocks. The major organisational 

units of the profile are: 

 Personal information: data about or related to the user (e.g. name, address, lo-
cation). 
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 Human centred preferences: These are the overall preferences that might apply 
across the user's usage of a wide variety of different devices and services.  
 
As these preferences are not mapped precisely to specific features of services 
and devices, they may be presented in ways that must be interpreted before 
they can be used as the definition for a precise setting for a service or device 
feature. 

 Service/device category related information and preferences: The information 
and preferences in this clause are related to service categories (e.g. Communi-
cations services), further sub-categories of the service category (e.g. Real-time 
communication), and specific services/devices.  

 

Standard’s potential relevance to User Modelling 

ETSI ES 202 746  is very relevant to User Modelling as: 

 It specifies user‘s preferences including needs of people with disabilities. 

 It specifies device related preferences (including assistive devices, such as 

Braille, etc.). 

 It provides UML class diagrams describing the structure of the user profile. 

 It provides a set of categorized preferences related to disabilities, concerning 

visual, motor and hearing impairments as well as cognitive and learning diffi-

culties. 

 MyUI: Many of the profile items listed in the Annex ―Preferences related to 

disabilities‖ might be included in the MyUI‘s generic design patterns. How-

ever, the preference-centred approach of this standard cannot be incorpo-

rated easily as of the dynamic detection of functional constraints in the user 

interaction. 

 

2.1.1.3 ISO/IEC 24751-1:2008 (Information technology -- Individualized 

adaptability and accessibility in e-learning, education and training -- 

Part 1: Framework and reference model) 

ISO/IEC 24751 is intended to facilitate the matching of individual user needs and pref-

erences with educational digital resources that meet those needs and preferences. It is 

intended to address mismatches between personal needs and preferences caused by 

any number of circumstances, including requirements related to client devices, envi-

ronments, language proficiency or abilities. The terms and definitions within ISO/IEC 

24751 are not judgmental but functional; the purpose is not to point out flaws in educa-

tional digital resources with respect to accessibility and adaptability, but to facilitate the 

discovery and use of the most appropriate content components for each user. 
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In ISO/IEC 24751, it is recognized that learners experience a disability when there is a 

mismatch between the learner's needs (or preferences) and the education or learning 

experience delivered. Disability is therefore not viewed as a personal trait but as a con-

sequence of the relationship between a learner and a learning environment or resource 

delivery system. An individual who is blind is not disabled when the lesson is delivered 

in audio, but an individual who does not have the necessary background knowledge to 

understand the lesson, or an individual who is listening to the lesson in a noisy envi-

ronment, is disabled. Given this reframing, a learning environment is accessible when 

learner needs can be addressed or matched (through adaptation, re-aggregation or 

substitution of digital learning resources). Accessibility is determined by the flexibility of 

the learning environment (with respect to presentation, control methods, structure, ac-

cess mode, and learner supports, for example) and the availability of adequate alterna-

tive-but-equivalent content and activities. The needs and preferences of a user may 

arise from the user's context or environment, the technical requirements of the user's 

device, the tools available (e.g. assistive technologies such as Braille devices, voice 

recognition systems, alternative keyboards, etc.), the user's background, or a disability 

in the traditional sense. Accessible systems adjust the user interface or configuration of 

the learning environment, locate needed resources and adjust the resources to match 

the characteristics of the resources to the needs and preferences of a user. 

This part of ISO/IEC 24751 provides a common framework for additional parts. These 

additional parts provide two complementary sets of information: 

 the description of a learner's accessibility needs and preferences, including 

1) how digital resources are to be displayed and structured, 

2) how digital resources are to be controlled and operated, and 

3) what supplementary or alternative digital resources are to be supplied; 

 the description of the characteristics of the resource that affect how it can be per-

ceived, understood or interacted with by a user, including 

1) what sensory modalities are used in the resource, 

2) the ways in which the resource is adaptable (i.e. whether text can be 

transformed automatically), 

3) the methods of input the resource accepts, and 

4) the available alternatives. 

 

Standard’s potential relevance to User Modelling 

ISO/IEC 24751-1:2008 is very relevant to User Modelling as: 

 It provides a common framework to describe and specify learner needs and 
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preferences on the one hand and the corresponding description of the digital 

learning resources on the other hand so that individual learner preferences 

and needs can be matched with the appropriate user interface tools and digi-

tal learning resources. 

 It provides a UML diagram representing the abstract model of the user needs 

and preferences as well as the digital resources and resource delivery sys-

tems. 

 It provides a UML process diagram illustrating a possible process for match-

ing a digital resource to user‘s needs and preferences. 

 

2.1.1.4 ISO/IEC 24751-2:2008 (Information technology -- Individualized 

adaptability and accessibility in e-learning, education and training -- 

Part 2: "Access for all" personal needs and preferences for digital deliv-

ery) 

This part of ISO/IEC 24751 provides a common information model for describing the 

learner or user needs and preferences when accessing digitally delivered resources or 

services. This description is one side of a pair of descriptions used in matching user 

needs and preferences with digital delivery (as described in ISO/IEC 24751-1). This 

model divides the personal needs and preferences of the learner or user into three 

categories: 

a. Display: how resources are to be presented and structured; 

b. Control: how resources are to be controlled and operated; and, 

c. Content: what supplementary or alternative resources are to be supplied. 

This part of ISO/IEC 24751 is intended to meet the needs of learners with disabilities 

(as defined in ISO/IEC 24751-1) and of anyone in a disabling context. 

The purpose of this part of ISO/IEC 24751 is to provide a machine-readable method of 

stating user needs and preferences with respect to digitally based education or learn-

ing. This part of ISO/IEC 24751 can be used independently, for example to deliver the 

required or desired user interface to the learner/user, or in combination with ISO/IEC 

24751-3 to deliver digital resources that meet a user‘s needs and preferences. 

Standard’s potential relevance to User Modelling 

ISO/IEC 24751-2:2008 is very relevant to User Modelling as: 

 It focuses on meeting the needs of learners with disabilities in a disabling con-

text. 

 It provides a machine-readable method of stating user needs and preferences 
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with respect to digitally based education or learning.  

 It provides a detailed model which includes a large set of attributes concern-

ing the human-computer interaction in general as well as in the context of as-

sistive technologies usage. 

 

2.1.1.5 MARIA XML 

One important evolution in software applications is the spread of service-oriented archi-

tectures in ubiquitous environments. Such environments are characterized by a wide 

set of interactive devices, with interactive applications that exploit a number of func-

tionalities developed beforehand and encapsulated in Web services. 

MARIA XML [32] is a novel model-based UIDL, which can provide useful support both 

at design and runtime for these types of applications. MariaXML is the successor of 

TeresaXML in order to support dynamic behaviors, events, rich internet applications, 

multi-target user interfaces, in particular those based on web services. In this way, it is 

possible to have a UI specified in MariaXML attached to a web service. At runtime the 

language is exploited to support dynamic generation of user interfaces adapted to the 

different devices at hand during the user interface migration process, which is particu-

larly important in ubiquitous environments.  

MariaXML is also compatible with the Cameleon Reference Framework [22]. 

Standard’s potential relevance to User Modelling 

MARIA XML is quite relevant to User Modelling as: 

 It supports dynamic generation of user interfaces adapted to different devices. 

 It is strongly-related to ConcurTaskTrees (CTT), which is a very popular ap-

proach for task models development. If a web service is considered as a sys-

tem task (a task whose performance is entirely allocated to the application), a 

corresponding task model (as a workflow describing the functionality of the 

web service) expressed in CTT can be developed. Once the task model has 

been obtained, it is possible to generate the various UI descriptions in a top-

down manner, and then refine them up to the implementation, by using the 

MARIA tool. 

 It provides meta-models that describe in detail the design of the user inter-

faces. 

 

2.1.1.6 W3C Delivery Context Ontology 

The Delivery Context Ontology provides a formal model of the characteristics of the 

environment in which devices interact with the Web or other services. The Delivery 
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Context includes the characteristics of the Device, the software used to access the ser-

vice and the Network providing the connection among others. 

The Delivery Context is an important source of information that can be exploited to cre-

ate context-aware applications, thus providing a compelling user experience. 

The ontology is formally specified in the Web Ontology Language (OWL). This docu-

ment describes the ontology and gives details of each term that it contains. 

The normative definition of the ontology terms is generated automatically from the 

OWL file. 

Standard’s potential relevance to User Modelling 

W3C Delivery Context Ontology is very relevant to User Modelling as: 

 It can be used to adapt web content & applications to make them useable on 

a wide range of different devices (including assistive devices) with different 

capabilities. 

 The Ontology represents a normative, common understanding about the De-

livery Context. As such it can be used as a normative reference to create 

specific vocabularies, while at the same time enabling the interoperability be-

tween them. 

 The Delivery Context Ontology itself constitutes a vocabulary of terms and 

can be used in conjunction with generic APIs for retrieving Context Proper-

ties, such as DCCI1. 

 VICON: the ontologies developed within this standard are relevant to the 

goals of VICON as they can be partially used to create a vocabulary for the 

VICON user model  

 MyUI: the vocabulary of terms included in this standard might be used to ex-

tend the existing MyUI model with regard to the incorporation of additional in-

put devices. 

 

2.1.1.7 W3C Composite Capability/Preference Profiles (CC/PP) 

A CC/PP profile is a description of device capabilities and user preferences that can be 

used to guide the adaptation of content presented to that device. "profile" does not re-

fer to a subset of a particular specification, for example the CSS Mobile profile, but re-

fers to the document(s) exchanged between devices that describe the capabilities of a 

device. 

As the number and variety of devices connected to the Internet grow, there is a corre-

sponding increase in the need to deliver content that is tailored to the capabilities of 

                                                
1
 http://www.w3.org/TR/2007/CR-DPF-20071221/ 
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different devices. Some limited techniques, such as HTTP 'accept' headers and HTML 

'alt=' attributes, already exist. As part of a framework for content adaptation and contex-

tualization, a general purpose profile format is required that can describe the capabili-

ties of a user agent and preferences of its user. CC/PP is designed to be such a for-

mat. 

CC/PP is based on RDF, the Resource Description Framework, which was designed 

by the W3C as a general purpose metadata description language. RDF provides the 

framework with the basic tools for both vocabulary extensibility, via XML namespaces, 

and interoperability. RDF is a standard format for data interchange on the Web. There 

is a specification that describes the complete semantics of RDF, as well as of the RDF 

Schema description language. RDF can be serialized into XML using the RDF/XML 

format as defined in RDFXML. This serialization is used in this document, although 

other serializations of RDF could be permissible (like Turtle).  

A CC/PP profile contains a number of CC/PP attribute names and associated values 

that are used by a server to determine the most appropriate form of a resource to de-

liver to a client. It is structured to allow a client to describe its capabilities by reference 

to a standard profile, accessible to an origin server or other sender of resource data, 

and a smaller set of features that are in addition to or different than the standard profile. 

A set of CC/PP attribute names, permissible values and associated meanings consti-

tute a CC/PP vocabulary. 

Some information contained in a profile may be sensitive, and adequate trust and secu-

rity mechanisms must be deployed to protect users' privacy. As a part of a wider appli-

cation, CC/PP cannot fully cover such issues, but is intended to be used in conjunction 

with appropriate mechanisms.  

It is anticipated that different applications will use different vocabularies; indeed this is 

needed if application-specific properties are to be represented within the CC/PP 

framework. But for different applications to work together, some common vocabulary, 

or a method to convert between different vocabularies, is needed. (XML namespaces 

can ensure that different applications' names do not clash, but does not provide a 

common basis for exchanging information between different applications.) Any vocabu-

lary that relates to the structure of a CC/PP 2.0 profile must follow this specification.  

CC/PP 2.0 is designed to be broadly compatible with the UAProf 2 specification from 

the OMA (formerly known as WAP Forum), in the same way CC/PP 1.0 used to ac-

commodate UAProf 1.0 profiles. 

CC/PP is compatible with IETF media feature sets (CONNEG) [87] in the sense that all 

media feature tags and values can be expressed in CC/PP. However, not all CC/PP 

profiles can be expressed as media feature tags and values, and CC/PP does not at-

tempt to express relationships between attributes. 

Standard’s potential relevance to User Modelling 

W3C CC/PP is very relevant to User Modelling as: 
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 It provides a description of device capabilities and user preferences based on 

RDF that can be used to guide the adaptation of content presented to the 

specific device. 

 VICON: could utilise this standard for describing the device capabilities, which 

will be simulated in the target VICON platform. 

 

2.1.1.8 The Universal Remote Console - URC Standard (ISO/IEC 24752) 

[102] The goal of URC technology is to allow any device or service to be accessed and 

manipulated by any controller. Users can then select a user interface that fits their 

needs and preferences, using input and output modalities, and interaction mechanisms 

that they are familiar with and work well with them. In the following, we refer to the de-

vices and services that are to be controlled as targets, and to the controller devices and 

their user interfaces as URCs. 

To enable URCs to control a target without any prior knowledge of each other some 

"common understandings" need to be in place. 

The first part of ISO/IEC 24752, Part 1: Framework, defines the components of the 

URC framework and specifies the "common understandings" between them as confor-

mance requirements, stated in terms of high-level interaction. A key part of this interac-

tion is the sharing of control and access information through XML documents. 

ISO/IEC 24752 does not determine a specific networking protocol between a URC and 

a target. It only defines requirements for such a networking platform. The idea is that 

the URC related interaction could be implemented on top of existing networking plat-

forms that support device discovery, control and eventing — such as UPnP (universal 

plug and play), Web services, HomePlug, etc. 

You can run a URC environment at home and use pluggable user interfaces and simi-

lar resources in a constrained environment such as a local network. However, the real 

power of the URC framework unfolds if applied to a global ecosystem. 

In such a scenario, different parties contribute the different parts necessary to build 

flexible user interfaces: providers of devices and services, providers of network ser-

vices, providers of controllers, providers of pluggable user interfaces, and the users. 

A key component of the URC ecosystem is the resource server, which acts as a mar-

ketplace for sharing various resources enabling personalized and pluggable user inter-

faces. Currently, a pilot resource server is being operated by dot UI (http://dotui.com). 

Standard’s potential relevance to User Modelling 

URC Standard (ISO/IEC 24752) is very relevant to User Modelling as: 

 It provides a description of personalized access to different devices per re-
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mote control standard 

 VICON: In VICON we aim at the simulation of the access of several equip-

ment e.g. washing machines and mobile devices, here we could consider us-

ing this standard for user access per remote control to these devices.  

 

2.1.1.9 IMS Access For All Personal Needs and Preferences Description for 

Digital Delivery Information Model 

This part of the Access For All Specification provides a common information model for 

describing the learner or user needs and preferences when accessing digitally deliv-

ered resources or services. This description is one side of a pair of descriptions used in 

matching user needs and preferences with digital delivery.  This model divides the per-

sonal needs and preferences of the learner or user into three categories: 

a) Display: how resources are to be presented and structured; 

b) Control: how resources are to be controlled and operated; and, 

c) Content: what supplementary or alternative resources are to be supplied. 

This part of the Access For All Specification is intended to meet the needs of learners 

with disabilities and of anyone in a disabling context. 

The purpose of this part of Access For All Specification is to provide a machine-

readable method of stating user needs and preferences with respect to digitally based 

education or learning. This part of Access For All Specification can be used independ-

ently, for example to deliver the required or desired user interface to the learner/user, 

or in combination with Access For All Specification Digital Resource Description to de-

liver digital resources that meet a user‘s needs and preferences. 

This document is based upon the original ISO/IEC 24751-1:2008 Information technol-

ogy — Individualized adaptability and accessibility in e-learning, education and training 

— Part 2: “Access For All Personal Needs and Preferences for Digital Delivery”.  The 

ISO/IEC 24751-1:2008 document was a further development of the original IMS GLC 

Access For All Learner Information Package Specification, July 2003.  

 

Standard’s potential relevance to User Modelling 

IMS Access For All Personal Needs and Preferences Description for Digital Delivery 

Information Model is very relevant to User Modelling as: 

 It provides a machine-readable method of stating user needs and preferences 

with respect to digitally based education or learning. 
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2.1.1.10 ETSI EG 202 116; Human Factors (HF); Guidelines for ICT prod-

ucts and services; "Design for All" 

ETSI EG 202 116 provides guidance to Information and Communication Technology 

(ICT) product and service designers on Human Factors issues, good Human Factors 

design practice, and relevant international and national standards. In particular, it aims 

to help designers to maximize the level of usability of products and services by provid-

ing a comprehensive set of Human Factors design guidelines. 

The guidelines are intended to encourage a "Design for All" approach so as to make 

products and services accessible to as many people as possible, including elderly peo-

ple and persons with disabilities, without the need for adaptation or specialized design. 

―ETSI EG 202 116‖ is applicable to ICT products with a user interface that are connect-

able to all kinds of fixed and mobile telecommunications networks. This includes prod-

ucts such as telephones, Multimedia terminals, Personal digital Assistants (PDAs) and 

services such as e-mail, Short Message Services (SMS) and voice messaging. It is ap-

plicable to public and private access devices and services. 

Standard’s potential relevance to User Modelling 

ETSI EG 202 116 is very relevant to User Modelling as: 

 Provides guidelines to make products and services accessible to as many 

people as possible, including elderly people and persons with disabilities, 

without the need for adaptation or specialized design. 

 Describes user characteristics, including sensory, physical and cognitive abili-

ties. 

 Describes how user abilities are changing over years. 

 Provides recommendations concerning assistive technologies.  

 Provides recommendations concerning UI design. 

 

2.1.1.11 ETSI TR 102 068; Human Factors (HF); Requirements for assis-

tive technology devices in ICT 

―ETSI TR 102 068‖ provides guidance on the needs of older and disabled people for 

assistive technology devices and the requirements for the interconnection of such de-

vices to Information and Communications Technologies (ICT) systems. The report con-

siders devices for user interface input (e.g. keyboards) and output (e.g. display content) 

as well as speech and video transmission. It reviews available transmission technolo-

gies (e.g. Bluetooth and DECT) and requirements for transmission protocols. 

It is applicable to assistive technology devices and information and communication de-

vices which have an interface for communicating with a user. 
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Standard’s potential relevance to User Modelling 

ETSI TR 102 068 is very relevant to User Modelling as: 

 It describes user sensory, physical and cognitive disabilities and correlates 

them with assistive devices. 

2.1.1.12 EG 202 325 - Human Factors (HF); User Profile Management 

ETSI EG 202 325 provides guidelines relevant to users' needs to manage their profiles 

for personalisation of services and terminals. Effective user profile management will be 

critical to the uptake and success of new and advanced communication services and it 

is therefore important to focus on the users' requirements in this area. 

Key areas that are addressed in ETSI EG 202 325 are: 

 the user profile concept 

 the benefits of user profiles to different parties 

 scenarios in which user profiles bring benefits 

 administering profiles that reflect users' lifestyles and situations 

 administering automatic activation of user profiles 

 optimizing the presentation of user profile management guidelines to enable 

easier compliant product development. 

Profile solutions considered to be within the scope of ETSI EG 202 325: 

 that are provided for the primary benefit of the user; 

 where the user has rights to modify the majority of the profile contents; 

 where the user has the right to accept or reject proposed changes to the profile. 

"User Profiling" is not within the scope of ETSI EG 202 325. "User Profiling" employs 

profiles: 

 that are created and owned by other parties, invisible to the user, to enable the 

other parties to tailor the services they offer to a user 

 where the user is given little or no opportunity to check, modify or reject 

changes made to the profile 

 based on the background collection of information about users derived from 

their actions. 
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Standard’s potential relevance to User Modelling 

ETSI EG 202 325 is pretty relevant to User Modelling as: 

 It provides guidelines relevant to users' needs to manage their profiles for 

personalisation of services and terminals. The described guidelines take also 

into account elderly people and persons with disabilities. 

 

2.1.1.13 BS EN 1332-4:2007 (Identification card systems. Man-machine 

interface. Coding of user requirements for people with special needs) 

This European Standard defines the data objects to be stored within an integrated cir-

cuit(s) card and exchanged in order to enable integrated circuit(s) card accepting ter-

minals to identify specific user interface preferences. The preference information may 

be used by terminals to configure appropriate methods of communicating with the user 

during a transaction process. 

Formats and detailed definitions of single data objects are specified, however, the ex-

act method of storage of data within the integrated circuit(s) card is outside the scope 

of this European Standard. 

BS EN 1332-4:2007 is applicable to the scenario where the cardholder operates the 

card accepting equipment (e.g. a cash dispenser, ticket machine, vending machine) 

and to integrated circuit(s) cards conforming to ISO/IEC 7816-4 and ISO/IEC 7816-6 

and personalised to the individual cardholder. 

Standard’s potential relevance to User Modelling 

BS EN 1332-4:2007 is pretty relevant to User Modelling as: 

 It provides a set of detailed definitions of user needs (such as preferred 

speech output rate, requirement for specific type of fonts, etc.), including peo-

ple with special needs, for example the aged, minors, people with disabilities, 

those with learning difficulties, first time users, those not conversant with the 

local language. 

 

2.1.1.14 ISO 11228-2:2007 (Ergonomics -- Manual handling -- Part 2: 

Pushing and pulling) 

This part of ISO 11228 gives the recommended limits for whole-body pushing and pull-

ing. It provides guidance on the assessment of risk factors considered important to 

manual pushing and pulling, allowing the health risks for the working population to be 

evaluated. The recommendations apply to the healthy adult working population and 

provide reasonable protection to the majority of this population. These guidelines are 

based on experimental studies of push/pull tasks and associated levels of muscu-

loskeletal loading, discomfort/pain, and endurance/fatigue. 
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Pushing and pulling, as defined in this part of ISO 11228, is restricted to the following: 

 whole-body force exertions (i.e. while standing/walking); 

 actions performed by one person (handling by two or more people is not part of 

the assessment); 

 forces applied by two hands; 

 forces used to move or restrain an object; 

 forces applied in a smooth and controlled way; 

 forces applied without the use of external support(s); 

 forces applied on objects located in front of the operator; 

 forces applied in an upright position (not sitting). 

This part of ISO 11228 is intended to provide information for designers, employers, 

employees and others involved in the design or redesign of work, tasks, products and 

work organization. 

Standard’s potential relevance to User Modelling 

ISO 11228-2:2007 is very relevant to User Modelling as: 

 It provides a detailed comparative analysis concerning manual push-

ing/pulling resulting to recommendations for the healthy adult working popula-

tion, which provide reasonable protection to the majority of this population. 

This information is extremely useful when there is need for the development 

of User Models representing the majority of a population. 

 

2.1.1.15 ISO/DIS 24502 (Ergonomics -- Accessible design -- Specification 

of age-related relative luminance in visual signs and displays) 

ISO/DIS 24502 specifies age-related luminance contrast of any two lights of different 

colour seen by a person at any age by taking into account the age-related change of 

spectral luminous efficiency of the eye. 

This international standard provides a basic method that is applied to the design of vis-

ual signs and displays. It applies to lights seen under moderately bright visual environ-

ment called photopic vision and whose spectral radiance is known or measurable. It 

does not apply to lights seen under darker environment called mesopic or scotopic vi-

sion. 

ISO/DIS 24502 specifies the luminance contrast for people ranged in age from 10 to 70 

years old who have had no medical treatment or surgery on their eyes that may affect 

their spectral luminous efficiency. 
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ISO/DIS 24502 does not apply to visual signs and displays seen by people with colour 

defects whose spectral luminous efficiency is different from those with normal colour 

vision. 

This standard is under development. 

Standard’s potential relevance to User Modelling 

ISO/DIS 24502 is quite relevant to User Modelling as: 

 It provides a comparative analysis concerning the age-related spectral lumin-

ous efficiency (age is defined in decade). This information is pretty useful 

when there is need for the development of User Models representing a popu-

lation group of specific age. 

 

2.1.1.16 XPDL (version 2.1) 

XPDL is the Serialization Format for BPMN (Business Process Modeling Notation). 

BPMN is a visual process notation standard from the OMG (Object Management 

Group), endorsed by WfMC (Workflow Management Coalition), and broadly adopted 

across the industry. But the BPMN standard defines only the look of how the process 

definition is displayed on the screen. How you store and interchange those process 

definitions is outside the scope of the standard, and this is where XPDL comes in. 

XPDL provides a file format that supports every aspect of the BPMN process definition 

notation including graphical descriptions of the diagram, as well as executable proper-

ties used at run time. With XPDL, a product can write out a process definition with full 

fidelity, and another product can read it in and reproduce the same diagram that was 

sent. 

 

Standard’s potential relevance to User Modelling 

XPDL is quite relevant to User Modelling as: 

 It provides a file format that supports every aspect of the BPMN process defi-

nition notation including graphical descriptions of the diagram, as well as ex-

ecutable properties used at run time. Consequently, it can describe the user 

tasks represented using BPMN. 

 

2.1.1.17 WHO – International Classification of Functioning, Disability and 

Health (ICF) 

The International Classification of Functioning, Disability and Health, known more 

commonly as ICF, is a classification of health and health-related domains. These do-

mains are classified from body, individual and societal perspectives by means of two 

lists: a list of body functions and structure, and a list of domains of activity and partici-
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pation. Since an individual‘s functioning and disability occurs in a context, the ICF also 

includes a list of environmental factors. 

The ICF is WHO's framework for measuring health and disability at both individual and 

population levels. The ICF was officially endorsed by all 191 WHO Member States in 

the Fifty-fourth World Health Assembly on 22 May 2001(resolution WHA 54.21). Unlike 

its predecessor, which was endorsed for field trail purposes only, the ICF was en-

dorsed for use in Member States as the international standard to describe and meas-

ure health and disability. 

The ICF puts the notions of ‗health‘ and ‗disability‘ in a new light. It acknowledges that 

every human being can experience a decrement in health and thereby experience 

some degree of disability. Disability is not something that only happens to a minority of 

humanity. The ICF thus ‗mainstreams‘ the experience of disability and recognises it as 

a universal human experience. By shifting the focus from cause to impact it places all 

health conditions on an equal footing allowing them to be compared using a common 

metric – the ruler of health and disability. Furthermore ICF takes into account the social 

aspects of disability and does not see disability only as a 'medical' or 'biological' dys-

function. By including Contextual Factors, in which environmental factors are listed ICF 

allows to records the impact of the environment on the person's functioning. 

Standard’s potential relevance to User Modelling 

WHO ICF is quite relevant to User Modelling as: 

 It provides classifications related to body functions and structure, and a list of 

domains of activity. Since an individual‘s functioning and disability occurs in a 

context, the ICF also includes a list of environmental factors. 

 VICON: in VICON we define user abilities according to the classifications of 

the WHO ICF standard. 

 MyUI: This standard provides the base for the MyUI user modelling approach. 

 

2.1.1.18 WHO - International Classification of Diseases (ICD) 

ICD-10 was endorsed by the Forty-third World Health Assembly in May 1990 and came 

into use in WHO Member States as from 1994. The classification is the latest in a se-

ries which has its origins in the 1850s. The first edition, known as the International List 

of Causes of Death, was adopted by the International Statistical Institute in 1893. WHO 

took over the responsibility for the ICD at its creation in 1948 when the Sixth Revision, 

which included causes of morbidity for the first time, was published. The World Health 

Assembly adopted in 1967 the WHO Nomenclature Regulations that stipulate use of 

ICD in its most current revision for mortality and morbidity statistics by all Member 

States. 

The ICD is the international standard diagnostic classification for all general epidemiol-

ogical, many health management purposes and clinical use. These include the analysis 
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of the general health situation of population groups and monitoring of the incidence and 

prevalence of diseases and other health problems in relation to other variables such as 

the characteristics and circumstances of the individuals affected, reimbursement, re-

source allocation, quality and guidelines. 

It is used to classify diseases and other health problems recorded on many types of 

health and vital records including death certificates and health records. In addition to 

enabling the storage and retrieval of diagnostic information for clinical, epidemiological 

and quality purposes, these records also provide the basis for the compilation of na-

tional mortality and morbidity statistics by WHO Member States. 

Standard’s potential relevance to User Modelling 

WHO ICD is quite relevant to User Modelling as: 

 It provides classifications of diseases and other health problems and it is the 

international standard diagnostic classification for all general epidemiological, 

many health management purposes and clinical use.  

 

2.1.1.19 Foundational Model of Anatomy ontology (FMA)2 

The Foundational Model of Anatomy Ontology (FMA) is an evolving computer-based 

knowledge source for biomedical informatics; it is concerned with the representation of 

classes or types and relationships necessary for the symbolic representation of the 

phenotypic structure of the human body in a form that is understandable to humans 

and is also navigable, parse-able and interpretable by machine-based systems. Specif-

ically, the FMA is a domain ontology that represents a coherent body of explicit declar-

ative knowledge about human anatomy. Its ontological framework can be applied and 

extended to all other species. 

Standard’s potential relevance to User Modelling 

FMA is quite relevant to User Modelling as: 

 It is a knowledge source for the building of human body models, which are 

necessary in our context for building of personas.  

 

2.1.1.20 ISO/IEC 19774 — Humanoid Animation (H-Anim)3 

With the increased interest in 3D graphics over the past decade there has also been a 

steady emergence of character modeling software to create and animate 3D human 

figures.  During the same period a number of systems have also been developed for 

tracking the motions of a "real world" human being.  The prevalent obstacle encoun-

tered when using multiple of these software packages and systems is in the area of 

                                                
2
  http://sig.biostr.washington.edu/projects/fm/AboutFM.html 

3
  http://h-anim.org/Specifications/H-Anim200x/ISO_IEC_FCD_19774 
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information exchange.  The lack of a standardized skeletal system within this communi-

ty often forces animation houses and motion capture studios to develop their own pro-

prietary solutions to help smooth the transitions between the systems and software 

they want to use. 

This International Standard specifies H-Anim, an abstract representation for modeling 

three dimensional human figures. This International Standard describes a standard 

way of representing humanoids that, when followed, will allow human figures created 

with modeling tools from one vendor to be animated using motion capture data and 

animation tools from another vendor 

Standard’s potential relevance to User Modelling 

ISO/IEC 19774 — Humanoid Animation is quite relevant to User Modelling as: 

 It provides an abstract representation for modeling three dimensional human 

figures, this can be utilized for building of 3D personas. 

 

2.1.1.21 Anthropometric data out of measurement - ANSUR4 

This is an anthropometric model out of results of an anthropometric survey of the US 

Army personnel, which are presented in this report in the form of summary statistics, 

percentile data and frequency distributions. 

These anthropometric data are presented for a subset of personnel (1774 men and 

2208 women) sampled to match the proportions of age categories and racial/ethnic 

groups found in the active duty Army of June 1988. Dimensions given in this report in-

clude 132 standard measurements made in the course of the survey, 60 derived di-

mensions calculated largely by adding and subtracting standard measurement data, 

and 48 head and face dimensions reported in traditional linear terms but collected by 

means of an automated headboard designed to obtain three-dimensional data. Mea-

surement descriptions, visual indices and a glossary of terms are included to help iden-

tify and locate dimensions.) Descriptions of the procedures and techniques used in this 

survey are also appearing in this report. These include explanations of the complex 

sampling plan, computer editing procedures, and strategies for minimizing observer 

error. 

Standard’s potential relevance to User Modelling 

Anthropometric data out of measurement  - ANSUR is quite relevant to User Model-

ling as: 

 It provides measurements of the human body, which could be used to build 

persons and to conduct simulations as required in our context. 

 VICON: the data gathered in this database lies the foundation for creating 

                                                
4
  http://mreed.umtri.umich.edu/mreed/downloads/anthro/ansur/Gordon_1989.pdf 

http://mreed.umtri.umich.edu/mreed/downloads/anthro/ansur/Gordon_1989.pdf
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user profiles for the simulation in virtual environments, 

 

2.1.1.22 Rapid Upper Limb Analysis (RULA) 

The Rapid Upper Limb Assessment or RULA method has been developed by Dr. Lynn 

McAtamney and Professor E. Nigel Corlett, ergonomists at the University of Notting-

ham in England. The Rapid Upper Limb Assessment (RULA) Analysis can be used to 

analyze many facets of a personas posture based on a combination of automatically 

detected variables and user data. Using data derived from the RULA equations, this 

analysis: 

 Considers multiple variables such as object weight, lifting distance, lowering 

distance, task frequency and action duration. 

 Gives the option of adding task-specific variables such as whether the persona 

is externally supported, if the persona's arms are working across the midline of 

the body during a task, and whether the persona's feet are balanced and well 

supported. 

 Provides a quantified set of results noting whether the task and posture are 

acceptable, should be investigated further, should be investigated further but 

changed soon, or should be investigated further but changed immediately. 

With the RULA Analysis you can optimize persona posture in the context of a manual 

task and therefore design better, and more widely accepted, products and workplaces. 

Standard’s potential relevance to User Modelling 

Rapid Upper Limb Analysis is quite relevant to User Modelling as: 

 It provides equations, which could be used to analyze the performance of the 

upper limps of a persona by assessments based on observations and 

annotations. 

 VICON: the RULA algorithms are very important for the simulation of users in 

virtual environments especially grasping of things. 

 

2.1.1.23 Rapid Entire Body Assessment (REBA) 

REBA is a postural analysis technique, very similar to RULA (explained in the previous 

paragraph). More technical notes could be founded in [45]. 

Comparing with RULA, REBA incorporates dynamic and static postural loading factors, 

humanload interface (coupling) and a new concept of gravity-assisted upper limb posi-

tion. The procedure to compute a score for the discomfort assessment is very similar to 

the method. 
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Standard’s potential relevance to User Modelling 

REBA is quite relevant to User Modelling as: 

 It provides a scoring system for muscle activity caused by static, dynamic, 

rapid changing or unstable postures. 

 

2.1.1.24 Loading on the Upper Body Assessment (LUBA) 

Another type of assessment of the postural discomfort is LUBA (postural Loading on 

the Upper Body Assessment) [56]. 

The computing of the index is based on an objective evaluation of the discomfort that a 

specific posture causes. The outcome of this procedure is the maximum time during 

which a person could maintain the considered posture. 

Standard’s potential relevance to User Modelling 

LUBA is quite relevant to User Modelling as: 

 It provides a scoring system which enables the quantitative evaluation of 

postural stresses for varying postures. 

 

2.1.1.25 Ovako Working-postures Analysis System (OWAS) 

This procedure allows checking the dangerous phases for the musculoskeletal system 

in a specific production cycle. It permits also the quantification of the risk level (accord-

ing to a defined scale). 

This is an observational method. Due to this fact the application of the procedure is 

quite immediate [101]. 

Standard’s potential relevance to User Modelling 

OWAS is quite relevant to User Modelling as: 

 It enables the acquisition of both ergonomic and yield information and the 

assessment of data in terms of working activity, job phase or single operator. 

 

2.1.1.26 SNOOK equations 

The SNOOK equations can be used to help to optimize manual tasks for our target 

population and design better, and more widely accepted, products and workplaces. 

Carrying Analysis   
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Based on the SNOOK tables, this analysis of the persona carrying an object based on 

variables such as weight, distance, frequency and duration. 

The SNOOK Carrying Analysis can be used to analyze many facets of manual tasks 

that contain carrying movements. Using data derived from the internationally accepted 

SNOOK tables, this analysis: 

• Considers multiple variables such as object weight, carrying distance, 

frequency and duration 

• Provides a review of percentage age of population that can fulfill the task 

 

Lifting and Lowering Analysis: SNOOK 

These equations provide an analysis of the persona lifting and lowering an object 

based on variables such as weight, distance, frequency and duration. This analysis 

uses usually data derived from the SNOOK tables. 

The SNOOK Lifting and Lowering Analysis can be used to analyze many facets of 

manual tasks that contain lifting and lowering movements. Using data derived from the 

internationally accepted SNOOK tables, this analysis should: 

• Consider variables such as weight, lifting and lowering distance, task frequency 

and duration 

• Provide a review of a percentage of population that can fulfil the task 

• Use an Initial and Final posture to determine the effort required with performing 

the task 

Pushing and Pulling Analysis: SNOOK 

Using data derived from the SNOOK equations, this is an analysis of the personas 

pushing and pulling an object based on variables such as weight, distance, frequency 

and duration. 

Based on internationally accepted data, the SNOOK Pushing and Pulling Analyses 

analyzes many facets of manual tasks that contain two-handed pushing and pulling 

movements. Using data derived from the SNOOK tables, this analysis should: 

 Consider variables such as object weight, pushing and pulling distance, 

frequency and duration 

 Provide a review of %'age of population that can fulfill the task 
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 Provide a recommendation for maximum load during a specific taskLifting and 

Lowering Analysis: NIOSH 915 

 Using data derived from the NIOSH 91 tables, this is an analysis of the persona 

lifting and lowering an object based on variables such as weight, distance, 

frequency, grasp quality, and duration. 

Use the NIOSH 91 Lifting and Lowering Analyses to analyze many facets of manual 

tasks that contain lifting and lowering movements. Based on internationally accepted 

data and using data from the NIOSH 91 tables, this lifting and lower analysis: 

• Considers variables such as object weight, lifting/lowering distance, frequency 

and duration 

• Provides a review of %'age of population that can fulfill the task 

• Uses Initial and Final Postures to determine the effort associated with 

performing the lifting/lowering task 

 

Use the NIOSH 91 Lifting and Lowering Analysis to help optimize manual tasks for a 

target population and therefore design better, and more widely accepted, products and 

workplaces. 

 

 

 

 

Standard’s potential relevance to User Modelling 

SNOOK equations are quite relevant to User Modelling as: 

 They provide equations, which could be used to analyze the performance of 

many tasks performed by a persona like lifting, lowering and carrying of ob-

jects. It can be used for assessments based on observations and annotations. 

 VICON: These algorithms are necessary for the simulation of carrying and 

lifting of things. 

 

                                                
5
  http://www.purdue.edu/rem/injury/Lifting/LP5360-

1991RevisedNIOSHLiftingEquation.pdf 
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2.1.1.27 ISO/FDIS 9241-129:2010(E); Ergonomics of human-system inter-

action – Part 129: Guidance on software individualization 

The ISO/FDIS 9241-129:2010(E) aims to provide guidance on the application of soft-

ware individualization in order to achieve as high a level of usability as possible includ-

ing recommendations on where individualization might be appropriate or inappropriate, 

and how to apply individualization. Individualization refers to modifications that are 

achievable without reprogramming the application, because individualization capabili-

ties have already been built into the application. 

Individualization involves modifying the behaviour of the interactive system and the 

presentation of its user interface elements, prior to use or while it is in use, to better 

meet characteristics of its context of use for an individual or a group of users.  

The capability to individualize should be built into an application in response to the 

identification of user requirements, i.e. different users can have different needs and/or 

individual users can have different needs at different times. 

When a single design solution is not sufficiently usable individualization capabilities 
may be provided to accommodate one or more of the following: 
 

 Variation in user characteristics 

 Different user needs and goals 

 Variation in task characteristics 

 Different equipment used by a single user 

 Different environments experienced by a single user 

 
NOTE: The existence of variability in these factors is not usually sufficient to justify 

providing individualization without objective data that suggest that individu-
alization will result in the improvement of usability. 

This part of ISO 9241 deals only with individualization within the context of designing a 

complete software system. It is intended to be used with ISO 9241-110 and any other 

parts in the ISO 9241 series applicable to the design of the intended system. Some of 

its guidance can also be applied to hardware user interfaces and user interfaces that 

combine software and hardware.  

Standard’s potential relevance to User Modelling 

ISO/FDIS 9241-129:2010(E) is relevant to User Modelling as: 

 It provides guidance on individualization of interface components and interac-

tion activities. 
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2.1.1.28 EMMA: Extensible MultiModal Annotation Markup Language 

EMMA is part of a set of specifications for multimodal systems endorsed by the W3C 

through their recommendation in February 2009 (http://www.w3.org/TR/emma/); and 

proposed for the W3C Multimodal Interaction Framework (http://www.w3.org/TR/mmi-

framework/). 

An XML markup language is provided by EMMA in order to contain and annotate the 

semantic interpretation of user input gained from various input channels. Annotations 

and interpretations of user input are supported by a set of elements and attributes.   

This standard data interchange format is primarily to be used between the components 

of a multimodal system, especially those responsible for interpretation and integration 

of user‘s input. 

 

Generally, an EMMA document comprises  

 instance data: application specific input information 

 data model: usually defined by the application including content of an in-
stance and constraints on the structure 

 meta-data: annotations linked to the instance data; values are added at run-
time 

 

Standard’s potential relevance to User Modelling 

EMMA is quite relevant to User Modelling as: 

 It can be used to represent information automatically extracted from a user's 

input by an interpretation component. 

 It could be also chosen as a basis for a general semantic result that is carried 

along and filled out during each stage of processing. 

 Future systems might use it to convey abstract semantic content to be ren-

dered into natural language. 

 

2.1.2 Standards Related to User Modelling - Comparison 

A comparative review of the before-mentioned standards has been performed in order 

to understand their similarities and differences and also to examine their potential use 

in the user modelling procedures of the cluster projects. Table 1 presents a comparison 

of the standards cited in section 2.1.1, according to the following dimensions:  

 Focus on accessibility: indicates if the standard focuses on people with special 
needs (provides guidelines for developing accessible products/services, ana-
lyzes special needs of people with disabilities, etc.). 

 Tasks support: indicates if the standard introduces new task models or includes 
guidelines for developing task models. 

http://www.w3.org/TR/emma/
http://www.w3.org/TR/mmi-framework/
http://www.w3.org/TR/mmi-framework/
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 Workflows support: indicates if the standard introduces new workflow models or 
includes guidelines for developing workflows. 

 Description of user needs/preferences: indicates if the standard describes user 
needs/preferences using models (meta-models, ontology-schema, UML class 
diagrams, etc.) or includes guidelines for covering user needs/preferences dur-
ing products and services design and development. User needs/preferences in-
clude: 

o General interaction preferences 
o Interaction modality preferences 
o Multicultural aspects 
o Visual preferences 
o Audio preferences 
o Tactile/haptic related preferences 
o Date and time preferences 
o Notifications and alerts 
o Connectivity preferences 

 Description of device characteristics: indicates if the standard describes device 
characteristics or provides guidelines to be followed during the design and de-
velopment of input/output devices. 

 Description of user characteristics: indicates if the standard describes user 
characteristics including sensory abilities (seeing, hearing, touch, taste, smell, 
balance, etc.), physical abilities (speech, dexterity, manipulation, mobility, 
strength, endurance, etc.) and cognitive abilities (intellect, memory, language, 
literacy, etc.). A standard may include definitions of user characteristics, 
changes of these characteristics with age, analysis of user populations and their 
characteristics, etc. 

 UI definition support: indicates if the standard provides guidelines for develop-
ing user interfaces or introduces a language for defining user interfaces. 

 Guidelines: indicates if the standard provides guidelines/recommendations that 
have to be followed by designers and developers of products and services. 

 Implementation: indicates if the standard provides meta-models, UML dia-
grams, ontology schemas, XML schemas, and machine-readable formats in 
general.  
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Standard 
Focus on 

accessibility 

Tasks 

support 

Workflows 

support 

Description 

of user 

needs/ 

preferences 

Description of 

device charac-

teristics 

Description of 

user characte-

ristics (physi-

cal, cognitive, 

etc.) 

UI defini-

tion sup-

port 

Guidelines 
Implementation 

details 

ETSI TS 102 747          

ETSI ES 202 746          
ISO/IEC 24751-1:2008 

         
ISO/IEC 24751-2:2008 

         
MARIA XML 

       
(Multimodal) 

  

W3C Delivery Context 

Ontology 
         

W3C CC/PP          
URC Standard 

(ISO/IEC 24752)          

IMS Access For All 

Personal Needs and 

Preferences Description 

for Digital Delivery 

Information Model 

         

ETSI EG 202 116 

      
 

(Multimodal)   

ETSI TR 102 068          

ETSI EG 202 325 
 (limited)         

BS EN 1332-4:2007 
         

ISO 11228-2:2007          

ISO/DIS 24502          

XPDL 
         

WHO ICF 
         



VERITAS D1.6.4 PU Grant Agreement # 247765 
 

June 2011  33 CERTH/ITI 
 

Standard 
Focus on 

accessibility 

Tasks 

support 

Workflows 

support 

Description 

of user 

needs/ 

preferences 

Description of 

device charac-

teristics 

Description of 

user characte-

ristics (physi-

cal, cognitive, 

etc.) 

UI defini-

tion sup-

port 

Guidelines 
Implementation 

details 

WHO ICD          

FMA 
         

H-Anim 
         

ANSUR 
 

 
 

 
   

 
 

RULA 

         

REBA 

 
  

      

LUBA 

 
  

      

OWAS 

 
  

  
 

   

SNOOK 
         

ISO/FDIS 9241-

129:2010  
         

EMMA 
         

Table 1 Standards related to User Modelling – Comparison 
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2.2 User Interface Description Languages (UIDLs) 
A user interface description language (UIDL) consists of a specification language that 

describes various aspects of a user interface under development. In this section we 

present an overview of UIDLs that have been considered for different reasons: they are 

available for testing; they have been used in some development cases; they are widely 

used in general.  

UIDLs are very relevant to User Modelling as they provide a formal way of describing 

various aspects of User Interfaces and useful means for adaptation of User Interfaces 

according to user needs/preferences.  

2.2.1 UIDLs Overview 

2.2.1.1 DISL 

Dialog and Interface Specification Language (DISL) [89] is a user interface markup 

language (UIML) subset that extends the language in order to enable generic and mo-

dality independent dialog descriptions. Modifications to UIML mainly concerned the de-

scription of generic widgets and improvements to the behavioral aspects. Generic wid-

gets are introduced in order to separate the presentation from the structure and behav-

ior, i.e., mainly to separate user- and device-specific properties and modalities from a 

modalityindependent presentation. The use of generic widget attribute enables to as-

sign each widget to a particular type of functionality it ensures (e.g., command, variable 

field, text field, etc.). Further, a DISL rendering engine can use this information to cre-

ate interface components appropriated to the interaction modality (i.e., graphical, vocal) 

in which the widget will operate. The global DISL structure consists of an optional head 

element for Meta information and a collection of templates and interfaces from which 

one interface is considered to be active at one time. Interfaces are used to describe the 

dialog structure, style, and behavior, whereas templates only describe structure and 

style in order to be reusable by other dialog components. 

2.2.1.2 GIML 

The Generalized Interface Markup Language (GIML) is used for the generalized Inter-

face Toolkit (GITK) [62]. GIML is used in this context as an interface descriptor. 

Following the OMG principles of separation of concerns GIML splits functionality and 

presentation. While the functionality is preserved in GIML the UI is derived from 

XSL files, which come from user and system profiles. This information is merged with 

the functional descriptions by using XSLT to form a final interface description. The pro-

file data could come directly from a file system or from a remote profile server. GIML 

avoids the use of concepts such as "push-button", "scrollbar", whereas GIML uses 

terms such as "action", "data-entry/value- choice/single/limited". The goal is to use in-

terface patterns in the future. These media neutral identifiers are the foundation for an 

interface object hierarchy. 
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2.2.1.3 ISML 

Interface Specification Meta-Language (ISML) [26] was developed with the intention 

that metaphors (shared concepts between the user and the computer) be made explicit 

in design. ISML de-couples that metaphor model from any particular implementation, 

and express mappings between the concepts shared between the user and the sys-

tem. It provides a framework that supports mappings between both user-oriented mod-

els (such a task descriptions) and software architecture concerns (interactor defini-

tions). The ISML framework composites these concepts within five layers (devices, 

components, meta-objects, metaphor, interactors), using a variety of mappings to link 

them together. 

2.2.1.4 RIML 

Renderer-Independent Markup Language (RIML) [27] is a markup language based on 

W3C standards that allows document authoring in a device independent fashion. RIML 

is based on standards such as: XHMTL 2.0 and XFORMS. Special row and column 

structures are used in RIML to specify content adaptation. Their semantics is enhanced 

to cover pagination and layout directives in case pagination needs to be done. Due to 

the use of XForms, RIML is device independent and can be mapped into a XHTML 

specification according to the target device. RIML semantics is enhanced to cover 

pagination and layout directives in case pagination needs to be done, in this sense it 

was possible to specify how to display a sequence of elements of the UI. 

2.2.1.5 SeescoaXML 

Software Engineering for Embedded Systems using a Component-Oriented Approach 

(SeescoaXML) [65] consists of a suite of models and a mechanism to automatically 

produce different final UIs at runtime for different computing platforms, possibly 

equipped with different input/output devices offering various modalities (e.g. a joystick). 

This system is context-sensitive as it is expressed first in a modality-independent way, 

and then connected to a specialization for each specific platform. The context sensitiv-

ity of the UI is here focusing on computing platforms variations. An abstract UI is main-

tained that contains specifications for the different rendering mechanisms (presentation 

aspects) and their related behavior (dialog aspects). These specifications are written in 

an XMLcompliant UIDL that is then transformed into platform specific specifications us-

ing XSLT transformations. These specifications are then connected to a high-level de-

scription of input/output devices. The entry point of this forward engineering approach 

is therefore located at the level of Abstract UIs. 

2.2.1.6 SunML 

Simple Unified Natural Markup Language (SunML) [82] is an XML language to specify 

concrete user interfaces that can be mapped to different devices (PC, PDA, voice). The 

innovation of this language is the capacity to specify dynamically components. In 

SunML it is also possible to encapsulate the style and the content of each widget inde-

pendent of the others. Two different files are used for that purpose. Another interesting 

feature offered in SunML is widget composition. Some operators have been defined for 

that purpose: union (semantically-common widgets),    intersection, subtraction, substi-

tution, inclusion. Widgets Merging Language (WML) is the extension used for that pur-



VERITAS D1.6.4 PU Grant Agreement # 247765 
 

June 2011  36 CERTH/ITI 
 

pose. SunML presents a reduced set of elements that seems to be not enough, but the 

composition of widgets is used to specify more complex widgets. 

2.2.1.7 TeresaXML 

TeresaXML [79] is a UIDL for producing multiple final UIs for multiple computing plat-

forms at design time. They suggest starting with the task model of the system, then 

identifying the abstract UI specifications in terms of its static structure (the presentation 

model) and dynamic behavior (the dialog model): such abstract specifications are ex-

ploited to drive the implementation. This time, the translation from one context of use to 

another is operated at the highest level: task and concepts. This allows maximal flexi-

bility, to later support multiple variations of the task depending on constraints imposed 

by the context of use. Here again, the context of use is limited to computing platforms 

only. The whole process is defined for design time and not for runtime. For instance, 

there is no embarked model that will be used during the execution of the interactive 

system, contrarily to the SEESCOA approach [65]. At the AUI level, the tool provides 

designers with some assistance in refining the specifications for the different computing 

platforms considered. The AUI is described in terms of interactors that are in turn trans-

formed into Concrete Interaction Objects (CIOs) once a specific target has been se-

lected. 

2.2.1.8 UIML 

User Interface Markup Language (UIML) [1] is an XML-based language that provides: 

(1) a device-independent method to describe a UI, (2) a modality-independent method 

to specify a UI. UIML allows describing the appearance, the interaction and the con-

nection of the UI with the application logic. The following concepts underlie UIML:  

1. UIML is a meta-language: UIML defines a small set of tags (e.g., used to describe a 

part of a UI) that are modality-independent, target platform-independent (e.g., PC, 

phone) and target language-independent (e.g., Java, VoiceXML). The specification 

of a UI is done through a toolkit vocabulary that specifies a set of classes of parts 

and properties of the classes. Different groups of people can define different vo-

cabularies: one group might define a vocabulary whose classes have a 1-to-1 cor-

respondence to UI widgets in a particular language (e.g., Java Swing API), whereas 

another group might define a vocabulary whose classes match abstractions used 

by a UI designer 

2. UIML separates the elements of a UI and identifies: (a) which parts are composing 

the UI and the presentation style, (b) the content of each part (e.g., text, sounds, 

images) and binding of content to external resources, (c) the behavior of parts ex-

pressed as a set of rules with conditions and actions and (d) the definition of the 

vocabulary of part classes. 

3. UIML groups logically the UI in a tree of UI parts that changes over the lifetime of 

the interface. During the lifetime of a UI the initial tree of parts may dynamically 

change shape by adding or deleting parts. UIML provides elements to describe the 

initial tree structure and to dynamically modify the structure. 

4. UIML allows UI parts and part-trees to be packaged in templates: these templates 

may then be reused in various interface designs. 
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2.2.1.9 UsiXML 

USer Interface eXtensible Markup Language (UsiXML) [98] is structured according to 

different levels of abstraction defined by the Cameleon reference framework [22]. The 

framework represents a reference for classifying UIs supporting a target platform and a 

context of use, and enables to structure the development life cycle into four levels of 

abstraction: task and concepts, abstract UI (AUI), concrete UI (CUI) and final UI (FUI). 

Thus, the Task and Concepts level is computational-independent, the AUI level is mo-

dality-independent (In the cockpit it can be several physical, Vocal, GUI, Tactile) and 

the CUI level is toolkit independent. UsiXML relies on a transformational approach that 

progressively moves among levels to the FUI. The transformational methodology of 

UsiXML allows the modification of the development sub-steps, thus ensuring various 

alternatives for the existing sub-steps to be explored and/or expanded with new sub-

steps. UsiXML has a unique underlying abstract formalism represented under the form 

of a graph-based syntax. 

2.2.1.10 WSXL 

Web Service eXperience Language (WSXL) [7] [49] is designed to represent data, 

presentation and control. WSXL relies on existing standards; in particular, XML based 

standards such as XPath, XML Events, DOM, XForms and XLink as well as Web Ser-

vices standards such as SOAP, WSDL and WSFL. WSXL includes an extensible Adap-

tation Description Language where explicit locations of adaptation points, the permissi-

ble operations on adaptation points (e.g. insert, delete, modify), and the constraints on 

the contents of adaptation (e.g. via an XML Schema) can be specified. The Adaptation 

Description Language can be used during a post-processing step where the output of a 

WSXL component can be adapted independently without invoking the component. Fi-

nally, a WSXL collection provides an execution and management environment for 

WSXL components. It calls the lifecycle operations on WSXL components it instanti-

ates, and implements a set of interfaces and a processing model for use by WSXL 

components and objects external to the collection. An object implementing the WSXL 

collection interface need not be a WSXL component. The developer can create new 

and more abstract UI components. 

2.2.1.11 XICL 

The eXtensible user-Interface Markup Language (XICL) [39] is an easy way to develop 

User Interface Components to Browser-based software. New UI components are cre-

ated from HTML components and others XICL components. The XICL description is 

translated into DHTML code. An XICL documents is composed by a UI description 

composed by HTML or XICL elements and several components (Structure, Properties, 

Events and Methods. XICL is a language to UI development by specifying its structure 

and behavior in an abstract level than using only DHTML. It also promotes reuse and 

extensibility of user interface components. 

2.2.1.12 XIML 

The eXtensible Interface Markup Language (XIML) [29] [30], is a language developed 

by Redwhale Software, derived from XML and able to store the models developed in 

MIMIC [84]. MIMIC is a meta-language that structures and organizes interface models. 

It divides the interface into model components: user-task, presentation, domain, dialog, 
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user, and design models. The design model contains all the mappings between ele-

ments belonging to the other models. The XIML is thus the updated XML version of this 

previous language. The XIML language is mainly composed of four types of compo-

nents: models, elements, attributes, and relations between the elements. The presenta-

tion model is composed of several embedded elements, which correspond to the wid-

gets of the UI, and attributes of these elements representing their characteristics (color, 

size…). The relations at the presentation level are mainly the links between labels and 

the widgets that these labels describe. XIML supports design, operation, organization, 

and evaluation functions; it is able to relate the abstract and concrete data elements of 

an interface; and it enables knowledge-based systems to exploit the captured data. 

 

2.2.2 UIDLs Comparison 

A comparative review of some selected user interface description languages is pro-

duced in order to understand their scopes and their differences. Table 2 compares the 

properties of the different UIDLs according to the following criteria: 

 Models: This criterion gives the aspects of the UI that can be specified in the 
description of the UIs.  

o The task model is a description of the task to be accomplished by the 
user,  

o the domain model is a description of the objects the user manipulates, 
accesses or visualizes through the UIs,  

o the presentation model contains the static representation of the UI and  
o the dialog model holds the conversational aspect of the UI.   

 Tools: Some of the languages are supported by authoring tools and rendering 
engines. 

 Supported languages: Specifies the programming languages to which the XML-
based UIDLs can be translated. 

 Supported platforms: Specifies the computing platform on which the language 
can be rendered by execution, interpretation or both. 
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UIDL Models Tools Supported languages Supported platforms 

DISL Presentation, dialog and 

control 

Rendering engine VoiceXML, Java MIDP, Java Swing, Visual C++ Mobile and limited devices 

GIML Presentation, dialog, and 

domain 

GITK (Generalized Interface 

Toolkit) 

C++, Java, Perl Not specified 

ISML Presentation, task,  dialog, 

domain 

Under construction Java, Microsoft foundation class, Java swing 

classes 

Desktop PC, 3D screen 

RIML There is no information There is no information XHTML, XFORMS, XEvents, WML Smart phone, pda, Mobile, 

Desktop Pc 

SeescoaXML Task, Presentation, dialog CCOM (BetaVersion 1.0 2002) 

PacoSuite MSC Editor 

Java AWT, Swing, HTML, java.microedition, app-

let, VoxML, WML Juggler 

Mobile, desktop PC, Palm III  

SunML Presentation, dialog, domain SunML Compiler Java Swing, voiceXML, HTML, UIML Desktop Pc 

TeresaXML Presentation, task, dialog CTTE Tool for task Models Teresa Markup: Digital TV, VoiceXML, XHTML/SVG, X+V, 

Programming: C#  

DigitalTV, Mobile, Desktop 

PC 

UIML Presentation, dialog, domain UIML.net, VoiceXML renderer, 

WML renderer, VB2UMIL 

HTML, Java, C++, VoiceXML, QT, CORBA, and 

WML 

desktop PC, handheld de-

vice, tv, mobile  

WSXL Presentation, dialog, domain Not specified HTML PC, Mobile phone 

XICL Presentation, dialog XICL STUDIO HTML, ECMAScript, CSS e DOM Desktop PC 

XIML Presentation, task, dialog, 

domain 

XIML Schema HTML, java swing, WLM Mobile, desktop PC, PDA 

UsiXML Presentation, task,  dialog, 

domain 

SketchiXML, GraphiXML, 

FlowiXML, FlasiXML, QtkiXML, 

InterpiXML 

HTML, XHTML, VoiceXML, Java3D, VRML, X3D, 

XAML, Java, Flash, QTk,   WML, XHTML, X+V, 

C++,  

Mobile, Pocket PC, interac-

tive kiosk, wall screen, pda, 

Table 2 Properties Comparison of UIDLs [42] 
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2.3 Task Modelling Techniques 
Task Models describe how to perform activities to reach users' goals. The need for 

modelling is most acutely felt when the design aims to support system implementation 

as well. If there are only informal representations (such as scenarios or paper mock-

ups) available to developers, they would have to make many design decisions on their 

own, likely without the necessary background, to obtain a complete interactive system. 

Task models represent the intersection between user interface design and more sys-

tematic approaches by providing designers with a means of representing and manipu-

lating an abstraction of activities that should be performed to reach user goals.  

Task models can be represented at various abstraction levels. When designers want to 

specify only requirements regarding how activities should be performed, they consider 

only the main high-level tasks. On the other hand, when designers aim to provide pre-

cise design indications then the activities are represented at a small granularity, thus 

including aspects related to the dialogue model of a user interface (which defines how 

system and user actions can be sequenced).  

User models are often strongly-related with the tasks that the user is able to perform, 

so the task models offer the base for the development of new user modelling tech-

niques. 

2.3.1 Task Modelling Techniques Overview 

2.3.1.1 AMBOSS 

The task models developed with AMBOSS [38] describe the hierarchical tree structure 

of the tasks including the temporal relation between the tasks (formal part of the model) 

and their description (semi part of the model). On account of this reason that frame-

work shows task models on a semi-formal level. The task model is composed of tasks, 

rooms, roles and task relationships. Tasks are, notably, described with attributes such 

as name and type. The name of the task is generally expressed as a combination of a 

verb and a substantive (e.g., start decent). The type attribute identifies one of the three 

basic task types: 

 interactive, involves an active interaction of the user with the system (e.g., se-

lecting a value, browsing a collection of items) 

 system, is an action that is performed by the system (e.g., check a credit card 

number, display a banner) 

 abstract, is an intermediary construct allowing a grouping of tasks of different 

types 

The task also has attributes to determine its duration (including its boundaries mini-

malDuration and maximalDuration and the time scale used: days, hours, minutes, sec-

onds); the precondition, the severity (indicator for the possible damage that arises from 

this task), the occurrence (the probability that a failure occurs when executing the task), 

the detection (the likelihood that this failure will be detected), the riskfactor (A riskfactor 

is an integer that arises of the multiplication of three values severity, occurrence and 
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detection); and additionally it is possible to make a riskfactor write protected (isWrite-

Protected). 

The following binary taskRelationships are supported in AMBOSS [38]: 

 SEQ: The subtasks must execute in a fixed sequence from left to right. 

 SER: The subtasks must execute sequentially but in an arbitrary order. 

 PAR: The subtasks can start and stop in any order. 

 SIM: All subtasks have to start in an arbitrary sequence before any task can 

end. Therefore at least one moment exists where all subtasks are running si-

multaneously. 

 ALT: Exactly one randomly selected subtask can execute. 

 ATOM: The task is the last one in the hierarchy (leaf) 

The decomposition refers to relationships where a parent task is decomposed in sub-

tasks. For each taskRelationship the source and target task must be specified. In addi-

tion, messages can be transferred from one task to another. A message represents the 

communication between two tasks [38]. It is composed of several attributes like the 

name, the description, the medium (i.e. electronic, manual, mix), the contentType 

(number, text, graphic, gesture), the transferType (synchronous, asynchronous), the 

feedback and the controlObject (which ensures the correct delivery of these critical in-

formation); also, it contains some flags to determine if the message triggers an action 

(isTriggered), uses a specific protocol (usesProtocol), expects feedback (feedbackNe-

cessary), is critical (isCritical). 

A barrier determines the protective mechanism of a certain task. It provides the correct 

execution of the task, which it is assigned to. The assignment is being classified either 

in safe or unsafe assignment. A barrier consists of an id, a name, a description, a type 

(physical, check, diagnosis, supervision, warning, equipment, procedure, knowledge) 

and a purpose (prevention, control, reduction). Barriers can be active or not, isActive, 

can be activated when the task is started, isActiveonstart. 

An objectAMBOSS is a unity, which is physically available and operating in a running 

system. An objectAMBOSS contains information, which is represented by attributes. It 

can be either a physical (isPhysical) or an informational one (isInformation). Tasks ac-

cess such objects directly. Also, the objects could be fixInRoom, being allowedinRoom, 

being forbiddeninRoom, or has a series of assignedTask. A room denotes the spatial 

position of the role involved in the execution of the task. A room has different static 

properties, a unique id and name, a description, a maximum number of persons 

(nrPerson) and a flag that indicates, whether this room isLocked or not, i.e. this area is 

not available. 

Finally, a role describes the different actors within the task model. This role is an ab-

stract entity. The expert who starts modelling and does not know at that time who is 
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going to execute the particular task uses this kind of roles. They are responsible for the 

correct handling of the tasks they are assigned to. There are three predefined roles, the 

abstract role (this means we do not or can not assign to just the task to one role) the 

human and the system role. Roles execute tasks and they perform their task in a room. 

2.3.1.2 ANSI/CEA 

ANSI/CEA-2018 is a standard for task model descriptions, which has the potential of 

significantly improving the usability of computer-controlled electronic products and 

software interfaces in general. An ANSI/CEA-2018 task model description is an XML 

document (it is not a graphical formalism) whose syntax and semantics is specified by 

the standard. The primary use of the XML document is to be interpreted by a device at 

run-time to guide the user in achieving the described tasks. Detail on this task model 

can be found in the ANSI/CEA-2018 page6. 

2.3.1.3 ConcurTaskTree (CTT) 

In ConcurTaskTrees (CTT) [80] there are five concepts: tasks, objects, actions, opera-

tors, and roles. CTT constructors, termed operators, are used to link sibling tasks, on 

the same level of decomposition. CTT uses a tool (CTTE) for editing the task model 

used to specify tasks, roles, and objects as well as the task hierarchy with temporal 

operators. Another feature of CTT is its graphical facility providing means to describe 

different task types like abstract, cooperative, user, interactive, and application. CTT 

provides us with means to describe cooperative tasks: a task model will be composed 

of different task trees: one for the cooperative part and one for each role that is in-

volved in the task. Tasks are further decomposed up to the level of basic tasks defined 

as tasks that could not be further decomposed. Actions and objects are specified for 

each basic task. Application objects are mapped onto perceivable objects in order to be 

presented to the user. Another interesting feature of CTT is the specification of both 

input and output actions that are associated to an object. Object specification is mainly 

intended for the specification of UI interaction objects (interactors). 

2.3.1.4 Diane + 

There are two important points to be made about the way in which Diane+ models a 

task [9]: 

1. The procedures describe only the characteristics specific to an application and do 

include the standard actions common to most applications, such as quit, cancel, and so 

on. This assumes that the supposed standard actions, previously defined, really apply 

to the application of interest. (If a standard action does not apply, this would be indi-

cated.) 

2. The described procedures are not mandatory; what is not forbidden is allowed. We 

note that Diane+ can represent all the constraints of the above specifications. All the 

algorithmic structures do exist in Diane+, such as ordered sequence, unordered se-

quence, loop, required choice, free choice, parallelism, default operations, and so on. 

                                                
6
 http://www.w3.org/2005/Incubator/model-based-ui/wiki/ANSI/CEA-2018 
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2.3.1.5 GOMS 

GOMS developed by [23] is an engineering model for human performance to enable 

quantitative predictions. By incorporating tables of parameter values that rely on a cog-

nitive architecture, GOMS can be used as an engineering approach to task design [11]. 

The original GOMS model, referred as CMN-GOMS [23], is the root of a family of mod-

els that were elaborated later [51], such as GOMSL (GOMS language) and CPM-

GOMS (Critical Path Method GOMS). 

Although the first uses a ―mental programming language‖ and is based on a parallel 

cognitive architecture, the second uses a PERT chart to identify the critical path for 

computing execution time [10]. 

In GOMS, the concept of a method is essential, as methods are used to describe how 

tasks are actually carried out. A method is a sequence of operators that describes task 

performance. Tasks are triggered by goals and can be further decomposed into sub-

tasks corresponding to intermediary goals. When several methods compete for the 

same goal, a selection rule is used to choose the proper one. 

Methods describe how goals are actually accomplished. Higher level methods describe 

task performance in terms of lower level methods, operators, and selection rules. The 

lowest level of decomposition in GOMS is the unit task, defined by [23] as a task the 

user really (consciously) wants to perform. Higher level methods use task flow opera-

tors that act as constructors controlling task execution. 

GOMS makes a clear distinction between tasks and actions. First, task decomposition 

stops at unit tasks. Second, actions that in GOMS are termed operators are specified 

by the methods associated with unit tasks. Action modelling varies depending on the 

GOMS model and the method specification. Operators are cognitive and physical ac-

tions the user has to perform in order to accomplish the task goal. Since each operator 

has an associated execution time (determined experimentally), a GOMS model can 

help in predicting the time needed to perform a task. 

Actions undertaken by the user are specified using external and mental operators. 

Some special mental operators are flow-control operators that are used to constrain the 

execution flow. Although the granularity varies according to the purpose of the analysis, 

it is clear that GOMS is mainly useful when decomposition is done at operational level 

(i.e., under the unit task level). 

2.3.1.6 Groupware task analysis (GTA) 

Groupware Task Analysis (GTA) [96] was developed as a means to model the com-

plexity of tasks in a cooperative environment. GTA takes its roots both from ethnogra-

phy, as applied for the design of cooperative systems and from activity theory adopting 

a clear distinction between tasks and actions. GTA describes the task world focusing 

on: 

 Agents and roles. Specifying roles and sub-roles that agents play, the relation 
of responsibility between roles and tasks. 
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 Work. Involving the decomposition of tasks, the goals and sub-goals, the events 
that trigger the tasks, and the different strategies used to perform them. A task 
could be performed by an agent or a role. 

 Situation. Specifying the objects used in the task world as well as their struc-
ture, the history of past relevant events, and the work environment. 

Its framework describes a task world ontology that specifies the relationships between 

the concepts on which the task world is modeled. Based on this ontology a supporting 

tool to model task knowledge was also developed: EUTERPE [97]. 

2.3.1.7 Hierarchical Task Analysis (HTA) 

Hierarchical Task Analysis (HTA) [6] was a pioneering method of task analysis. It was 

primarily aimed at training users to perform particular tasks. On the basis of interviews, 

user observation, and analysis of existing documents (e.g., manuals, documentation), 

HTA describes tasks in terms of three main concepts: tasks, task hierarchy, and plans. 

Tasks are recursively decomposed into subtasks to a point where subtasks are allo-

cated either to the user or the user interface, thus becoming observable. The task hier-

archy statically represents this task decomposition. The decomposition stopping crite-

rion is a rule of thumb referred to the p × c rule. This criterion takes into account the 

probability of a no satisfactory performance and the cost of a no satisfactory perform-

ance (i.e., the consequences it might produce). 

Since the task hierarchy does not contain any task ordering, any task should be ac-

complished according to a plan describable in terms of rules, skills, and knowledge. A 

plan specifies an ordering in which subtasks of a given task could be carried on, thus 

acting as a constraint on task performance. 

A plan is provided for each hierarchic level. Although the plan is an informal description 

of temporal relationships between tasks, it is one of the most attractive features of 

HTA, as it is both simple and expressive. Plans are very close to textual description or 

to the activity list of traditional task analysis. One advantage of plans is that they do not 

create any artificial tasks, as some formal notations force analysts‘ to do to avoid am-

biguous specification. 

On the other hand, because plans are informal, it is not possible to apply automatic 

checking of properties such as consistency and reachability. 

Any task can be expressed in terms of goals that are reached when the corresponding 

task is accomplished. Each goal has a status (i.e., latent or active) and conditions to be 

satisfied. The advantage here in HTA is that goals are independent of the concrete 

means of reaching them. Therefore, for each goal at any level of decomposition, For 

each goal, several different operations for reaching the goal can be imagined and 

specified. Each operation is consequently related to a goal (or goals) and is further 

specified by the circumstances in which the goal is activated (the input), the activities 

(action) that contribute to goal attainment, and the conditions indicating the goal has 

been attained (feedback). 

HTA provides a graphical representation of labeled tasks and a plan for each hierarchic 

level explaining the possible sequences of tasks and the conditions under which each 
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sequence is executed. HTA also supports task analysis for teamwork, as described in 

[5]. 

2.3.1.8 Task knowledge structure (TKS) 

In Task Knowledge Structure (TKS) method [51], [53], the analysts manipulate a TKS, 

which is a conceptual representation of the knowledge a person has stored in her 

memory about a particular task. TKS focuses on: 

 Roles: A role is assumed to be defined by the particular set of tasks for each an 
individual is responsible. A person may take on a number of roles and there are 
tasks associated with each of these roles; or a person could perform similar 
tasks under different roles. 

 Goal structure: It identifies the goal and sub-goals contained within the TKS. 
The goal structure also includes the enabling and conditional states that must 
prevail if a goal of sub-goal is to be achieved. In this way the goal structure 
represents a plan for carrying out the task; the plan is carried out through a pro-
cedural structure. A procedure is a particular element of behaviour, at the low-
est level it can be an action or an object. 

 Taxonomic structure: Involves action(s) and object(s) knowledge. This includes 
the representativeness of the object, the class membership, and other attributes 
such as the procedures in which it is commonly used; its relation to other ob-
jects and actions, and its features [51].  

TKS was not developed on supporting more than one task at a time, but Johnson and 

Hyde [51] adapted the basic model and extended it to analyze the collaboration work 

structure. In order to accommodate collaborative tasks, they considered the mechanics 

proposed by Pinelle and Gutwin [83]. Their approach is called Fundamental Knowledge 

Structures (FKSs). Metaknowledge and mental models constitute the keystone to an 

FKS for collaboration. It is postulated that there are three different kinds of knowledge 

that collaborators possess: 1) general knowledge about what makes for an effective 

collaboration, 2) individual collaborator‘s specific knowledge of how they will collabo-

rate to complete the task and an understanding of each collaborator‘s contribution to 

the task, and 3) collaborator‘s knowledge of another collaborator‘s knowledge. The 

FKS for collaboration necessarily models high-level knowledge across tasks and con-

sequently is able to generate a set of general requirements for tools to support collabo-

ration across a range of tasks [51]. 

2.3.1.9 Task Object-Oriented Description (TOOD) 

Task Object-Oriented Description (TOOD) consists of an object-oriented method for 

modelling tasks in the domain of control processes and complex interactive systems, 

such as those used in air traffic control [66]. The method consists of four steps: hierar-

chical decomposition of tasks, identification of descriptor objects and world objects, 

definition of elementary and control tasks, and integration of concurrency (Figure 4). 

Each task is treated as an instance of a task class identified by a name and an identi-

fier and characterized by a goal, a type (i.e., human, automatic, interactive, and coop-

erative), the level in the hierarchy, and the total amount of task components. The task 

body represents a task hierarchy organized using three logical constructors (i.e., AND, 

OR, and XOR). Each task is then associated with a task control structure (TCS) made 

up of six classes of descriptor objects that are consumed when the task is carried out 

and they are aggregated: 
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1. The triggering class has four types of events: formal and informal events, events 

occurring outside and inside the system. 

2. The condition class contains contextual conditions governing the performance of 

the task. 

3. The resource class describes resources (human or system) required for the task to 

be performed. 

4. The input data class specifies information items required for performance of the 

task. To initialize a task, an input transition expresses logical conditions on these 

data by sending rules and benefits from various checking functions to ensure that 

all conditions required to perform the task are fulfilled. For instance, the complete-

ness function checks that all input data are available and satisfy related constraints. 

5. The output data class specifies information items produced by the task perform-

ance. To terminate a task, an output transition expresses logical conditions on 

these data through synchronization rules and benefits from various checking func-

tions. 

6. The reaction class describes physical and cognitive results resulting from the task 

performance. 

2.3.1.10 UsiXML 

USer Interface eXtensible Language (UsiXML) is a XML-compliant markup language 

that describes the user interface for multiple contexts of use, it describes a task model 

[43] where tasks are organized in a high-level of abstraction called processes. A proc-

ess consists of a number of tasks and a set of relationships among them. The definition 

of a process indicate which tasks must be performed and in what order. A task can be: 

user, abstract, interaction or application task. It is decomposed into subtasks to con-

sider hierarchical structure of a task tree; operators are used to link them on the same 

level of decomposition. A task may manipulate objects through actions. It introduces 

the concept of Job instead of role. Jobs are the total collection of tasks, duties, and re-

sponsibilities assigned to one or more positions which require work of the same nature 

and level. The job concept allows assembling tasks under a same umbrella in a way 

that is independent of individual resources in the organization unit. In this way, several 

individuals could play a particular job, and jobs could be interchanged dynamically. 

Typically, only resources and their roles within organizations are modeled in most task 

models, we consider that the place where the tasks are executed is an important as-

pect in the environment where the collaboration is developed. Thus, the concept of or-

ganizational unit is considered, it is a formal group of people working together with one 

or more shared goals or objectives. It could be composed of other organizational units. 

Resources are characterized thanks to the notion of user stereotype. But a same task 

could require other types of resources such as material resources (e.g., hardware, 

network) or immaterial resources (e.g., electricity, power). The agenda is a list of tasks 

that are assigned to user stereotype. A user stereotype has one and only one agenda 

and an agenda belongs to one and only one user stereotype. The concept of agenda is 

useful to cope with the cooperative aspects. It is also possible to allocate or offer tasks 

to user stereotypes through the agendas. 
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2.3.1.11 Statecharts (SCXML) 

SCXML stands for State Chart XML: State Machine Notation for Control Abstraction. It 

is an XML-based markup language which provides a generic state-machine based ex-

ecution environment based on Harel statecharts. SCXML is able to describe complex 

state-machines. For example, it is possible to describe notations such as sub-states 

(hierarchy), parallel states, synchronization, or concurrency, in SCXML. Despite its 

simplicity, the pluggable and extensible data (XML, JSON) and expression languages 

(XPath, EcmaScript) along with the event-based communication model provide power-

ful primitives for representing the behavior of complex reactive systems. For example 

states may (conditionally) map to domain tasks and expose interfaces and behavior by 

means of transitions (inherited) in their context. Changes to sub-states may drive the 

execution status of these task-level states etc.  

2.3.1.12 YAWL 

YAWL7 (Yet Another Workflow Language) is a workflow language based on extended 

Petri nets implementing a variety of workflow patterns. Such it represents a procedural 

paradigm for describing task flows, their data exchange and automated or manual han-

dling. The language is supported by a software system that includes an execution en-

gine, a graphical editor and a default worklist handler. Production-level uses of the 

YAWL system include a deployment by first:utility and first:telecom in the UK to auto-

mate front-end service processes, and by the Australian film television and radio school 

to coordinate film shooting processes.  

 

2.3.2 Task Modeling Techniques Comparison 

A comparative review of the task modelling techniques cited in section 2.3.1 is pre-

sented in Table 3. In order for Table 3 to be fully understandable, it is essential to intro-

duce the available temporal relationships between tasks (some temporal relationships 

appear in the cells of Table 3). 

The temporal relationships between tasks include: 

 Binary relationships – Binary relationships connect two different tasks. 

o Enabling – Enabling relationships specify that a target task cannot begin 

until the source task is finished. 

o Disabling – Disabling relationships refer to a source task that is com-

pletely interrupted by a target task. 

o Suspend/resume – Suspend resume relationships refer to a source task 

that can be partially interrupted by a target task and after the target task 

is completed, the source task will be concluded. 

                                                
7 www.yawlfoundation.org 

http://www.yawlfoundation.org/
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o Order independence – Order independence relationships define that two 

tasks are independent of the order of execution. 

o Concurrency with information passing – Concurrency with Information 

Passing relationships define that two tasks are executed concurrently 

and there is passing information between them. 

o Independent concurrency – Independent concurrency relationship is a 

type of temporal relationships where two tasks are executed concur-

rently but independently and there is no information interchange be-

tween them. 

o Enabling with information passing – Enabling with information passing 

relationships specify that a target task cannot be executed until the 

source task has been executed, and that information produced by the 

source task is used as an input for the target task. 

o Cooperation – Specifies the cooperative relationship between two or 

more tasks. 

o Inclusive choice – An inclusive choice relationship specifies that either 

both tasks or just one of them or none could be executed. 

o Deterministic choice – Deterministic choice relationships refer to two 

source tasks that could be executed but once one task is initiated, the 

other cannot be accomplished anymore. 

o Undeterministic choice – Undeterministic choice relationships define that 

two tasks could be both started but once one task is finished, the other 

cannot be accomplished anymore. 

o Disabling with information passing – Disabling with information passing 

relationships define that one task is completely interrupted by another 

task and the information produced in the first task is used as an input for 

the second task. 

 Unary relationships – Unary relationships are temporal relationships that con-

nect several instances of the same task. 

o Optional – Option relationships refer to tasks that are optional. 

o Iteration – Iteration relationships indicate tasks that may be iterated. 

o Finite iteration – Finite iteration tasks indicate tasks that may be iterated 

n times. 

The task modelling techniques cited in section 2.3.1are compared according to the fol-

lowing criteria: 
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 Decomposition: The decomposition refers to relationships where a parent task 

is decomposed in subtasks. 

 Sequence: Defines the type of sequence between different tasks. 

 Iteration: Iteration relationships indicate tasks which may be executed itera-

tively. 

 Choice: Refers to the selective execution of tasks. 

 Optionality: Optionality refers to tasks whose execution could be optional. 

 Interruption: Refers to the interruption of a task‘s execution. 

 Concurrency: Refers to the concurrent execution of tasks. 

 Cooperation: Refers to the cooperation between tasks. 

 Parallel: Refers to the parallel execution of tasks. 

The last column (―Relevance‖) of Table 3 indicates the importance that the criterion of 

each row has for the task modeling technique. 
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Concur-

rency  
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rent, con-

current 

communi-

cating 

tasks, 

indepen-
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Table 3 Task modeling techniques – Comparison [43] 
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2.4 Physical Modeling 

2.4.1 Multibody Methods 

Multibody Methods is a large variety of methods developed to model chains of inter-

connected bodies. In origin these methods were developed to model machines: for ex-

ample suspension systems for cars, or a robot arm. Multibody systems (MBS) in their 

first incarnations were made of rigid bodies and a restricted set of joints (spherical, cyl-

inder, rotary, prismatic etc). However MBS have been later extended including flexible 

bodies (e.g. the Space Shutlle robot arm is a flexible manipulator), general types of 

constraints (for example a human knee is not a rotary joint but rather a one degree of 

freedom constraint, which imposes a neraly rotary motion but actually with differences 

that cannot be neglected in orthpaedic prothesis [78]). Further later MBS have been 

extended with models of actuators, sensors and control loops generating methods 

known as Extended Multibody Systems. 

Models of the human body, the mobility of the human body or limbs, strength, models 

of muscles as actuators have been developed with MBS methodology.  

The study of human body motion as a multibody system is a challenging research field 

that has undergone enormous developments over the last years [91, 70]. Computer 

simulations of several human capabilities have shown to be quite useful in many re-

search and development activities, such as: (i) analysis of athletic actions, to improve 

different sports performances and optimization of the design of sports equipment, (ii) 

ergonomic studies, to assess operating conditions for comfort and efficiency in different 

aspects of human body interactions with the environment; (iii) orthopaedics, to improve 

the design and analysis of prosthesis; (iv) occupant dynamic analysis for crashworthi-

ness and vehicle safety related research and design; (v) and gait analysis, for genera-

tion of normal gait patterns and consequent diagnosis of pathologies and disabilities 

[85, 4, 86, 2]. In general, most of the research works developed for simulation of hu-

man tasks is based on the assumption that the joints that constrain the relative motion 

of the system components are considered as ideal or perfect joints. Thus, the physical 

and mechanical properties of the natural human joints including the effects of friction, 

lubrication, and intra contact force joints are neglected. Over the last few years, a good 

number of studies considering the phenomena associated with real joints has been 

presented [34, 35, 36]. These methodologies are valid for both planar and spatial sys-

tems, and have been developed for the most general multibody systems. Conse-

quently, in order to better understand the realistic performance of human body biome-

chanical systems, it is important to accurately describe the characteristics of the natural 

human joints, from the simple ones, such as the hip joint, to the most complex ones, 

such as the knee joint.  

2.4.2 Kinematic and Dynamic Analysis of Multibody Systems 

In dealing with the study of multibody system motion, two different types of analysis 

can be performed, namely, the kinematic analysis and the dynamic analysis. The ki-

nematic analysis consists in the study of the system‘s motion independently of the 

forces that produce it, involving the determination of position, velocity and acceleration 

of the system components. In kinematic analysis, only the interaction between the ge-

ometry and the motions of the system is analyzed and obtained. Since the interaction 
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between the forces and the system‘s motion is not considered, the motion of the sys-

tem needs to be specified to some extent, that is, the kinematic characteristics of some 

driving elements need to be prescribed, while the kinematic motion characteristics of 

the remaining elements are obtained using the kinematic constraint equations, which 

describe the topology of the system. 

The dynamic analysis of multibody systems aims at understanding the relationship be-

tween the motion of the system parts and the causation of the motion, including exter-

nal applied forces and moments. The motion of the system is, in general, not pre-

scribed, its calculation being one of the principal objectives of the analysis. The dy-

namic analysis also provides a way to estimate external forces that depend on the rela-

tive position between the system‘s components, such as the forces exerted by springs, 

dampers and actuators. Furthermore, it is also possible to estimate the external forces 

that are developed as a consequence of the interactioni between the system compo-

nents and the surrounding environment, such as contact-impact and friction forces. The 

internal reaction forces and moments generated at the kinematic joints are also ob-

tained in the course of the dynamic analysis. These reaction forces and moments pre-

vent the occurrence of the relative motions, in presvribed directions, between the bod-

ies connected via kinematic joints.  

2.5 User Behaviour Simulation 
Research on simulating user behaviour to predict machine performance was originally 

started during the Second World War. Researchers tried to simulate operators‘ perfor-

mance to explore their limitations while operating different military hardware. During the 

same time, computational psychologists were trying to model the mind by considering it 

as an ensemble of processes or programs. McCulloch and Pitts‘ model of the neuron 

and subsequent models of neural networks, and Marr‘s model of vision are two influen-

tial works in this discipline. Boden [18] presents a detailed discussion of such computa-

tional mental models. In the late 70s, as interactive computer systems became cheaper 

and accessible to more people, modelling human computer interaction (HCI) also 

gained much attention. However, models like Hick‘s Law [44] or Fitts‘ Law [33] which 

predict visual search time and movement time respectively were individually not 

enough to simulate a whole interaction. 

The Command Language Grammar [72] developed by Moran at Xerox PARC could be 

considered as the first HCI model. It took a top down approach to decompose an inte-

raction task and gave a conceptual view of the interface before its implementation. 

However it completely ignored the human aspect of the interaction and did not model 

the capabilities and limitations of users. Card, Moran and Newell‘s Model Human Pro-

cessor (MHP) [23] was an important milestone in modelling HCI since it introduced the 

concept of simulating HCI from the perspective of users. It gave birth to the GOMS 

family of models [23] that are still the most popular modelling tools in HCI. 

There is another kind of model for simulating human behaviour that not only works for 

HCI but also aims to establish a unified theory of cognition. These types of models ori-

ginated from the earlier work of computational psychologists. Allen Newell pioneered 

the idea of unifying existing theories in cognition in his famous paper ―You can‘t play 20 

questions with nature and win‖ at the 1973 Carnegie Symposium [76]. Since then, a 
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plethora of systems have been developed that are termed as cognitive architectures 

and they simulate the results of different experiments conducted in psychological la-

boratories. Since these models are capable (or at least demanded to be capable) of 

simulating any type of user behaviour, they are also often used to simulate the beha-

viour of users while interacting with a computer. Gray and colleagues [41] assert that 

cognitive architectures ensure the development of consistent models over a range of 

behavioural phenomena due to their rigorous theoretical basis. 

So there are two main approaches of user modelling: the GOMS family of models was 

developed only for HCI while the models involving cognitive architectures took a more 

detailed view of human cognition. Based on the accuracy, detail and completeness of 

these models, Kieras [58] classified them as low fidelity and high fidelity models re-

spectively. These two types of model can be roughly mapped to two different types of 

knowledge representation. The GOMS family of models is based on goal-action pairs 

and corresponds to the Sequence/Method representation while cognitive architectures 

aim to represent the users‘ mental model [24]. The Sequence/Method representation 

assumes that all interactions consist of a sequence of operations or generalized me-

thods, while the mental model representation assumes that users have an underlying 

model of the whole system. 

In the following sections, we briefly describe these different types of user model. Then, 

we present a critical review of existing models and set out the objectives of this re-

search. 

2.5.1 The GOMS family of models 

GOMS stands for Goals, Operators, Method and Selection. It was inspired by the GPS 

system [74] developed by Newell. It assumes that people interact with a computer to 

achieve a goal by selecting a method, which consists of a sequence of basic opera-

tions. The GOMS model enables a designer to simulate the sequence of actions of a 

user while undertaking a task by decomposing the task into goals and sub goals [51]. 

There are many variations of the original GOMS model.  

The Keystroke Level Model (KLM model) [23] simplifies the GOMS model by eliminat-

ing the goals, methods, and selection rules, leaving only six primitive operators. They 

are:  

 Pressing a key 

 Moving the pointing device to a specific location 

 Making pointer drag movements 

 Performing mental preparation 

 Moving hands to appropriate locations, and 

 Waiting for the computer to execute a command.  

The durations of these six operations have been empirically determined. The task 

completion time is predicted by the number of times each type of operation must occur 

to accomplish the task.  
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Kieras developed a structured language representation of GOMS model, called 

NGOMSL (Natural GOMS Language) [60]. Originally, it was an attempt to represent the 

content of a CCT model at a higher level of notation. CCT is a rule-based system de-

veloped by Bovair and colleagues [19] to model the knowledge of users of an interac-

tive computer system. In NGOMSL, the methods of the original GOMS model are 

represented in terms of production rules of the CCT model. Kieras and colleagues [59] 

also developed a modelling tool, GLEAN (GOMS Language Evaluation and Analysis), 

to execute NGOMSL. It simulates the interaction between a simulated user and a simu-

lated device for undertaking a task.  

John and Kieras [51] proposed a new version of the GOMS model, called CPM-GOMS, 

to explore the parallelism in users‘ actions. This model decomposes a task into an ac-

tivity network (instead of a serial stream) of basic operations (as defined by KLM) and 

predicts the task completion time based on the Critical Path Method. 

2.5.2 Cognitive architectures 

Allen Newell [75] developed the SOAR (State Operator And Result) architecture as a 

possible candidate for his unified theories of cognition. According to Newell [75] and 

Johnson-Laird [54], the vast variety of human response functions for different stimuli in 

the environment can be explained by a symbolic system. So the SOAR system models 

human cognition as a rule-based system and any task is carried out by a search in a 

problem space. The heart of the SOAR system is its chunking mechanism. Chunking is 

―a way of converting goal-based problem solving into accessible long-term memory 

(productions)‖ [75]. It operates in the following way. During a problem solving task, 

whenever the system cannot determine a single operator for achieving a task and thus 

cannot move to a new state, an impasse is said to occur. An impasse models a situa-

tion where a user does not have sufficient knowledge to carry out a task. At this stage 

SOAR explores all possible operators and selects the one that brings it nearest to the 

goal. It then learns a rule that can solve a similar situation in future. Other studies suc-

cessfully explained the power law of practice through the chunking mechanism. 

However, there are certain aspects of human cognition (such as perception, recogni-

tion, motor action) that can better be explained by a connectionist approach than a 

symbolic one [77]. It is believed that initially conscious processes control our responses 

to any situation while after sufficient practice, automatic processes are in charge for the 

same set of responses. Lallement and Alexandre [64] have classified all cognitive 

processes into synthetic or analytical processes. Synthetic operations are concerned 

with low level, non decomposable, unconscious, perceptual tasks. In contrast, analyti-

cal operations signify high level, conscious, decomposable, reasoning tasks. From the 

modelling point of view, synthetic operations can be mapped on to connectionist mod-

els while analytic operations correspond to symbolic models. Considering these facts, 

the ACT-R (Adaptive Control of Thought- Rational) system [3] does not follow the 

pure symbolic modelling strategy of the SOAR, rather it was developed as a hybrid 

model, which has both symbolic and sub symbolic levels of processing. At the symbolic 

level, ACT-R operates as a rule-based system. It divides the long-term memory into 

declarative and procedural memory. Declarative memory is used to store facts in the 

form of ‗chunks‘ and the procedural memory stores production rules. The system works 

to achieve a goal by firing appropriate productions from the production memory and 
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retrieving relevant facts from the declarative memory. However the variability of human 

behaviour is modelled at the sub-symbolic level. The long-term memory is implemented 

as a semantic network. Calculation of the retrieval time of a fact and conflict resolution 

among rules is done based on the activation values of the nodes and links of the se-

mantic network.  

The EPIC (Executive-Process/Interactive Control) [57] architecture pioneers to in-

corporate separate perception and motor behaviour modules in a cognitive architec-

ture. It mainly concentrates on modelling the capability of simultaneous multiple task 

performance of users. It also inspired the ACT-R architecture to install separate per-

ception and motor modules and developing the ACT-R/PM system. A few examples of 

their usage in HCI are the modelling of menu searching and icon searching tasks 

[46][21].  

The CORE system (Constraint-based Optimizing Reasoning Engine) [47][95][31] 

takes a different approach to model cognition. Instead of a rule-based system, it mod-

els cognition as a set of constraints and an objective function. Constraints are specified 

in terms of the relationship between events in the environment, tasks and psychological 

processes. Unlike the other systems, it does not execute a task hierarchy; rather pre-

diction is obtained by solving a constraint satisfaction problem. The objective function 

of the problem can be tuned to simulate the flexibility in human behaviour. 

The COSPAL project [93] introduces a model involving both symbolic and sub symbolic 

processing like the ACT-R system. It combines symbolic reasoning and learning of arti-

ficial neural networks (ANN) for association of percepts and states in a bidirectional 

way to make learning complex task easier. It can model simple arm movements based 

on object recognition. It also has graphical user interfaces to design and test models. 

However it has not yet published results on quantitative validation of prediction like 

previously discussed cognitive architectures. 

There exist additional cognitive architectures (such as Interactive Cognitive Subsys-

tems [8], Apex, DUAL, CLARION [25] etc.), but they are not yet as extensively used 

as the previously discussed systems. 

2.5.3 Advanced models involving GOMS and Cognitive Architectures 

The GOMS family of models is mainly suitable for modelling the optimal behaviour 

(skilled behaviour) of users [51]. These models assume that for each instance of a task 

execution, the goal and the plan of a user are determined before the execution is 

started. During execution of a task, a novice first time user or a knowledgeable intermit-

tent user may not have a fixed plan beforehand and can even change goals (or sub-

goals) during execution of the task. Even expert users do not follow a fixed sequence 

of actions every time. So the assumptions of the GOMS model may not hold true for 

many real life interactions. In actuality, these models do not have probabilistic compo-

nents beyond the feature of selecting the execution time of primitive operators from a 

statistical distribution in order to model the uncertainty involved in the sub-optimal be-

haviour of users. As it fails to model the sub-optimal behaviour, it cannot be used to 

predict the occurrences of different errors during interaction. These problems are 
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common for any Sequence/Method representations since these ways of representa-

tions overlook the underlying mental models of users [24].  

On the other hand, cognitive architectures model the uncertainty of human behaviour in 

detail but they are not easily accessible to non psychologists and this causes problem 

as interface designers are rarely psychologist as well. For example, the ACT-R archi-

tecture models the content of a long-term memory in the form of a semantic network, 

but it is very difficult for an interface designer to develop a semantic network of the re-

lated concepts of a moderately complex interface. Developing a sequence of produc-

tion rules for SOAR or a set of constraints for CORE is equally difficult. The problem in 

usability issues of cognitive architectures is also supported by the development of the 

X-PRT system [95] for the CORE architecture. Additionally, Kieras [58] has shown that 

a high fidelity model cannot always outperform a low fidelity one though it is expected 

to do so. 

Researchers have already attempted to combine the GOMS family of models and cog-

nitive architectures to develop more usable and accurate models. Salvucci and Lee 

[2003] developed the ACT-Simple model by translating basic GOMS operations (such 

as move hand, move mouse, press key) into ACT-R production rules. However they do 

not model the ‗think‘ operator in detail, which corresponds to the thinking action of us-

ers and differentiates novices from experts. The model works well in predicting expert 

performance but does not work for novices.  

Blandford and colleagues [17] implemented the Programmable User Model (PUM) 

[100] by using the SOAR architecture. They developed a program, STILE (SOAR 

Translation from Instruction Language made Easy), to convert the PUM Instruction 

Language into SOAR productions. However, this approach also demands good knowl-

edge of SOAR on the part of an interface designer. Later, the PUM team identified ad-

ditional problems with runnable user models and they are now investigating abstract 

mathematical models [20].  

There also exist some application specific models that combine GOMS models with a 

cognitive architecture. For example, Gray and Sabnani [40] combined GOMS with 

ACT-R to model a VCR programming task, while Peck and John [81] used SOAR to 

model interaction with a help-browser, which ultimately turned out to be a GOMS 

model. 

2.5.4 Models for users with disabilities 

There is not much reported work on systematic modelling of assistive interfaces. 

McMillan [69] felt the need to use HCI models to unify different research streams in as-

sistive technology, but his work aimed to model the system rather than the user. The 

AVANTI project [92] modelled an assistive interface for a web browser based on static 

and dynamic characteristics of users. The interface is initialized according to static cha-

racteristics (such as age, expertise, type of disability and so on) of the user. During in-

teraction, the interface records users‘ interaction and adapts itself based on dynamic 

characteristics (such as idle time, error rate and so on) of the user. This model works 

based on a rule based system and does not address the basic perceptual, cognitive 

and motor behaviour of users and so it is hard to generalize to other applications. A few 
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researchers also worked on basic perceptual, cognitive and motor aspects. The EASE 

tool [15] simulates effects of interaction for a few visual and mobility impairments. 

However the model is demonstrated for a sample application of using word prediction 

software but not yet validated for basic pointing or visual search tasks performed by 

people with disabilities. Keates and colleagues [55] measured the difference between 

able-bodied and motor impaired users with respect to the Model Human Processor 

(MHP) [23] and motor impaired users were found to have a greater motor action time 

than their able-bodied counterparts. The finding is obviously important, but the KLM 

model itself is too primitive to model complex interaction and especially the perfor-

mance of novice users. Gajos, Wobbrock and Weld [37] developed a model in the 

SUPPLE project [37] to estimate the pointing time of disabled users by selecting a set 

of features from a pool of seven functions of movement amplitude and target width, and 

then using the selected features in a linear regression model. This model shows inter-

esting characteristics of movement patterns among different users but fails to develop 

a single model for all. Movement patterns of different users are found to be inclined to 

different functions of distance and width of targets. The CogTool system [50, 52] com-

bines GOMS models and ACT-R system for providing quantitative prediction on inte-

raction. The system simulates expert performance through GOMS modelling, while the 

ACT-R system [3] helps to simulate exploratory behaviour of novice users [52]. The 

system also provides GUIs to quickly prototype interfaces and to evaluate different de-

sign alternatives based on quantitative prediction [50]. However it does not yet seem to 

be used for users with disability or assistive interaction techniques. Serna and col-

leagues [90] used ACT-R cognitive architecture [3] to model progress of Dementia in 

Alzheimer‘s patient. They simulated the loss of memory and increase in error for a rep-

resentative task at kitchen by changing different ACT-R parameters [3]. The technique 

is interesting but their model still needs rigorous validation through other tasks and user 

communities. 

 

2.5.5 Comparative Analysis 

We have compared different modeling techniques (Table 4) with the help of the follow-

ing criteria: 

Fidelity signifies how detailed the model is. A high fidelity model simulates human be-

haviour uses more detailed theories of psychology than a low fidelity model. 

Ease of use signifies the usability of the model itself. 

Perception and Motor action models signify whether the model has separate mod-

ules to model perception and motor action in detail. These models are important for 

simulating performance of visual and mobility impaired users. 

Supporting disability signifies whether the model is used to simulate performance of 

people with disabilities. 

Validation for disabled users indicates whether the model has been validated with 

user trials involving people with disabilities. 
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Table 4 Comparison of different modelling techniques 



VERITAS D1.6.4 PU Grant Agreement # 247765 
 

June 2011  60 CERTH/ITI 
 

3 VERITAS methodology 

The VERITAS user modelling methodology is being built based on four major building 
blocks that are the following:  

- Task Models 

- Abstract User Models  

- Generic Virtual User Models 

- Virtual User Models (implemented in VERITAS as personas)  

Based on these major components a methodology has been synthesized in the first 
months of the project that is described in the following sections. 

The correspondence between VERITAS terms and VUMS terms is depicted in Table 5. 

VERITAS term VUMS term 

Abstract User Model User Model 

Generic Virtual User Model Similar to User Profile (referring to a set of 
users having a specific disability) 

Virtual User Model User Profile 

Table 5 Correspondence between VERITAS terms and VUMS terns 

 

3.1 VERITAS user modelling methodology outline 
Abstract User Models 

The Abstract User Models refer to a high level description of potential users. They are 

developed with respect to several specific disabilities and are broken down according 

to the disability category, i.e. cognitive user models, physical user models, behavioural 

& psychological user models. An abstract user model, that will be stored in ontologies, 

will include several disability related parameters like disability description, disability 

metrics, ICF functional abilities, etc. 

Generic Virtual User Models 

A Generic Virtual User Model describes a set of users having a specific set of disabili-

ties. In a Generic Virtual User Model the description is also augmented with actions 

(primitive tasks) that are affected by the specific set of disabilities. For instance, for us-

ers with hemiplegia actions that are affected by the disability could include gait, grasp-

ing, etc. 

Virtual User Models 

A Virtual User Model describes an instance of a virtual user (e.g. Persona) that will be 

synthesized in the VERITAS ―Virtual User Model Generator‖. All the disabilities of the 

user are included in the Virtual User Model as well as the affected actions (primitive 

tasks). They also include several disability-related parameters describing the severity 
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of the disorder. For instance, the value of the gait cycle for a specific virtual user who 

suffers from spinal cord injuries, is 2.1 sec, etc. 

Task Models 

The actions that are being systematically performed in the context of the five VERITAS 

application areas are described within the task model. Moreover, these tasks are de-

veloped using a hierarchical approach. Thus, high level tasks are related to more com-

plex abstract actions, e.g. driving, and are broken down into simpler tasks, e.g. steer-

ing, and primitive tasks, e.g. grasping.  

 

 

Figure 1 VERITAS User/Task Modeling Methodology 

 

Figure 1 illustrates an outline of the VERITAS user modeling methodology. The devel-

opment of the user models can be performed in four distinct but interrelated steps: 

1. The VERITAS Abstract User Models are initially formed by examining the current 

state-of-the-art, existing standards and guidelines related to several disabilities. 

Moreover, this information is augmented utilizing the WHO ICF functional abilities 

framework. 

2. The VERITAS Task Models are developed for the five VERITAS application scena-

rios and are reflecting the actions that are systematically performed by the users in 

the context of these scenarios. They follow a hierarchical structure from high level 
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tasks to low-level primitive tasks. It is very important to have a limited but sufficient 

number of primitive tasks, since they will be related to disabilities. 

3. The Generic Virtual User Models refer to a specific category of virtual users and 

can be comprised from one or more Abstract User Models, e.g. a Generic Virtual 

User Model can include the propanopia and hemiplegia disabilities. They also in-

clude description on how the specific disabilities affect the execution of specific 

tasks (primitive or not) that are described in the task models.  

4. Finally, the Virtual User Models are instances (virtual users, Personas) of the Ge-

neric Virtual User Models and describe a specific virtual user with specific disability 

related parameters. They will be synthesized in the VERITAS ―Virtual User Model 

Generator‖ and will follow the needs and requirements of specific accessibility 

evaluation application scenarios. 

As it can be assumed by the above description and methodology, VERITAS follows a 

top-down approach, where initially at the top-level the Abstract User Models refer to 

descriptions of specific disabilities, described via ontologies that can be potentially 

used-extended by the broader community. In the mid-level of the hierarchy the Generic 

Virtual User Models refer to description of specific classes of disabled user exhibiting 

the same kind of disability. Here the User Models are also related to the Task Models 

that refer to actions performed in the five VERITAS application scenarios. The results 

of this level could also be potentially used by the broader community for applications 

that are however relevant to the five VERITAS applications scenarios. On the bottom-

level of the hierarchy, the Virtual User Models refer to instances generated for a specif-

ic application scenario and for specific accessibility evaluation needs and requirements. 

In the following a brief description on the definition of the above four basic element is 

provided, along with simple indicative examples so as to clarify potentially vague is-

sues. 

Definition of the primitive tasks 

The primitive tasks define the primitive human actions and are related to the disability 

category (physical, cognitive, behavioral). The number of primitive tasks should be li-

mited but also sufficient so as to efficiently model all systematically performed actions 

in the five VERITAS application scenarios. The degree of primitiveness that will be 

adopted will be carefully chosen within VERITAS. 

Concerning implementation, each primitive task should contain a name as well as the 

category in which it belongs to. The list of primitive tasks that will be defined within VE-

RITAS will include tasks of different categories such as: motor, cognitive, perceptual, 

visual, hearing, speech, etc. The following table lists some indicative primitive tasks. 

Primitive task‘s category Primitive task 

Motor Push 

Motor Grasp 

Motor Pull 
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Primitive task‘s category Primitive task 

Motor Walk 

Motor Sit 

Cognitive Select 

Cognitive Wait 

Cognitive Read 

… … 

Table 6 Primitive tasks - Example 

 

Definition of the task models 

The Task Models that will be implemented within VERITAS will be based on the five 

application scenarios. They will refer to user actions/interactions with a specific envi-

ronment (e.g. car, workplace, user interface) and will also follow a hierarchical structure 

ranging from abstract high-level task to primitive tasks. They will also support the use 

of assistive devices to perform a specific task, through multiple instances of a specific 

action. The Task Models will be developed based on existing relevant stat-of-the-art, 

standards and guidelines but also based on domain knowledge and relevant attributes 

with respect to the contents of the VERITAS application scenarios such as automotive, 

smart living spaces and building, domotics, infotainment, health. The following table 

lists an indicative instance of a task model. 

Sector Task Subtask Primitive 

tasks 

Primitive task – 

Object 

Automotive Getting in 

a car 

Open door Grasp Door handle 

Pull Door handle 

Pull Door 

Enter in car Walk To car seat 

Sit On car seat 

Close door Grasp Door handle 

Pull Door 

Computer  

Applications 

… … … … 

Smart Living 

Spaces 

… … … … 

Office Workplace … … … … 

Personal Health-

care 

… … … … 

Infotainment … … … … 

Table 7 Task Models - Example 
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Definition of the Abstract User Models 

The VERITAS Abstract User Models are initially formed by examining the current state-

of-the-art, existing standards and guidelines related to several disabilities. In particular, 

the definition of the Abstract User Models (see D1.3.1) was based on: 

 Analysis of existing physical, cognitive and behavioural/psychological user 

models with disabilities from the state-of-the-art. 

 Analysis of accessibility guidelines, methodologies and existing practices such 

as Human Factors (HF); Guidelines for ICT products and services; "Design for 

All" methodologies, etc. More specifically, VERITAS will take into account ap-

propriate principles, guidelines and standards for accessibility and universal de-

sign for various types of applications, services, goods and infrastructures, which 

are available from standardization organizations such as Mandate 376 ‖Acces-

sibility requirements for public procurement of products and services in the ICT 

domain‖, the Mandate 420 ―Accessibility of the Built Environment‖, ETSI EG 202 

116 V1.2.1 (2002-09) ETSI Guide Human Factors (HF), ―Guidelines for ICT 

products and services - Design for All", and effectively contribute to the simula-

tion of accessibility and usability features. 

Ontologies will be used to provide a powerful interoperable and extensible description 

of the Abstract User Models. An Abstract User Model stored in the ontology will include 

the type of user disability, user capabilities according to the ICF functional abilities 

framework, user needs, characteristics from cognitive user models, physical user mod-

els, behavioural & psycholological user models, guidelines and standards. 

Also, the ontology approach to be followed allows VERITAS to take advantage of the 

relevant work of ASK-IT, ACCESSIBLE and OASIS projects (developed by partner 

CERTH/ITI) and which will provide a very good starting point for the project. Addition-

ally, knowledge will be transferred by the PERSONA project (through common partners 

UPM, ITACA) as well as by the VAALID project. 

The advantage of using ontology for specification purposes gives a great potential to 

the models. Ontology can provide a common basis for communication and collabora-

tion between heterogeneous artefacts and AmI environments. The ontology can de-

scribe the basic conceptual terms, the semantics of these terms, and define the rela-

tionships among them. A fully semantic description of the Abstract User Models will al-

low the use of inference engines in the simulation environment. The use of ontologies 

to describe user models and their interrelationship will also ensure the openness and 

the accuracy of the models specified. In case that new Abstract User Models should be 

added, designers can take profit of existing Abstract User Models inheriting the proper-

ties of similar ones. 

The following table (Table 8) lists an indicative instance of an Abstract User Model. 
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Disability 

category 

Block 

(ICD 

classifi-

cation) 

Code and 

Pathology 

(ICD classi-

fication) 

Short description 

Priority 

L (low) 

or H 

(high) 

Age re-

lated 

(Yes/No) 

Functional 

limitations 

(ICF Classifi-

cation) 

Quantitative disability metrics 

Type 
Parameter 

Value 

Motor 

Impairme

nts  

 

G20 – 

G26  

Ex-

trapyrami-

dal and 

movement 

disorders  

G20 – G22  

Parkinson‘s 

disease  

Parkinson‘s disease 

is an age-related, 

progressive, degena-

ritive brain disorder, 

related to insufficient 

generation of dopa-

mine in the midbrain. 

It affects several 

functions.  

 

H 

 

Yes 

 

 

 

b760 Control of 

voluntary 

movement 

functions  

b7651 Tremor  

b770 Gait pat-

tern functions  

 

 

1. Gait para-

meters  

Note- Table 

4.30 reports 

data for pa-

tients with and 

without L-

dopa.  

1.1 Gait speed 

[m/s]  

 

1.05 (0.05)  

Table 4.30  

Reference: [74]  

 

0.94 (0.20)  

Table 4.31  

Reference: [75]  

1.2 Stride length 

[m]  

 

1.11 (0.05)  

Table 4.30  

Reference: [74]  

 

0.96 (0.19)  

Table 4.31  

Reference: [75]  

1.3 Cadence  

[steps/min]  

118.3 (15.3)  

Table 4.31  
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Disability 

category 

Block 

(ICD 

classifi-

cation) 

Code and 

Pathology 

(ICD classi-

fication) 

Short description 

Priority 

L (low) 

or H 

(high) 

Age re-

lated 

(Yes/No) 

Functional 

limitations 

(ICF Classifi-

cation) 

Quantitative disability metrics 

Type 
Parameter 

Value 

 

 

Reference: [75]  

1.4 Gait cycle in 

double limb sup-

port [%]  

 

24.7 (4.8)  

Table 4.31  

Reference: [75]  

1.5 Stride time 

variability [%]  

2.09 (0.16)  

Table 4.30  

Reference: [74]  

1.6 Gait 

asymmetry  

 

5.17 (1.64)  

Table 4.30  

Reference: [74]  

1.7 Hoehn & Yahr 

stage  

 

2.3 (0.1)  

Table 4.30  

Reference: [74]  

1.8 UPDRS score  

 

35.8 (2.6)  

Table 4.30  



VERITAS D1.6.4 PU Grant Agreement # 247765 
 

June 2011  67 CERTH/ITI 
 

Disability 

category 

Block 

(ICD 

classifi-

cation) 

Code and 

Pathology 

(ICD classi-

fication) 

Short description 

Priority 

L (low) 

or H 

(high) 

Age re-

lated 

(Yes/No) 

Functional 

limitations 

(ICF Classifi-

cation) 

Quantitative disability metrics 

Type 
Parameter 

Value 

Reference: [74]  

2. 

Control/dexteri

ty parameters 

 

2.1 Speed 

[contacts/s]  

 

0.968 (0.399)  

Table 4.29  

Reference: [66]  

2.2 Precision [frac-

tion of hits in A 

zone]  

 

0.728 (0.257)  

Table 4.29  

Reference: [66]  

2.3 Imprecision 

[fraction of hits in 

B, C, D zones]  

 

0.823 (0.204)  

Table 4.29  

Reference: [66]  

2.4 Sureness 

[contacts/event]  

 

2.288 (0.807)  

Table 4.29  

Reference: [66]  

2.5 Tremor [extra-

contacts/event]  

 

0.578 (0.616)  

Table 4.29  

Reference: [66]  
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Disability 

category 

Block 

(ICD 

classifi-

cation) 

Code and 

Pathology 

(ICD classi-

fication) 

Short description 

Priority 

L (low) 

or H 

(high) 

Age re-

lated 

(Yes/No) 

Functional 

limitations 

(ICF Classifi-

cation) 

Quantitative disability metrics 

Type 
Parameter 

Value 

2.6 Transit time [s]  

 

0.939 (0.462)  

Table 4.29  

Reference: [66]  

2.7 Contact time 

[s]  

 

0.280 (0.220)  

Table 4.29  

Reference: [66]  

2.8 Fitts‘ constant 

[ms]  

 

0.168 (0.071)  

Table 4.29  

Reference: [66]  

2.9 Irregularity [s]  

 

0.181 (0.135)  

Table 4.29  

Reference: [66]  

3. Kinematic 

parameter of 

upper body  

 

3.1 Arm/shoulder 

angles during 

grasp [deg]  

 

To see reference 

[68], Fig. 4, pp. 635  

 

3.2 Wrist  To see reference 
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Disability 

category 

Block 

(ICD 

classifi-

cation) 

Code and 

Pathology 

(ICD classi-

fication) 

Short description 

Priority 

L (low) 

or H 

(high) 

Age re-

lated 

(Yes/No) 

Functional 

limitations 

(ICF Classifi-

cation) 

Quantitative disability metrics 

Type 
Parameter 

Value 

 [69]  

Movement delay 

127 ms  

Time to max grip 

aperture 631 ms  

4. Fingers  

 

4.1 Flexion 

amplitude [mm]  

 

44.08  

Reference: [70]  

4.2 Extension 

amplitude [mm]  

 

42.52  

Reference: [70]  

4.3 Flexion 

duration [ms] 

 

190.13  

Reference: [70]  

4.4 Extension 

duration [ms]  

 

206.44  

Reference: [70]  

5. Clinical 

scales and 

tests  

5.1 Unified Parkin-

son‘s Disease Rat-

ing Scale UPDRS  

Score [52-56]  
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Disability 

category 

Block 

(ICD 

classifi-

cation) 

Code and 

Pathology 

(ICD classi-

fication) 

Short description 

Priority 

L (low) 

or H 

(high) 

Age re-

lated 

(Yes/No) 

Functional 

limitations 

(ICF Classifi-

cation) 

Quantitative disability metrics 

Type 
Parameter 

Value 

  

5.2 Spiral Analysis  

 

Score [58-60]  

First order cross-

ing, Second order 

smoothness, mean 

speed, degree of 

severity [61,63]  

WSTS SDDV 

scores [63]  

  

Table 8 VERITAS Abstract User Models – Example (taken from D1.3.1) 
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Definition of the Generic Virtual User Models 

A Generic Virtual User Model describes the class of Virtual User Models exhibiting one 

or more specific disabilities. The Generic Virtual User Models will also describe the 

tasks and primitive tasks affected by the specific disabilities and their associated disa-

bility-related parameters.  

The following table lists an indicative instance of a Generic Virtual User Model. 

Disability 

category 

Disability Affected primi-

tive tasks (*) 

Affected primitive tasks’ 

parameters 

(*) 

 

 

 

Motor 

Hemiplegia Grasp The user is able to grasp 

objects, with 

limited size 

Pull The user can pull an object 

with max_Force: 5N 

Walk Gait velocity ranges from 

0.18 to 1.03 m/s 

Abnormal step rhythm 

Motor Hand Osteoarthri-

tis 

Grasp Finger extension and flexion 

is limited. Grip strength is 

reduced. (see D1.3.1 table 

4.24). 

Could use alternative grasp-

ing (other fingers). 

Motor Muscular dystro-

phy 

… … 

Motor Multiple sclerosis … … 

Motor Rett Syndrome … … 

Vision … … … 

Hearing … … … 

Cognitive … … … 

Speech … … … 

Table 9 Generic Virtual User Models - Example 
 

Definition of the Virtual User Models 

The Virtual User Models are instances (virtual users, Personas) of the Generic Virtual 

User Models and describe a specific virtual user with specific disability related parame-

ters including disabilities, affected primitive tasks and specific affected primitive tasks‘ 

parameters for the specific user. 

The following table lists an indicative instance of a Virtual User Model. 
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User ID Disability 

category 

Disability Affected 

primitive tasks 

Affected primitive tasks’ 

parameters 

(*) 

User 1 Motor Hemiplegia Grasp The user is able to grasp 

objects, with 

size <= 2.5cm x 2.5cm x 

2.5cm 

Pull The user can pull an ob-

ject with max_Force: 3N 

Walk Gait velocity : 0.9 m/s 

Abnormal step rhythm 

User 2 … … … … 

Table 10 VERITAS Virtual User Models – Example 

 

3.2 VERITAS requirements from existing standards 
VERITAS aims to utilize, whenever possible, existing standards for the formal and valid 

implementation of the user models.  Specifically, detailed principles, guidelines and 

recommendations as well as machine-readable formats (meta-models, ontology-

schema, etc.) are needed concerning the definition and development of user and task 

models. 

Based on the aforementioned methodology, the following list of requirements of VERI-

TAS from existing standards, has been defined:  

 Accessibility support: Structured description of abilities and functional limita-

tions for all disability categories and sub-categories. Guidelines and specifica-

tions for designers, manufacturers and service providers, for ensuring that their 

products and environments take into account accessibility limitations (in order to 

support design for all). 

 User profile description: Detailed and structured description of user profiles 

for supporting personalization. 

 Disabled user preferences structured description: Description of user prefe-

rences of the disabled users and the elderly, in the context of Human-Computer 

interaction. 

 User Interface Modelling: A formal and efficient way for describing user inter-

faces. It should be noticed that the user interfaces are not confined within the 

context of ICT applications but should also describe interactions for non-ICT 

domains.  

 Multimodal Interfaces Support: Provision of guidelines and recommendations 

for the design of multimodal interfaces. Also, provision of a formal way for de-

scribing multimodal use interfaces. 
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 Assistive devices: Detailed and structured representation and modelling of as-

sistive devices and their relevance to different types of disabilities. 

 Task modeling support: Detailed modeling of primitive and complex user 

tasks, while interacting with ICT and non-ICT interfaces that can be performed 

in the context of a workflow. 

 Workflow support: Workflow representation guidelines and methods for de-

scribing use interaction while performing specific tasks. 

 Disability-related user interaction characteristics and parameters: Detailed 
description of disabled user physical, cognitive, behavioral and psychological 
characteristics. Includes guidelines, metrics, bounds and limitations that the pa-
rameters follow as an effect of the functional limitation of the user. 
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4 VERITAS in the context of existing standards  

The following table summarizes the most relevant to User Modelling standards and 

methodologies (extensively presented in sections 2.1, 2.2 and 2.3). It also describes 

their potential use within VERITAS along with potential contributions of VERITAS so as 

to fill existing standardization gaps. 

Standard/Methodology Potential use in VERITAS Potential contribu-
tion of VERITAS 

ETSI TS 102 747; Human 
Factors (HF); Personaliza-
tion and User Profile Man-
agement; Architectural 
Framework 

VERITAS may follow some of 
the recommendations provided 
by this standard (ex. those con-
cerning privacy) for the man-
agement of the Virtual User 
Models. 

 

ETSI ES 202 746; Human 
Factors (HF); Personaliza-
tion and User Profile Man-
agement; User Profile Pref-
erences and Information 

VERITAS may include the user 
preferences specified by the 
standard, especially those re-
lated to disabilities to the struc-
ture of the Virtual User Models.  

VERITAS could pos-
sibly extend the user 
preferences related 
to disabilities. 

ISO/IEC 24751-1:2008 (In-
formation technology - Indi-
vidualized adaptability and 
accessibility in e-learning, 
education and training - Part 
1: Framework and reference 
model) 

This standard is not too rele-
vant with the goals of VERI-
TAS. However, it proposes a 
process for matching digital re-
sources to user‘s needs and 
preferences. Some of the steps 
of the proposed process could 
provide guidance to VERITAS 
on how the Virtual User Models 
could be used by a simulation 
platform. 

 

ISO/IEC 24751-2:2008 (In-
formation technology - Indi-
vidualized adaptability and 
accessibility in e-learning, 
education and training - Part 
2: "Access for all" personal 
needs and preferences for 
digital delivery) 

VERITAS may include a subset 
of the stated in the standard 
user needs and preferences 
related to disabilities to the 
structure of the Virtual User 
Models. 

VERITAS could pos-
sibly extend the user 
preferences related 
to disabilities. 

MARIA XML One of the requirements of 
VERITAS is the formal and de-
tailed description of User Inter-
faces of ICT and non-ICT appli-
cations. On the other hand, 
MARIA XML provides meta-
models that describe in detail 
the design of user interfaces 
with focus on applications 
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Standard/Methodology Potential use in VERITAS Potential contribu-
tion of VERITAS 

based on web services. Conse-
quently, MARIA XML could be 
used in VERITAS for the de-
scription of user interfaces of 
such ICT applications.  

W3C Delivery Context On-
tology 

The Delivery Context Ontology 
itself constitutes a vocabulary of 
terms describing different types 
of devices. This vocabulary can 
be used in the Abstract User 
Models as well as in the Virtual 
User Models wherever special 
requirements have to be de-
fined for a user concerning the 
interaction with various devices. 

VERITAS could pos-
sibly extend the vo-
cabulary of the De-
livery Context Ontol-
ogy in the context of 
assistive devices. 

W3C Composite Capabil-
ity/Preference Profiles 
(CC/PP) 

VERITAS may use the user 
preferences specified by the 
standard, especially those re-
lated to disabilities, for the de-
velopment of the Abstract User 
Models and Virtual User Mod-
els. 

VERITAS could pos-
sibly extend the user 
preferences related 
to disabilities. 

IMS Access For All Personal 
Needs and Preferences De-
scription for Digital Delivery 
Information Model 

This standard provides a ma-
chine-readable method of stat-
ing user needs and preferences 
with respect to digitally based 
education or learning. Some of 
the stated user needs may also 
be used out of the scope of e-
learning, describing the limita-
tions in interaction of the user 
with the environment (ex. there 
are attributes like ―speech-rate‖, 
―pitch‖ and ―volume‖ concerning 
screen readers). The descrip-
tion of such user needs, as it is 
proposed by the standard, may 
be used in the development of 
VERITAS Abstract and Virtual 
User Models. 

VERITAS could pos-
sibly extend the defi-
nitions of user needs 
and link them with 
specific disabilities. 

ETSI EG 202 116; Human 
Factors (HF); Guidelines for 
ICT products and services; 
"Design for All" 

ETSI EG 202 116 contains 

definitions of user characteris-

tics, including sensory, physical 

and cognitive abilities. These 

definitions may be used in the 

development of the VERITAS 

Abstract User Models, in order 

VERITAS could pos-
sibly extend the defi-
nitions of user char-
acteristics and even 
create machine-
readable formats (ex. 
XML-schemas) of 
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Standard/Methodology Potential use in VERITAS Potential contribu-
tion of VERITAS 

to express how the disabilities 

are connected with the sensory, 

physical and cognitive abilities 

of the user. 

Additionally, ETSI EG 202 116 
describes how user abilities are 
changing over years. This in-
formation could be used in the 
development of VERITAS Ge-
neric Virtual User Models 
representing users of different 
age groups. 

these characteristics. 

ETSI TR 102 068; Human 
Factors (HF); Requirements 
for assistive technology de-
vices in ICT 

ETSI TR 102 068 describes us-
er sensory, physical and cogni-
tive disabilities and correlates 
them with assistive devices. 
VERITAS may use this informa-
tion in the development of the 
Abstract User Models, which 
describe the disabilities, in or-
der to correlate the disabilities 
with assistive devices. 

 

EG 202 325 - Human Fac-
tors (HF); User Profile Man-
agement 

EG 202 325 provides guidelines 
relevant to users' needs to 
manage their profiles for per-
sonalisation of services and 
terminals. VERITAS may follow 
some of these guidelines for the 
better management of the Vir-
tual User Models. 

 

BS EN 1332-4:2007 (Identifi-
cation card systems. Man-
machine interface. Coding of 
user requirements for people 
with special needs) 

BS EN 1332-4:2007 provides a 
set of detailed definitions of 
user needs (such as preferred 
speech output rate, requirement 
for specific type of fonts, etc.), 
including people with special 
needs, for example the aged, 
minors, people with disabilities, 
those with learning difficulties, 
first time users, those not con-
versant with the local language. 
These user needs may be used 
in the VERITAS Abstract User 
Models, presenting this way 
how user needs are connected 
with the disabilities. 

VERITAS could pos-
sibly extend the list 
of requirements con-
cerning the interac-
tion of elderly and 
disabled people with 
a user interface. 
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Standard/Methodology Potential use in VERITAS Potential contribu-
tion of VERITAS 

ISO 11228-2:2007 (Ergo-
nomics -- Manual handling -- 
Part 2: Pushing and pulling) 

ISO 11228-2:2007 provides 
structured information illustrat-
ing the maximum acceptable 
forces concerning push-
ing/pulling for the 90% of the 
healthy adult working popula-
tion, according to different pa-
rameters (gender, push-
ing/pulling distance, frequency, 
etc.). Additionally, many other 
comparative tables are pro-
vided (ex. population subgroup 
profiles varying in age and gen-
der and reflecting elderly work-
ing population (50-64 years)). 
This information could be taken 
into account during the devel-
opment of the VERITAS Ge-
neric Virtual User Models. 

 

ISO/DIS 24502 (Ergonomics 
-- Accessible design -- 
Specification of age-related 
relative luminance in visual 
signs and displays) 

ISO/DIS 24502 provides a 
comparative analysis concern-
ing the age-related spectral lu-
minous efficiency (age is de-
fined in decade). This informa-
tion is pretty useful when there 
is need for the development of 
User Models representing a 
population group of specific age 
and could be taken into account 
during the development of the 
VERITAS Generic Virtual User 
Models. 

 

XPDL XPDL may be used for the defi-

nition of the VERITAS Task 

Models. 

 

WHO ICF WHO ICF provides classifica-

tions related to body functions 

and structure, and a list of do-

mains of activity, which may be 

used during the development of 

the VERITAS Abstract User 

Models. 
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Standard/Methodology Potential use in VERITAS Potential contribu-
tion of VERITAS 

WHO ICD WHO ICD provides classifica-

tions of diseases and other 

health problems, which may be 

used during the development of 

the VERITAS Abstract User 

Models. 

 

UsiXML One of the requirements of 
VERITAS is the formal and de-
tailed description of multimodal 
interfaces as well as user tasks. 
On the other hand, UsiXML 
provides meta-models that de-
scribe in detail the design of 
multimodal user interfaces, 
while it also supports task mod-
eling.  Consequently, UsiXML 
could be used in VERITAS for 
the development of multimodal 
user interfaces and task mod-
els.  

VERITAS could pos-
sibly extend UsiXML 
with meta-models 
describing the users 
with particular em-
phasis on elderly and 
disabled.  

Table 11 VERITAS in the context of existing standards 
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5 VICON methodology 

VICON will utilize mainly the User Profiles. The focus in VICON lies on the User Pro-
files as our direct target users are designers, who will utilize personas to validate their 
designs of mobile devices and washing machines at various phases of the design 
process. The following steps explain where guidelines and standards will be utilized in 
VICON: 

• Build a web based virtual user recommendation system on inclusive design for 
mobile phones and washing machines to assist designers in the scratch phase 
utilizing existing guidelines, standards and materials. Here guidelines about 
design for all will be synthesized and made available for the designer. 

• Create virtual human environments, where the designers could configure a 
virtual human ―persona‖. The User Profiles will be used for this purpose. 

• Design products in a CAD system, where the Designer can invoke a context 
sensitive recommendation system. Standards about Device characteristics will 
be used o create meta device models.   

• Build a virtual environment. Context profiles will be used to describe the 
environment. 

• Import the CAD design into the virtual environment.  

• Position the persona  in the environment  

• Assign tasks to the persona. Task standards and workflow standards will be 
used to define the tasks and the workflow of their conduction. 

• Analyze how the human performs. Analysis equations of the assigned tasks will 
be utilized for this purpose. 

The correspondence between VICON terms and VUMS terms is depicted in Table 12. 

VUMS terms VICON correspondence 

User Model  Almost same though it is limited to elderly 

users with vision, hearing and dexterity 

disabilities 

User Profile  Virtual user model 

Virtual user Same as in VUMS  

Environmental Model  Almost Same as VUMS.  

Device Model  Same as VUMS 

User Agent Has not used explicitly yet 

Interaction Model  Task model 

Context Model Same as VUMS 

Simulation  Same as VUMS 
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VUMS terms VICON correspondence 

Validation  Same as VUMS 

Adaptive User Interfaces  Same as VUMS 

User Interface Design Pattern Has not used explicitly yet 

Table 12 Correspondence between VICON terms and VUMS terns 
 

5.1 VICON user modelling methodology outline 
Similar to section 3.1 of VERITAS, VICON will use at most the User Profiling approach. 

Additionally VICON will use environments models to describe the devices and contexts, 

where the persona will reside and interact with. 

The actions that are being systematically performed in the context of the two VICON 

application areas are described within the task model. Moreover, these tasks are de-

veloped using an hierarchical approach. Thus, high level tasks are related to more 

complex abstract actions, e.g. driving, and are broken down into simpler tasks, e.g. 

steering, and primitive tasks, e.g. grasping.  

Figure 2 illustrates an outline of the VICON user modeling methodology. The develop-

ment of the user models can be performed in many interrelated steps: 

• The user  models will describe the mild to moderate physical disabilities, which are 

targeted by the VICON project 

• The Generic User Profiles will build the base for the creation of the user categories 

of the elderly people with the disabilities (namely vision hearing and dexterity 

disabilities) in the focus of the VICON project. Furthermore it will contain related 

tasks, which could be performed by the user categories. 

• The User Profiles are instances (Virtual users, Personas) of the Generic User 

Profiles and describe a specific virtual user with specific disability related 

parameters. It will contain as well kinematic parameters. They will be synthesized in 

the VICON and be available to be integrated into the virtual environment. 
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Figure 2: Illustration of the models required in the VICON context 
  

5.1.1 Definition of the primitive tasks 

The primitive tasks define the primitive human actions and are related to physical dis-

abilities. The number of primitive tasks should be limited but also sufficient so as to ef-

ficiently model all systematically performed actions in the two VICON application sce-

narios.  

Concerning implementation, each primitive task should contain a name as well as the 

category in which it belongs to. The list of primitive tasks that will be defined within VI-

CON will include tasks of different categories such as: motor, visual and hearing. Table 

13 lists some indicative primitive tasks. 

 

5.1.2 Definition of the task models 

The Task Models that will be implemented within VICON will be based on the two ap-

plication scenarios. They will refer to user actions/interactions with a specific environ-

ment (e.g. washing machine and mobile phone) and will also follow a hierarchical struc-

ture ranging from abstract high-level task to primitive tasks. They will also support the 

use of assistive devices to perform a specific task, through multiple instances of a spe-

cific action. The Task Models will be developed based on existing relevant state-of-the-

art, standards and guidelines but also based on domain knowledge and relevant attrib-

utes with respect to the contents of the VICON application scenarios. The following ta-

ble lists an indicative instance of a task model. 
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 Sector  Task  Subtask  Primitive tasks  Primitive task –  

 Object 

 Washing    

 machines 

 Conduct   

 a washing   

 programme 

 Opening the door 

 Grasp  Door handle 

 Pull  Door handle 

 Pull  Door 

 Loading the washing  

 machine 

 Lift / Lower  Clothes 

 Carry  Clothes basket 

 Close door 
 Grasp  Door handle 

 Pull  Door 

 Mobile    

 phones 

 Turning the  

 phone on and  

 off  

 Push button  Push  On/Off button of a  

 mobile phone 

Table 13 VICON Task Models - Example 
 

5.1.3 Definition of the User Models 

The VICON User Models are initially formed by examining the current state-of-the-art, 

existing standards and guidelines related to several disabilities. In particular, the defini-

tion of the User Models will be based on a similar approach as described in the VERI-

TAS approach see Section 3.1 especially table Table 8. VICON focuses on mild to 

moderate physical disabilities.  

5.1.4 Definition of the Generic User Profiles 

See definition in Section 3.1 

5.1.5 Definition of the User Profiles 

See Section 3.1. 

5.2 VICON requirements from existing standards 
Similar to VERITAS, VICON aims to utilize, whenever possible, existing standards for 

the formal and valid implementation of the user models.   

Based on the aforementioned methodology, the following list of requirements of VICON 

from existing standards has been defined:  

 Accessibility support: Structured description of abilities and functional 

limitations for all disability categories and sub-categories. Guidelines and 

specifications for designers, manufacturers and service providers, for ensuring 

that their products and environments take into account accessibility limitations 

(in order to support design for all). 

 Multimodal Interfaces Support: Provision of guidelines and recommendations 

for the design of multimodal interfaces. Also, provision of a formal way for 

describing multimodal use interfaces. 

 Task modeling support: Detailed modeling of primitive and complex user 

tasks, while interacting with ICT and non-ICT interfaces that can be performed 

in the context of a workflow. 
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 Workflow support: Workflow representation guidelines and methods for 

describing use interaction while performing specific tasks. 

 Disability-related user interaction characteristics and parameters: Detailed 
description of disabled user physical characteristics. Includes guidelines, 
metrics, bounds and limitations that the parameters follow as an effect of the 
functional limitation of the user. 
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6 VICON in the context of existing standards  

The following table summarizes the most relevant to User Modelling standards and 

methodologies (extensively presented in sections 2.1, 2.2 and 2.3). It also describes 

their potential use within VICON along with potential contributions of VICON so as to fill 

existing standardization gaps. 

Standard/Methodology Potential use in VICON Potential con-
tribution of VI-

CON 

ETSI ES 202 746; Human 
Factors (HF); Personaliza-
tion and User Profile Man-
agement; User Profile 
Preferences and Informa-
tion 

VICON may include the user prefer-
ences specified by the standard, es-
pecially those related to disabilities to 
the structure of the User Profiles.  

 

W3C Delivery Context On-
tology 

The Delivery Context Ontology itself 
constitutes a vocabulary of terms de-
scribing different types of devices. 
This vocabulary can be used in the 
User Models as well as in the User 
Profiles wherever special require-
ments have to be defined for a user 
concerning the interaction with vari-
ous devices. 

VICON could 
possibly extend 
the vocabulary of 
the Delivery Con-
text Ontology in 
the context of 
assistive devices. 

W3C Composite Capabil-
ity/Preference Profiles 
(CC/PP) 

VICON may use the user prefer-
ences specified by the standard, es-
pecially those related to disabilities, 
for the development of the User 
Models and User Profiles. The de-
vice characteristics could as well be 
used by VICON. 

 

ETSI EG 202 116; Human 
Factors (HF); Guidelines 
for ICT products and ser-
vices; "Design for All" 

ETSI EG 202 116 contains defini-

tions of user characteristics, includ-

ing sensory, physical and cognitive 

abilities. These definitions may be 

used in the development of the VI-

CON User Models, in order to ex-

press how the disabilities are con-

nected with the sensory, physical 

and cognitive abilities of the user. 

Additionally, ETSI EG 202 116 de-
scribes how user abilities are chang-
ing over years. This information 
could be used in the development of 
VICON Generic User Profiles 
representing users of different age 

VICON could 
possibly extend 
the definitions of 
user characteris-
tics and even 
create machine-
readable formats 
(ex. XML-
schemas) of 
these character-
istics. 
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Standard/Methodology Potential use in VICON Potential con-
tribution of VI-

CON 

groups. 

BS EN 1332-4:2007 (Iden-
tification card systems. 
Man-machine interface. 
Coding of user require-
ments for people with spe-
cial needs) 

BS EN 1332-4:2007 provides a set of 
detailed definitions of user needs 
(such as preferred speech output 
rate, requirement for specific type of 
fonts, etc.), including people with 
special needs, for example the aged, 
minors, people with disabilities, those 
with learning difficulties, first time us-
ers, those not conversant with the 
local language. These user needs 
may be used in the VICON User 
Models, presenting this way how 
user needs are connected with the 
disabilities. 

VICON could 
possibly extend 
the list of re-
quirements con-
cerning the inter-
action of elderly 
and disabled 
people with a 
user interface. 

ISO 11228-2:2007 (Ergo-
nomics -- Manual handling 
-- Part 2: Pushing and pull-
ing) 

ISO 11228-2:2007 provides struc-
tured information illustrating the 
maximum acceptable forces con-
cerning pushing/pulling for the 90% 
of the healthy adult working popula-
tion, according to different parame-
ters (gender, pushing/pulling dis-
tance, frequency, etc.). Additionally, 
many other comparative tables are 
provided (ex. population subgroup 
profiles varying in age and gender 
and reflecting elderly working popula-
tion (50-64 years)). This information 
could be taken into account during 
the development of the VICON Ge-
neric User Profiles. 

 

Foundational Model of 
Anatomy ontology (FMA) 

FMA is concerned with the represen-
tation of classes or types and rela-
tionships necessary for the symbolic 
representation of the phenotypic 
structure of the human body in a 
form that is understandable to hu-
mans and is also navigable, parsea-
ble and interpretable by machine-
based systems. 

 

 

ISO/IEC 19774 — Huma-
noid Animation (H-Anim)  

 

This standard may be used in VICON 
for the creation of the User Profiles 
software to create and animate 3D 
human figures.  

VICON may con-
tribute to this 
standard by pro-
viding our ex-
perience out of 
the project.  
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Standard/Methodology Potential use in VICON Potential con-
tribution of VI-

CON 

The Rapid Upper Limb As-

sessment (RULA) 

RULA Analysis can be used in VI-

CON to analyze many facets of a 

personas posture based on a combi-

nation of automatically detected va-

riables and user data.  

 

 

SNOOK equations  The SNOOK equations can be used 
in VICON to help to optimize manual 
tasks for our target population and 
design better, and more widely ac-
cepted, products and workplaces 

 

ISO/DIS 24502 (Ergonom-
ics -- Accessible design -- 
Specification of age-related 
relative luminance in visual 
signs and displays) 

ISO/DIS 24502 provides a compara-
tive analysis concerning the age-
related spectral luminous efficiency 
(age is defined in decade). This in-
formation is pretty useful when there 
is need for the development of User 
Models representing a population 
group of specific age and could be 
taken into account during the devel-
opment of the VICON Generic User 
Profiles. 

 

WHO ICF WHO ICF provides classifications 

related to body functions and struc-

ture, and a list of domains of activity 

which may be used during the devel-

opment of the VICON User Models. 

 

UsiXML UsiXML provides meta-models that 
describe in detail the design of mul-
timodal user interfaces, while it also 
supports task modeling.  Conse-
quently, UsiXML could be used in 
VICON for the development of mul-
timodal user interfaces and task 
models.  

 

Hierarchical Task Analysis 

(HTA) 

 

HTA provides a task analysis meth-
odology, which will be used in VI-
CON to describe the tasks of the Vir-
tual User interacting with washing 
machines and mobile phones. 

 

Table 14 VICON in the context of existing standards 
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7 GUIDE Methodology 

The GUIDE project aims to develop a toolbox of adaptive, multi-modal user interfaces 

that target the accessibility requirements of elderly and impaired users in their home 

environment, making use of TV set-top boxes as processing and connectivity platform. 

For this purpose, the toolbox not only provides the technology of advanced multi-modal 

user interface (UI) components, but also the adaptation mechanisms necessary to let 

the UI components interoperate with legacy and novel applications, including the capa-

bility to self-adapt to user needs.  

The GUIDE user model simulates basic perceptual, cognitive and motor capabilities of 

users. The user model is a set of mathematical models which takes parameters on us-

ers‘ and devices‘ properties and capabilities.  The models are calibrated, validated and 

used through a simulator, which is explained in the next section. The following table 

(Table 15) relates VUMS terms to GUIDE terms used in next section. 

VUMS terms GUIDE correspondence 

User Model  Almost same though it also includes mod-

els of basic perception-cognition-motor 

action 

User Profile  Same as VUMS 

Virtual user Has not used explicitly  

Environmental Model  Almost Same as VUMS  

Device Model  Same as VUMS 

User Agent Has not used explicitly yet 

Interaction Model  Has not used explicitly yet 

Context Model Same as VUMS 

Simulation  Same as VUMS 

Validation  Same as VUMS 

Adaptive User Interfaces  Same as VUMS 

User Interface Design Pattern Has not used explicitly yet 

Table 15 Correspondence between GUIDE terms and VUMS terns 
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7.1 The simulator 
Figure 3 below shows the architecture of the simulator. It consists of the following 
modules: 

The Environment model contains a representation of  the application and context of 
use. It consists of: 

 The Application model containing a representation of interface layout and 
application states. 

 The Task model representing the current task undertaken by a user that 
will be simulated by breaking it up into a set of simple atomic tasks following 
the KLM model [23].. 

 The Context model representing the context of use like background noise, 
illumination and so on. 

 

The Device model decides the type of input and output devices to be used by a par-
ticular user and sets parameters for an interface. 

The User model simulates the interaction patterns of users for undertaking a task ana-
lysed by the task model under the configuration set by the interface model. It uses the 
sequence of phases defined by Model Human Processor [23]. 

 The perception model simulates the visual perception of interface ob-
jects. It is based on the theories of visual attention.  

 The cognitive model determines an action to accomplish the current 
task. It is more detailed than the GOMS model [51] but not as complex 
as other cognitive architectures. 

 The motor behaviour model predicts the completion time and possible 
interaction patterns for performing that action. It is based on statistical 
analysis of screen navigation paths of disabled users.  

 
 

 

Figure 3. Architecture of the Simulator 
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The details about users are stored in xml format in the user profile following the ontolo-

gy shown in Figure 4 below.  The ontology stores demographic detail of users like age 

and sex and divide the functional abilities in perception, cognition and motor action. 

The perception, cognitive and motor behaviour models take input from the respective 

functional abilities of users. 

 

STM: Short Term Memory, IQ: Intelligent Quotient, EIQ: Emotional Intelligent Quotient 

Figure 4. User Ontology 
 

The visual perception model [15] simulates the phenomenon of visual perception (like 

focussing and shifting attention). We have investigated eye gaze patterns (using a To-

bii X120 eye tracker) of people with and without visual impairment.  The model uses a 

backpropagation neural network to predict eye gaze fixation points and can also simu-

late the effects of different visual impairments (like Maccular Degeneration, colour 

blindness, Diabetic Retinopathy and so on) using image processing algorithms. Figure 

5 shows the actual and predicted eye movement paths (green line for actual, black line 

for predicted) and points of eye gaze fixations (overlapping green circles) during a vis-

ual search task. The figure shows the prediction for a protanope (a type of colour blind-

ness) participant and so the right hand figure is different from the left hand one as the 

effect of protanopia was simulated on the input image. 
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Figure 5. Eye movement trajectory for a user with colour blindness 
The auditory perception model is under development. It will simulate effect of both con-

ductive (outer ear problem) and sensorineural (inner ear problem) hearing impairment. 

The models will be developed using frequence smearing algorithm [73] and will be cali-

brated through audiogram tests. 

The cognitive model [13] breaks up a high level task specification into a set of atomic 

tasks to be performed on the application in question. This operation is illustrated in Fig-

ure 6. At any stage, users have a fixed policy based on the current task in hand. The 

policy produces an action, which in turn is converted into a device operation (e.g. click-

ing on a button, selecting a menu item and so on). After application of the operation, 

the device moves to a new state. Users have to map this state to one of the states in 

the user space. Then they again decide a new action until the goal state is achieved. 

 
Figure 6. Sequence of events in an interaction 

 

The model also has the ability to learn new techniques for interactions. Learning can 

occur either offline or online. The offline learning takes place when the user of the 

model (such as an interface designer) adds new states or operations to the user space. 

The model can also learn new states and operations itself. During execution, whenever 

the model cannot map the intended action of the user into an operation permissible by 

the device, it tries to learn a new operation. To do so, it first asks for instructions from 

outside. The interface designer is provided with the information about previous, current 

and future states and he can choose an operation on behalf of the model. If the model 

does not get any external instructions then it searches the state transition matrix of the 

device space and selects an operation according to the label matching principle [88]. If 

the label matching principle cannot return a prospective operation, it randomly selects 

an operation that can change the device state in a favourable way. It then adds this 

new operation to the user space and updates the state transition matrix of the user 

space accordingly. In the same way, the model can also learn a new device state. 
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Whenever it arrives in a device state unknown to the user space, it adds this new state 

to the user space. It then selects or learns an operation that can bring the device into a 

state desirable to the user. If it cannot reach a desirable state, it simply selects or 

learns an operation that can bring the device into a state known to the user.  

The model can also simulate the practice effect of users. Initially the mapping between 

the user space and the device space remains uncertain. It means that the probabilities 

for each pair of state/action in the user space and state/operation in the device space 

are less than 1. After each successful completion of a task the model increases the 

probabilities of those mappings that lead to the successful completion of the task and 

after sufficient practice the probability values of certain mappings reach one. At this 

stage the user can map his space unambiguously to the device space and, thus, be-

have optimally. We are presently working on simulating effect of a few cognitive im-

pairments like dyslexia, dementia and so on. 

The motor behaviour model [16] is developed by statistical analysis of cursor traces 

from motor impaired users. We have evaluated hand strength (in terms of grip strength, 

range of motion of wrist and forearm and static tremor using a Baseline 7-pc Hand 

Evaluation Kit and Comby Stressometer) of able-bodied and motor impaired people 

and investigated how hand strength affects human computer interaction. Based on the 

analysis, we have developed a regression model to predict pointing time. Application of 

Fitts‘ Law for motor impaired users is a debatable issues [16], our model is an alterna-

tive to Fitts‘ Law though it conforms to the basic prediction of Fitts‘ law in terms of rela-

tionship between movement time and distance and width of target. Figure 7 shows an 

example of the output of the model. The thin purple line shows a sample trajectory of 

mouse movement of a motor impaired user. It can be seen that the trajectory contains 

random movements near the source and the target. The thick red and black lines en-

circle the contour of these random movements. The area under the contour has a high 

probability of missed clicks as the movement is random there and thus lacks control.  

 

Figure 7. Mouse movement trajectory for a user with cerebral palsy 
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a. Interfaces to simulate the effects of different diseases 

  

b. Interfaces to simulate the effects of different visual functions and hand strength me-

trics 

  

c. Interfaces to run image processing algorithms and set demographic detail of users 

Figure 8. A few interfaces of a prototype of the toolbox 
 

These models do not need detailed knowledge of psychology or programming to oper-
ate. They have graphical user interfaces to provide input parameters and to show the 
output of the simulation. Figure 8 shows some screenshots of the simulator. 

At present it supports a few types of visual and mobility impairments. For both visual 
and mobility impairments, we have developed the user interfaces in three different le-
vels: 
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o In the first level (figure 8a) the system simulates different diseases. With in-
creasing level of the severity of the diseases the parameters of the models 
change accordingly, for example with increasing level of severity of cerebral 
palsy or polio the grip strength and Range of Motion of wrist and forearm de-
creases exponentially. 

o In the next level (figure 8b) the system simulates the effect of change in differ-
ent visual functions (like Visual acuity, Contrast sensitivity, Visual field loss and 
so on), hand strength metrics (like Grip Strength, Range of Motion of forearm, 
wrist and so on) and auditory parameters (like audiogram, loudness and so on).  

o In the third level (figure 8c), the system allows different image processing and 
digital filtering algorithms to be run (such as high/low/band pass filtering, blur-
ring etc.) on input images and demographic details of the users to be set. 

 

The simulator can show the effects of a particular disease on visual functions and hand 
strength metrics and in turn their effect on interaction. For example, it can demonstrate 
how the progress of dry macular degeneration increases the number and sizes of sco-
toma (dark spots in eyes) and converts a slight peripheral visual field loss into total 
central vision loss.  Similarly, it can show the perception of an elderly colourblind user, 
or in other words the combined effect of visual acuity loss and colour blindness. We 
have modelled the effects of age and gender on hand strength and the system can 
show the effects of Cerebral Palsy or Parkinson‘s disease for different age group and 
gender. Some sample screenshots can be found at 
http://www.cl.cam.ac.uk/~pb400/Demo.htm.  

Validation of the models 

Each of the perception, cognitive and motor behaviour models were calibrated and va-
lidated separately involving people with and without visual and mobility impairments 
[14]. 

The visual perception model was validated through an eye gaze tracking study for a 
visual search task. We compared the correlation between actual and predicted visual 
search time, eye gaze and also investigated the error in prediction.  The actual and 
predicted visual search time correleated statistically significantly with less than 40% 
error rate for more than half of the trials [15]. 

The cognitive model was used to simulate interaction for first time users and to simu-
late the effect of learning as well [13]. 

The motor behaviour model was validated through ISO 9241 pointing task. The actual 
and predicted movement time correleated statistically significantly with less than 40% 
error rate for more than half of the trials [16]. 

The whole simulator has been validated [14] for an icon searching task involving 
people with and without visual and mobility impairments.  

 

7.2 Run time system 
We will use the simulator to develop the GUIDE profile that will help to dynamically 

adapt interfaces based on the user, context and particular application in use. It works in 

the following way (Figure 9): The user can provide input through multiple devices like 

motion sensors (like Wiimote) and speech recognizers, meaning that he can use multi-

http://www.cl.cam.ac.uk/~pb400/Demo.htm
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ple modalities like pointing, gesture and speech simultaneously. The signals from rec-

ognition based modalities are processed by interpreter modules like a series of points 

from the motion sensor go through a gesture recognition engine, in order to detect ges-

tures. Signals corresponding to pointing modalities go through input adaptation mod-

ules (e.g. in order to smooth tremors from the user‘s hand or to guess the intention of 

the user). Both interpreter and adaptation modules base their decisions on knowledge 

stored in the GUIDE profiles achieving noise reduction in the input signals. The multi-

modal fusion module analyzes the raw input signals and the outputs of input interpret-

ers and input adaptation and combines these multiple streams into a single interpreta-

tion based on the user, context and application models. The interpretation resulting 

from the input signals is sent to the dialog manager who decides which will be the ap-

plication‘s response. This response is fed to the multimodal fission module, which 

again takes input from the user, context and application models and prepares the out-

put appropriately (like embedding a HTML page in a video with subtitle and voice out-

put) to be rendered in the output devices. The user perceives this output and provides 

further input. 

 
Figure 9. Run time adaptation system 

 

7.3 GUIDE requirements from existing standard 
This section highlights the requirements of GUIDE from existing standards 

1. Description of functional abilities of users: We need a standard hierarchy to de-

scribe basic perceptual, cognitive and motor ability of users. 

2. Storing details of user, interfaces and devices: We have to store detail of users, 

interfaces and devices in an interoperable machine readable form, and a standard 

for each of these details can help in seamless integration of our models to different 

platforms and devices. 

3. Calibration and Validation of models: GUIDE requires existing standards on run-

ning user trials to calibrate and validate the models. 



VERITAS D1.6.4 PU Grant Agreement # 247765 
 

June 2011  95 CERTH/ITI 
 

4. Accessibility issues: GUIDE will try to follow the existing accessibility guidelines 

and recommendations in designing application interfaces.  

5. Application development: During application development, GUIDE will follow 

standards regarding hybrid TV and digital TV in general. 

7.4 GUIDE in context of VUMS 
We have adapted the GUIDE user model according to VUMS definition. As a starting 

point, we have added all the VUMS terms in GUIDE glossary of terms. Though the 

concept of initial GUIDE user model was different than VUMS definition (as it contains 

a dynamic behavioural simulation module), we have adapted the XML structure for the 

storage of user details using tags used by othe VUMS projects. As a result, we can im-

port and export our user profiles among other projects. We are also trying to follow a 

similar approach for the other models, like Application model and Device Model. Addi-

tionally, we are defining a standard for conducting user trials to calibrate and validate 

the models as well as storing data, so that projects can share user trial data among 

themselves. 
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8 GUIDE in the context of existing standards 

The following table summarizes relevant standards and their relevance to the GUIDE 

user model. 

Standards 
Potential use in GUIDE Potential 

contribution 

of GUIDE 

 
Part of 

GUIDE Us-

er Model 

Relevance 

 

ACT-R/PM, EPIC Architecture 

The architecture, calibra-

tion and validation of the 

simulator follow similar 

principles such as those 

used in the cognitive archi-

tectures (mainly in ACT-R/ 

PM and EPIC systems). 

GUIDE user 

model could 

contribute to 

develp a new 

inclusive 

cognitive ar-

chitecture 

standard. 

GOMS models Task model 

The task model uses the 

task decomposition tech-

nique used by the KLM 

GOMS model. 

 

XForm/UIML/XIML/UsiXML 
Interface 

Model 

We shall use one of 

XForm/UIML/XIML/UsiXML 

to describe interfaces.  

 

ISO IEC 24752 – Part 4 This standard can be used 

to describe interfaces. 

 

ETSI TS 102 747 

User Model 

This standard can be used 

to develop the user profile. 

 

ISO IEC 24751 
This standard can be used 

to model cognition and 

cognitive impairments. 

 

WHO ICF 

The classification tech-

nique will be used for re-

quirement analysis and us-

er profile generation. 

 

XML We have used XML to 

store user characteristics. 

 

ISO 9241 Ergonomics 

standard 
Calibration 

It is used to conduct user 

studies for calibrating and 

validating the simulator and 

also to evaluate new inte-

raction devices. 

 

WCAG and other 

Guidelines 

Validation Initially, the output of the 

simulation will be com-

GUIDE user 

model could 
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Standards 
Potential use in GUIDE Potential 

contribution 

of GUIDE 

 
Part of 

GUIDE Us-

er Model 

Relevance 

 

pared to the existing guide-

lines to validate the results 

and in a next step the si-

mulation output will aug-

ment the existing guide-

lines in the form of the 

GUIDE handbook.  

develop new 

guidelines in 

the form of 

the GUIDE 

Handbook. 

Table 16 GUIDE in the context of existing standards
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9 MyUI methodology 

9.1 MyUI terms and their correspondence with the VUMS 
terms 
Relations between the VUMS terms, as presented in the common VUMS glossary in 

section 2, and the terms used to further detail the MyUI methodology in this document 

are outlined in the following table (Table 17). 

VUMS terms Corresponding terms in MyUI 

User Model  User Model 

(as defined in the VUMS glossary) 

User Profile  User Profile  

(as defined in the VUMS glossary) 

Virtual user No separate term 

 

Not relevant in MyUI as simulation plays a 

minor role since the 2nd amendment of the 

MyUI DoW from 23 May 2011 

Environmental Model  Environment Model  

(as defined in the VUMS glossary) 

Device Model  Device Model 

(as defined in the VUMS glossary) 

User Agent Browser 

(focus on web-based user agents)  

Interaction Model  MyUI Abstract Interaction Model 

Context Model Context Model, 

encompassing User Model and Environ-

ment Model 

Simulation  Simulation  

 

In MyUI simulation is limited to the WY-

SIWOG representation for customized us-

er interface aspects, e.g. how will a co-

lour-blind person see in a specific colour 

scheme. 

Validation  No separate term 

As MyUI is based on user profiles which 
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are built and refined during run-time, user 

profile validation is an ongoing process. 

User models are not directly validated in 

MyUI. 

Adaptive User Interfaces  Adaptive User Interfaces 

(as defined in the VUMS glossary) 

User Interface Design Pattern User Interface Design Pattern 

(as defined in the VUMS glossary) 

Table 17 Correspondence between MyUI terms and VUMS terns 

9.2 MyUI user, environment and device modelling methodolo-
gy outline 
The MyUI user, environment and device model is described by an ontology including all 

information on sensor, device, location and user characteristics as well as their rela-

tionships. In contrast to the user model approaches used in VERITAS and VICON, 

MyUI aims to focus on a function-based modelling approach rather than on a diagno-

sis-based approach. This means that the underlying ontology in MyUI is based on in-

teraction constraints that individual users might have and not on detailed medical im-

pairments and limitations of the individual user. 

Individual user profiles, derived from the general user model, form the basis for the in-

dividualised user interface generation by composing those design patterns that are 

most-fitting to the current user profile characteristics (Figure 10). User profiles are con-

tinuously updated during runtime based on information gained from different software 

and hardware sensors as well as by the user‘s interaction with the system. Sensor in-

formation is processed by means of aggregation, augmentation and conflict resolution. 

Calculated changes in the user profile are made as needed. In this way, adaptive user 

interfaces at runtime are provided in MyUI.  

 

Figure 10: User and context model as basis for the individual user interface generation 
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9.2.1 MyUI user, device and environment model - general approach 

MyUI aims at providing support for adaptive user interfaces that dynamically adapt to 

the needs and the characteristics of the user and the user‘s environment i.e., the con-

text of a user. More specifically, context can be defined as  

any information that can be used to characterize the situation of an entity. An entity is a 
person, place, or object that is considered relevant to the interaction between a user 
and an application, including the user and applications themselves.(taken from [28]) 
 

The role of context management in adaptive systems is better understood by referring 

to the general model of adaptive system described in D2.1. The model describes the 

three typical stages involved when providing adaptive behavior:  

1. Afference – collection of observational data about the user. 
2. Inference – creating or updating a user model based on that data. 
3. Efference – deciding how to adapt the system behavior. 

 

Typically, context management integrates the stages of afference and inference with 

the goal of providing a useful representation of contextual information that enables effe-

rence. Seen from the viewpoint of context management, we can characterize afference 

as providing a shared sensor data repository where sensor events are collected in 

terms of a sensor or device model. On top of this, inference is the integration and man-

agement of different context augmentation services. This augmentation services may 

incorporate environmental information about, for example, location properties of the 

user. The goal of this augmentation is to gather information about the user. This infor-

mation must be useful to enable adaptive behavior in the phase of afference. Informa-

tion about the user is structured according to the user model and stored in the user pro-

file. While the user model describes the information collected about users in terms of a 

schema, the user profile is the instantiation of the user model for a concrete user. Both, 

the user model and the user profile, will be discussed in the course of the subsequent 

sections. The next three subsections will also further examine the role of context man-

agement in the light of this 3 stage model. 

 

Figure 11: Approach to an adaptive system in the light of context management 

9.2.1.1 Collection of Sensor Information 

Looking at the problem of afference in more detail, we can distinguish implicit affe-

rence, i.e. collecting data in the background without direct involvement of the user, and 

explicit afference, i.e. actively involving the user in data collection. Since unobtrusive 
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collection of user-related data without influencing the user in his or her normal interac-

tion with the system cannot be discarded as a requirement in MyUI, the architecture of 

the context management solution has to take into account both cases. 

Implicit afference can be achieved by using sensors to unobtrusively detect observa-

tional data about the user. Unfortunately, individual sensors seldom deliver information 

that can be used directly to make useful statements about the user. Usually, sensor 

events must be connected, aggregated and augmented to arrive at information that can 

be used to populate a user profile. 

This leads us to a generic context management architecture for adaptive systems 

where sensor events are collected in a sensor data repository. This shared data reposi-

tory is filled by virtual and physical sensors that store their sensor events into the data 

repository. Physical sensors are pieces of hardware equipment placed in the surround-

ing of the user that are able to detect certain characteristics that are useful to infer user 

profile information. On the other hand, virtual sensors are pure software based sensors 

that detect information by analyzing the user‘s interaction with the MyUI system. 

In the inference stage context augmentation algorithms are then accessing this shared 

sensor data repository via a blackboard-like API and they are trying to derive user pro-

file information from sensor events, additional background knowledge and historic con-

text information. 

9.2.1.2 Context Augmentation 

As described in [61] rule-based approaches, probalistic reasoning, data mining, predic-

tive reasoning, and other machine-learning approaches might be used to derive useful 

information about the user. Each of these different approaches has different drawbacks 

and benefits, e.g. probabilistic methods might have benefits in activity recognition, whe-

reas rule-based approaches are easier to maintain and implement. To account for dif-

ferent possibilities the general context management architecture should be able to in-

corporate different reasoning mechanisms. 

This can be achieved by a data-centric integration architecture. As analyzed by Wino-

gard in [99], blackboards are the architecture of choice for this problem. In such black-

board architecture, sensor events and other useful information are published on a 

shared blackboard. Context augmentation services that represent different reasoning 

and inference techniques and algorithms can then access the information on the black-

board and derive useful user profile information.  

The blackboard itself provides an event-based API to a data repository. The data repo-

sitory is specified by a data model that incorporates the sensor or device model and 

additional environmental information that might be useful for context augmentation, like 

additional information about the location of the user. 

Compared to other approaches such architecture focuses on a separation of the 

shared descriptive data that is captured in sensor data repository and user profile from 

the algorithmic and processual knowledge that is needed to infer additional information. 

Consequently, context augmentation services and therefore reasoning algorithms can 
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be replaced independently. This enables fast prototyping, by easily experimenting with 

different reasoning approaches. 

9.2.1.3 User Model 

Capabilities and limitations of humans change over time, i.e. during the process of ag-

ing. As described in the MyUI-deliverable D2.1 (section 5.2.2.1) one example is the 

ability of hearing, which decreases over time. Although it is common that abilities de-

crease during aging, there is no uniform pattern of the steady cognitive decline. Some-

times it is also possible that a loss of cognitive abilities can be reversed. This induces 

that the user profile is never fixed at a certain point in time. Rather the user profile has 

to be continuously adapted to the user it is associated to.  

In MyUI, context management enables adaptive user interfaces by providing a continu-

ously updated user profile. Of course, to enable efference the user model must provide 

information that is able to trigger and drive adaptation. Since MyUI is dealing with the 

adaptation of user interfaces, MyUI‘s user model is focusing on impairments and dis-

abilities with regards to human computer interaction.  

In general, a MyUI user profile is a collection of information about an end-user of the 

MyUI system.  This includes personal information like email address, first name, last 

name, etc. as well as information about user capabilities and characteristics as far as 

they are relevant to determine the human computer interaction (HCI) abilities of a user. 

The general idea is to collect and continuously adapt HCI-relevant user information, so 

that human computer interfaces (also called user interfaces) can be dynamically 

adapted to the current capabilities, needs and limitations of a user. 

In more technical terms, the user profile is based on the RDF data model. RDF de-

scribes relationships in terms of resources. Resources can be differentiated into sub-

jects, predicates, objects and statements. A statement is a triple consisting of subject, 

predicate and object. An RDF-statement roughly translates to a data representation of 

a simple natural language sentence that captures statements about the subjects. In 

RDF resources are referenced by Uniform Resource Identifiers URIs. In relation to 

MyUI a statement always addresses a user capability, characteristic or short property 

of a user. The user is the subject. The property is the predicate. The value that is 

stated for this property is the object of the statement.  

When it comes to adaptation, we are using the term ―user profile variable‖. This corre-

sponds to a statement where the subject is the specific user this variable belongs to. 

The property, which can be seen as the predicate in a RDF-statement, is also called 

―user profile variable name‖, and the object is called ―user profile variable value‖. In 

short, one could say that the property must be the name of a user profile variable.  

The range of a property defines which values can be used as an object in a statement 

(i.e. it defines the type of the corresponding user profile variable). We can distinguish 

the following three cases: 

 Numerical Literal: We use numerical literals to represent user profile variables 

which are ratio-scale. In this case, one value is selected from a predefined, con-

tinuous interval for a user profile variable of this type. In the current ontology 
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this interval is considered to be the same for all ratio-scaled user profile vari-

ables (in contrast to nominal-scaled user profile variables where a different set 

of possible values is defined for each user profile variable). The interval is 

specified to be [0, 4] (i.e. all possible values between 0 and 4 including 0 and 4 

can be assigned). Although, we want to avoid an exact medical definition, 0 can 

roughly be mapped to ―not limited or normal‖, 2 can roughly be mapped to 

―mildly limited‖ and 4 can roughly be mapped to ―severely limited‖. This kind of 

type is typically assigned to user profile variables that represent limitations and 

capabilities of the user like hand precision, visual acuity. Assigning a value of 0 

to hand-precision, therefore, maps to the statement that this user‘s hand-

precision is not limited or normal. The default value is 0. However the above 

mapping exists, this doesn‘t have to be applicable for all user profile variables. 

The user profile variable ―ambient light‖, for example, uses another mapping (0 

translates to no ambient light meaning absolute darkness, 4 translates to very 

high ambient light). Concluding it can be said that the meaning of the values of 

a numerical literal depends on the concrete user profile variable. Using a con-

tinuous, ratio-scaled interval has the advantage that there exists a strong order 

between the distinct values for a user profile variable. Furthermore using con-

tinuous values is helpful by providing the possibility to have a fine-grained dif-

ferentiation. 

 String Literal: This corresponds to a free-text user profile variable. This means 

that any value can be assigned to this kind of user profile variable as long as it 

is a string. This user profile variable type is used for user characteristics like first 

name, last name and email address. Although, in principle any value is ac-

cepted (as opposed to a set or interval of values), the format of the string might 

be constrained in a clearly defined way. For example, the email address must 

be a syntactically correct email-address; or the first name must not exceed a 

certain number of letters. The default value for a user profile variable of this kind 

is an empty string. 

 Enumeration: This means a subset from a set of predefined values (repre-

sented as concept instances) can be assigned to a user profile variable which is 

nominal-scaled. This user profile variable type is used to specify the languages 

that are accepted by a person. In a collection of statements, an ―assigned sub-

set‖ maps to a set of statements with the corresponding property for that user 

profile variable. The collection must not be empty if it is explicitly assigned.  

Enumerations also support default values, which are used when there is no cor-

responding statement. The default value is one specifically marked value of the 

set of possible values (since only subsets can be assigned, technically it would 

be a set containing only this single element). 

9.2.2 Properties and User Profile Variables     

In MyUI, a function-based user modelling approach is used. Hence, user profile vari-

ables are connected to specific user interaction abilities and constraints subdivided into 

perceptual, cognitive and motor attributes. Variables relevant for MyUI have been ini-

tially selected from the WHO ICF guidelines. Further sources, e.g. the ISO 22411 stan-

dard and major requirements determined in the MyUI-deliverable D2.1 (Requirements 

for User Interface Adaptation), are also considered.  
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The following key questions have been underlain the selection process: 

1. Does a certain attribute affect the interaction with ICT products? 
2. Can user interface adaptation overcome or weaken the interaction constraints? 

 

If both questions can be answered with ―yes‖ the attribute has been included as addi-

tional user profile variable to the initial MyUI user model. Based on appropriate feed-

back from the end-user studies, further refinements on user model variables might be 

done in the future.  

9.2.3 The User Profile as basis for the individual user interface 

generation 

Generic design patterns refer to certain user profile variables in order to set global user 

interface features as font size. In this way, an individual user interface profile is cre-

ated. The individual user interface is composed by different user interface elements. 

Each user interface element is described by a related interaction design pattern which 

in turn is based on specific global variables from the user interface profile and the cur-

rent interaction situation. 

In general, design patterns (generic and interaction) are selected if preconditions for a 

certain combination of user profile characteristics and user interface profile characteris-

tics are fulfilled. The preconditions are illustrated in the following on the example of ge-

neric design patterns. 

The majority of the user profile variables are ratio-scaled, some are nominal-scaled. 

For these two data types, examples are presented for simple preconditions:  

 Ratio-scaled user profile variables: 

A simple precondition of a generic design pattern could define an interval re-

stricting allowed values for a certain ratio-scaled user profile variable. If a user‘s 

individual assignment of this ratio-scaled user profile variable is included in the 

given interval, then the precondition is met and the generic design pattern is se-

lected. For example, considering a pattern suitable for people having normal or 

slightly limited hand precision. So, the precondition is ―IF 0<= hand_precision 

<=2‖. In consequence, for all users that have a value less-than or equal-to 2 as-

signed to this user profile variable this generic design pattern is applied. 

 Nominal-scaled user profile variables: here a simple precondition might check 

the presence or absence of a specific user profile variable. If a user‘s individual 

assignment of this user profile variable equals the hypothesis, the generic de-

sign pattern is selected.  

Concerning the interaction design patterns, similar preconditions are used. The only 

difference is that they refer to global user interface profile variables and a specific in-

teraction situation. 
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9.3 MyUI requirements from existing standards 
This section lists important abstract requirements derived from the previous analysis of 

existing standards and methodologies. Concerning MyUI, this mainly addresses the 

area of user modeling. Therefore, the analysis also focuses on user-modeling specific 

requirements. 

 Modelling of functional limitations and disabilities: Functional abilities and 

limitations, separated into perceptual, cognitive and motor categories, are de-

scribed in the MyUI user model. In this way, the MyUI user model allows to es-

tablish individual user profiles over time providing the base for individual user 

interface adaptations according to the user‘s needs.  

 Accessibility support: Developers and designers are supported by a devel-

opment toolkit providing access to the patterns repository and helping to devel-

op their own self-adaptive application to offer accessibility to a larger number of 

people.  

 User profile description: MyUI user profiles are detailed and structured as de-

scribed above. Personalization is supported by distinguishing perceptual, cogni-

tive and motor functional abilities and limitations. 

 User Interface Modelling: The user interface modeling approach in MyUI is 

based on the individual user characteristics, stored in the MyUI user profiles. 

Specific design patterns are selected accordingly and composed to individua-

lized, self-adapting user interfaces. 

 Assistive devices: Input devices are selected to meet the requirements of 

MyUI end users, i.e. people having limitations that are usually assigned to older 

people and stroke survivors.  

 Machine-readable format: MyUI user profile and user model capture well-

defined knowledge in a machine-readable format that can be automatically 

processed and interpreted by the MyUI-system. 
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10 MyUI in the context of existing standards 

The pragmatic user modelling approach in MyUI is based on modelling functional limi-

tations of the user. Therefore our user model is based on the ICF list of functional con-

straints. Other user modelling standards that are capturing static preferences of the 

user are not suitable for triggering adaptive system behaviour. More precise modelling 

standards that capture very specific medical knowledge about the user are very hard to 

detect in real-time and they typically result in user profiles that contain complex medical 

knowledge. Application developers usually have difficulties to assess this kind of 

knowledge. Our model is based on an easy to understand severity scale which makes 

interpretation of the information easier. Considering all this, standard user modelling 

approaches are not suitable in the MyUI context. 

However, single aspects of the following standards seem to have the potential to be 

integrated in MyUI. Table 18 also includes potential contributions of MyUI to some ex-

isting standards. 

Standard/Methodology Potential use in MyUI Potential contri-
bution of MyUI 

ETSI TS 102 747; Hu-
man Factors (HF); Per-
sonalization and User 
Profile Management; 
Architectural Framework 

 MyUI‘s user pro-
file management 
framework for dy-
namic detection of 
functional impair-
ments related to 
use of ICT could 
be considered as 
an extension for 
highly dynamic 
scenarios. 

ETSI ES 202 746; Hu-
man Factors (HF); Per-
sonalization and User 
Profile Management; 
User Profile Prefer-
ences and Information 

MyUI user profile manager focuses on 
the dynamic detection of functional 
disabilities. The preference-centred 
approach of this standard can there-
fore not be incorporated easily. How-
ever, many of the profile items listed in 
the Annex ―Preferences related to dis-
abilities‖ might be included in MyUI‘s 
generic design patterns.  

 

W3C Delivery Context 
Ontology 

The Delivery Context Ontology itself 
constitutes a vocabulary of terms de-
scribing different types of devices. 
MyUI‘s model can incorporate those 
descriptions when more devices are 
incorporated. 
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Standard/Methodology Potential use in MyUI Potential contri-
bution of MyUI 

WHO ICF WHO ICF‘s classifications of body 

functions and structures have been 

used as the main source of MyUI‘s 

modelling of functional impairments in 

relation to ICT.  

 

Table 18 MyUI in the context of existing standards 
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Conclusions 

The main aim of this document was to provide an analysis of the existing standards, 
techniques and methodologies, in order to drive the work towards user modelling and 
standardisation of the “Virtual User Modelling and Simulation" cluster of EC co-
funded projects VERITAS, GUIDE, VICON and MyUI. 

More specifically, in the present document, an overview of the most relevant to User 
Modelling standards and a comparative analysis between them were presented. An 
overview and a comparative analysis of the most widely known User Interface Descrip-
tion languages and Task Modelling techniques were also presented. Furthermore, ex-
isting methods for physical and cognitive user modelling were investigated. The Model-
ling Methodologies followed by VERITAS/VICON/GUIDE/MyUI were analyzed and the 
requirements of each project from the existing standards were examined. Moreover, 
the document presented the relevance of the VERITAS/VICON/GUIDE/MyUI User 
Modelling approach with the existing standards, methodologies and techniques related 
to User Modelling, while it also analyzed areas, where each project could potentially 
contribute. The document concluded with an action plan of the VUMS cluster towards 
standardization. 
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ANNEX 

VUMS cluster meetings and actions 

Cluser Workshop in Pargue November 2011 

A VUMS cluster meeting was held in November 29 in Prague in conjunction with the 

VERITAS first international workshop. A list on the necessary actions that should follow 

has been defined and is analyzed in the following: 

Action 1: Definition of Terms, Vocabulary: 

A list of terms to be defined by each project of the VUMS cluster has been extracted. 

Each project should provide a glossary of these terms in their respective deliverables 

on user models that are due on M12 (December 2010 for VICON and VERITAS and 

January 2011 for GUIDE and MyUI). 

List of Terms to be defined in the glossary 

 User model 

 Classification of user models 

 Application domains covered 

 User Profile 

 Virtual User 

 Virtual human 

 Simulation 

 Model Validation (Metrics and Process) 

 Interface Adaption 

 Profile Adaptation 

 (User Interface) Design Pattern 

 User Interaction 

 Disablility, capabilities and functional limitations 
 

Moreover, the following task and related deliverables should be included/ modified in 

the DoW of all projects of the VUMS cluster.  

Tx (Joint Task) Standardisation concertation actions 

This is a joint task of FP7 projects VERITAS, VICON, MyUI, GUIDE that aims at sup-

porting the harmonisation of research in standardisation area in order to guarantee effi-

cient and in-time exchange of work done in this field in the aforementioned projects and 

avoid overlaps and potential fragmentations between projects.  

A special Task Force will be organised from the beginning of the project that will be 

coordinated by VERITAS and will be comprised by two representatives from each 

project (the Project Manager of the project and the representative of the organisation 

responsible for standards in each project). 

This Task Force will meet in all workshops held in the context of VERITAS, after the 

2nd year of life (a special session dedicated to this will be organised in each case by 
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VERITAS), in order to update each other on the status of the work and outcomes of 

each project in standardisation. In the context of these sessions, common intended ac-

tions on standardisation will be scheduled, related, for example, to the common ap-

proach to be followed for projects‘ active involvement in international mainstream stan-

dardisation organisations such as W3C, ISO/IEC, ITU, ETSI, CEN, or CENELEC and 

the collaboration with standardisation organisations like the ETSI Special Task Force 

342 on Personalization and User Profile Standardization. 

Further VUMS standardisation concertation meetings will be held at m13 and m26 to-

gether with representatives from related EU-projects (e.g. VAALID) in order to analyse 

and compare the respective user modelling approaches and prepare common state-

ments and deliverables on the levels of terminology, concepts and technologies. The 

outcome of this work will be a series of policy and standards recommendations that will 

be summarized in an interim report (D6.4) and a final standardisation report (D6.5). 

D2.6 (GUIDE & MyUI) Interim Report on VUMS cluster standardisation (M17) 

The interim report will document the standardisation activities of the first period of the 

VUMS cluster and a strategic action plan for further standardisation activities. More-

over, a draft version of potential standardisation input to be fed directly into standardi-

sation bodies will be prepared. This includes common definitions of the most important 

terminology in the field of user modelling and adaptive user interfaces. 

D8.5 (GUIDE & MyUI) Input to standardisation and report on VUMS cluster stan-

dardisation activities (M30) 

The final standardisation report documents the joint standardisation activities through-

out the common lifecycle of the VUMS cluster projects. It includes also concrete defini-

tions, requirements and specifications in formats which can be directly fed into stan-

dardisation bodies. 

Output of the action: List of terms and glossaries for all VUMS cluster projects (M12, 
December 2010 for VICON and VERITAS and January 2011 for GUIDE and MyUI) 

 

Action 2: Workshop on common definition of a virtual user model 

A VUMS cluster workshop will be held during 15-17.03.2010 so as to come to common 

definition on the concepts defined in each of the VUMS cluster projects. The workshop 

will also compare the human modelling approaches documented in the respective deli-

verables and identify clues for standardization. It will be held in Stuttgart and repre-

sentatives from all VUMS cluster projects will participate. Moreover, the ―D2.2 Concept 

and services ontology description‖ of VAALID will be considered. 

Output of the action: Analysis of the virtual user models and modeling technologies 
used (M15, March 2010). 

 

Action 3: Common VUMS cluster virtual user models and extensions: 
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The common part of the virtual user models developed within the VUMS cluster 

projects will be defined based on the analysis of ―Action 2‖. The common part will refer 

to general, interoperable parts and properties of the virtual user models and will be the 

main result subject to standardization. Moreover, each project of the VUMS cluster will 

further describe extensions of this main, common virtual user model for specific pur-

poses and application scenarios related to their project objectives. 

Output of the action: Definition of the common virtual user model and extension in a 
separate document to be provided by June 2011. 

 
Action 4: Data format standardization: 

Based on the result of ―Action 3‖, the initialization of a new ―working group‖ or the par-

ticipation in an existing ―working group‖ of a specific standardization body will be de-

cided. This action will start on July 2011 and by the end of the year 2011 standardiza-

tion activities in the context of a specific working group should have been started.  

Output of the action: Initialization of the standardization process as defined in ―Action 
3‖. 

In the following figure, a simple Gantt chart is depicted, illustrating the timing of the ma-
jor actions towards standardization planned by the VUMS cluster. 

 

Figure 12. Timeline for the VUMS cluster standardization actions 
 

Cluster Workshop in Stuttgart 17th and 18th of March 2011 

This workshop was conducted after the annual reviews of the cluster projects and the 

annual review of the VUMS cluster itself. The main suggestions from the reviewers re-

garding the VUMS cluster where the following: 

 Resubmit D1.6.4  
o Each Project has to provide input  
o Add more standards  
o Include common terminology  
o Sections on user models per project  
o Common section on status after Stuttgart  

 Establish contact with responsible persons for ISO/IEC 24751  
o Standard is currently being revised  

 Collaboration with future projetcs  
 Add references to VAALID (each project‘s and VUMS website)  
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We have already taken actions in response to the reviewers‘ suggestions prior to this 
workshop: 

 Cluster contacted Jutta Treviranus from ISO/IEC 24751 and reported about the 
results. 

 We will offer our services to future projects and will be open for collaboration. 
VUMS is not interested in a big cluster starting from the scratch again. It would 
hinder work more than support it.  

 References to VAALID have been added. 

Short presentations of user models  

During the first part of the workshop, the user models of all the projects were pre-

sented. Similarities and differences between projects‘ user modeling approaches were 

identified. 

Workshop on terminology  

In this part of the workshop, we have started a collaborative effort to harmonize the dif-

ferent taxonomies and definitions within the cluster projects. There we have identified 

the scope and context of our models, which is the following:  

Adaptation of a human-machine-interface to the needs of the real user or simulation of 

the interaction between a human and a product, in order to design the product.  

In the further course of the workshop we have worked on harmonizing the terminology 

between all projects which was already started from the beginning of the cluster and 

intensified in the workshop in Prague (see section 0). The started harmonization 

process was scheduled to the participants of cluster for finalization after the workshop 

to create a glossary as a abasement for all projects. The final glossary has been incor-

porated into this deliverable (see section 1) 

 

What to standardize?  

In this part oft the workshop we tried to identify what to standardize, here we agreed on 

the following: 

 Taxonomy  
 User model variables 

The main goal of the standardization will be the interoperability of user profiles, which 

will enable their exchanging, import, export and sharing. 

Discussion  

We have discussed many aspects and agreed on the following ideas: 

 Extensible user models  
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o Extensibility is essential, because completeness cannot be assumed 
and different purposes of use.  

o One way to handle an extensible taxonomy could be the supply of a 
user model repository, which will define namespaces and will use the 
URI concept.  

 Recommendations  
o Further developement of teminology and taxonomy of the user model  
o Prepare a white paper  
o Organize an open workshop to discuss our ideas/concepts with other 

experts 
o Send the prepared white paper together with an invitation  
o Collect feedback from experts and discuss about cluster‘s standardisa-

tion efforts.  

User Models Taxonomy  

In order to define the taxonomy of the user models, we first defined the hierarchy struc-

ture and started with some example items at different levels of the hierarchy.  

After the Stuttgart workshop several teleconferences have taken place so as to coordi-

nate activities related to the stnadardization actions and contributions to 24751 "ISO 

IEC‖. 

Plan for standardization 

As mentioned in the sections above we have contacted 24751 "ISO IEC‖ to check if our 

contribution from the VUMS cluster would fit in the frame of this standard. After ex-

changing of mutual information, we agreed on the fact that we can contribute to this 

standard. The next step was to elaborate on how we can contribute to the standard and 

the committee of the 24751 "ISO IECadvised us that the best way for collaboration and 

participation could go through our national body - that would grant us all rights. 

Plan to achieve our goal to contribute to the 24751 standard: 

 First register as national experts with the related national body. For Germany 
that is DIN. For UK through BSI and the SC36 mirror committee. 

 Usually each mirror committee appoints their delegation to different WG's and 
the plenary meeting. The suggestion was to be part of WG7, and WG4. 

 For UK, BSI will nominate experts to participate at the different working groups, 
so no invitation is necessary. 

 It is also important to get access to the document registries for SC36 and the 
relevant working groups - this is managed by the National Bodies. 
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