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Abstract

this report contains an update to the official delivery D.MAYA.2 of the ECRYPT2 Network of Excellence (NoE), funded within the Information Societies Technology (IST) Programme of the European Commission’s Seventh Framework Programme (FP7).

The report provides a summary of the work carried out in the areas of research covered by all MAYA activities. This encompasses area of primitive and protocol design, techniques for proving that the created primitives and protocols are secure, as well as foundational mathematical techniques such a understanding the underlying hard mathematical problems.
Chapter 1

Introduction

In this report we outline the research which has been undertaken in the MAYA virtual lab. This is the part of ECRYPT-2 which focuses on analysis and design of new cryptographic protocols and schemes, and the analysis of the underlying hard mathematical problems.

We have divided this report into a number of chapters, which broadly divide the work done into related areas. However, the division is not tight and some work could have been placed in multiple chapters.

We start in Chapter 2 we make special note of the work conducted on schemes which are either widely deployed in the “real world”, or which are either standardized or in the process of being standardized. This chapter is devoted to the constructive analysis of schemes and protocols, as well as attacks against these schemes and protocols. This chapter is therefore of the most direct relevance to industry.

In Chapter 3, Chapter 4 and Chapter 5 we focus on three applied areas which have shown a considerable advance over the period of ECRYPT-2. The first is devoted to the rapidly growing field of security related to RFID technology. We then turn to the topic of multi-party computation which is rapidly moving from a theoretical construction to a deployed technology. Then we turn to cloud computing, where some of the ideas from multi-party computation are now being applied.

The next two chapters, Chapter 6 and Chapter 7, deal with new results on two particular areas; namely signature schemes and identity based encryption. The first chapter on signatures displays the increasing interest in privacy preserving mechanisms in various application domains, whereas the second on IBE shows how this technology is now becoming more deployed and how ECRYPT-2 is influencing its development.

In Chapter 8 we describe the work which does not easily fit into the above classification. Mainly focusing on new schemes and concepts which are yet to find mainstream application areas.

We end this report by focusing on three more mathematical areas. In Chapter 9 we examine foundational and definitional issues related to the design and analysis of cryptographic algorithms and protocols. Then we pass in Chapter 10 to the discussion of various works on cryptanalysis on general systems which have been performed. This chapter covers all the work on attacking systems which has not been previously covered in the document, it mainly focuses on the more mathematical attacks on various parameter settings. Finally we end in Chapter 11 by examining implementation aspects of a series of existing (or proposed) protocols and schemes. This chapter focuses on the more mathematical aspects of implementation.
work done in ECRYPT-2, as opposed to the applied work in the VAMPIRE virtual lab.
Chapter 2

Work on Standardized or Deployed Schemes

2.1 TLS/SSL

The paper [170], which was ranked in the top three papers submitted to ASIACRYPT in 2008, provides an analysis of a minor variation of the TLS handshake protocol. The authors show, in the random oracle model, that the security requirements of the pre-master secret key agreement protocol within the TLS stack can be rather weak. This in particular implies that deterministic encryption can be used as a key transport mechanism. However, if probabilistic encryption is used for key transport, then the encryption scheme should be secure in the presence of a plaintext-checking oracle.

In [53], the authors present the first real-world exploit of a ”bug attack”, as proposed by Biham Carmeli and Shamir at CRYPTO 2008. Roughly, a bug attack consists of exploring a dormant error in a cryptographic primitive implementation. Such an error must occur rarely enough so as to go undetected by standard testing methods yet, if known to an attacker, it may be triggered to break the security of the primitive and recover a secret key. The concrete bug to be explored in [53] is a faulty implementation of a modular reduction algorithm underlying the elliptic curve cryptography stack of (a specific version of) openssl. It is shown that static variants of ECDH implemented in openssl can be subject to a bug attack and recover a server’s secret key. Proactive and corrective countermeasures against this sort of attack are also discussed in the paper.

A major issue with analysing key agreement protocols such as TLS/SSL is that the standard security models cannot normally be applied. In particular the bridge between the key agreement phase and the secure channel phase is often problematic; and standard mechanisms to ensure such composability (such as the UC framework) cannot be applied in practice. In [55] a new approach to modeling composability is presented. The new approach is modular but tailors it’s security analysis to the requirements of the schemes under consideration. The paper presents the general framework, which is presented in terms of games as opposed to simulatability based definitions; and then goes onto to apply the new framework to TLS/SSL.
2.2 SSH

Two of our papers provide security analysis of the widely-deployed Internet protocol SSH [14, 183]. In [14], the authors presented a variety of plaintext-recovering attacks against the SSH Binary Packet Protocol (BPP) and implemented a proof of concept of the attacks against OpenSSH. Their paper explained why a combination of flaws in the basic design of SSH leads implementations such as OpenSSH to be open to the attacks, why current provable security results for SSH did not cover the attacks, and how the attacks can be prevented in practice. In [183], the authors followed-up the first paper with a provable security analysis of the SSH BPP in counter mode in a security model that accurately captures the capabilities of real-world attackers, as well as security-relevant features of the SSH specifications and the OpenSSH implementation of SSH. Under reasonable assumptions on the block cipher and MAC algorithms used to construct the SSH Binary Packet Protocol, the authors of [183] were able to show that the SSH BPP meets a strong and appropriate notion of security: indistinguishability under buffered, stateful chosen-ciphertext attacks. This result helps to bridge the gap between the existing security analysis of the SSH BPP by Bellare et al. and the attacks against the SSH BPP in [14].

A major problem with the analysis of the channel security of SSH is the issue of ciphertext fragmentation. In [45] the authors present a full analysis of symmetric encryption in the presence of ciphertext fragmentation. The authors consider security properties related to ciphertext boundary hiding and robustness against Denial-of-Service attacks.

2.3 EMV

The Schnorr signature scheme is an old scheme which currently is not deployed, although it is has just been standardised by ISO. In [171] the authors provide a security proof of the Schnorr signature scheme in the generic group model. This allows them to provide explicit requirements on the hash functions used within the scheme. Unsurprisingly the requirements are weaker than those for signature schemes such as DSA, thus either smaller hash sizes need be taken, or weaker hash functions may be used (or both). In light of current concerns over the security of hash functions, the paper sheds important light on what may become an important signature scheme. This is particularly relevant as Schnorr signatures are being considered as the underlying signature scheme for the next generation of the EMV standard.

In [205] the author examines an extension of the Bleichenbacher/Manger attack to the PIN encryption scheme used within the EMV system. The paper shows that if access to a certain plaintext partial validity checking oracle can be obtained, then the scheme can be broken using a very small number of queries to this oracle.

In [130] the authors consider a scenario in which parties use a public key encryption scheme and a signature scheme with a single public key/private key pair—so the private key is used for both signing and decrypting. Such a simultaneous use of a key is in general considered poor cryptographic practice, but from an efficiency point of view looks attractive. In addition such a situation occurs in many real life scenarios; for example in the EMV payment system, or in TLS/SSL. The paper offers security notions to analyze such violations of key separation. For both the identity- and the non-identity-based setting it is shown that — although being insecure in general — for schemes of interest the resulting combined (identity-based) public key scheme can offer strong security guarantees.
In [179] the authors revisit this topic of joint security for combined public key schemes, wherein a single keypair is used for both encryption and signature primitives in a secure manner. While breaking the principle of key separation, such schemes have attractive properties and are sometimes used in practice. The authors give a general construction for a combined public key scheme having joint security that uses IBE as a component and that works in the standard model, and provide a more efficient direct construction, also in the standard model. The authors then consider the problem of how to build signcryption schemes from jointly secure combined public key schemes, and provide a construction that uses any such scheme to produce a triple of schemes – signature, encryption, and signcryption – that are jointly secure in an appropriate and strong security model.

As remarked above this topic is important, since the EMV standards allow for the same key-pair to be used for both signature and encryption, as this may reduce processing and storage costs. In [87] the authors provide a formal security treatment of current and future algorithms for signature and encryption in the EMV standards under this setting. First a theoretical attack for EMV’s current RSA-based algorithms is presented, showing how access to a partial decryption oracle can be used to forge a signature on a freely chosen message. This would allow an attacker to carry out an offline transaction using a CDA card without knowing its cardholder’s PIN. EMV Co is currently considering adopting elliptic-curve-based signature and encryption algorithms in future versions of the EMV standards. In the second part of the paper, the authors show that for these elliptic-curve-based algorithms the practice of sharing the same key-pair is secure.

In 1999, an existential signature forgery attack based on index calculus techniques [250] was discovered against two popular RSA signature standards, ISO-9796-1 and ISO-9796-2. Following this attack, ISO-9796-1 was withdrawn, and ISO-9796-2 was amended by increasing the message digest size requirement to at least 160 bits. This amended version, ISO-9796-2:2002, was considered safe against the previous attack. The authors of [78] propose a number of algorithmic refinements to successfully attack ISO-9796-2:2002 for all modulus sizes. The new attack is based on several tools, including more efficient algorithms for finding smooth integers in a large batch of numbers, which improve the efficiency of the previous attack by a large constant factor and renders ISO-9796-2:2002 vulnerable. A practical ISO-9796-2:2002 forgery for the RSA-2048 challenge modulus was computed in a couple of days using 19 servers on the Amazon EC2 cloud for a total cost of $\approx 800$ USD. The same attack also applies to the ISO-9796-2-compliant signature formats defined as part of the EMV specifications, and while more computationally demanding, it is within reach of a resourceful attacker ($\approx 45,000$ USD on Amazon EC2); since the attack requires signatures on many chosen messages, however, it is unlikely to be a practical threat to EMV payment card users. This new attack led to another amendment of the standard, ISO-9796-2:2010, being drafted and published within 18 months.

The earliest and one of the best known examples of fault analysis in cryptology is the so-called Bellcore attack described by Boneh, DeMillo and Lipton against RSA-CRT signatures [234]. If an RSA signature for an RSA modulus $n = pq$ is computed using the Chinese Remainder Theorem (as is usually the case for efficiency reasons), an adversary can let the device operate correctly during the computation modulo $p$ and inject a fault during the computation modulo $q$. This results in a signature which is correct modulo $p$ and faulty modulo $q$, and enables the adversary to retrieve a value which is equal to the original padded message modulo $p$ but not modulo $q$. Therefore, when the signature padding used in the scheme is deterministic (e.g. FDH), or when it is probabilistic with public randomness (e.g.
PFDH), the adversary can directly factor $N$ by taking the GCD of this faulty value with the correct padded message. The attack is thwarted, however, when the signature padding involves randomness which isn’t transmitted along with the message (e.g. PSS) or when parts of the message are recovered as part of signature verification (e.g. certain schemes from the ISO-9796-2 standard). Nevertheless, for affine padding schemes (including ISO-9796-2 and EMV signatures), a CHES 2009 paper [249] showed how Coppersmith techniques can be used to recover the unknown parts of the padded message from the faulty signature when they are short enough, after which factoring $N$ again becomes a matter of computing a GCD. This technique can in principle recover unknown parts as large as $0.207$ times the modulus size with a single fault, and up to half of the modulus size when more faults are available. In practice, however, even with several faults, fractions larger than about $0.23$ are computationally intractable, because larger fractions require more faults and the complexity increases exponentially with the number of faults. The authors of [79] describe another lattice-based fault attack using entirely different techniques (so-called orthogonal lattices) whose complexity remains polynomial in the number of faults. As a result, this new attack can handle much larger unknown parts in practice (the theoretical limit of one half becomes practical), including those occurring in most EMV signature formats. The authors present a particular EMV format well beyond the reach of the previous attack, for which the modulus $N$ can be factored in a fraction of a second using ten faulty signatures using the new attack. A number of refinement of Boneh et al.’s attack were later proposed, as well as numerous countermeasures to protect from them, but most of the corresponding research has concentrated on the perturbation of one of the two half-exponentiations in signature generation. The authors of [51], on the other hand, consider the injection of faults in the \textit{public modulus} before CRT interpolation. This is a very different type of fault which does not seem to have been considered before, and which defeats fault countermeasures that concentrate on protecting the exponentiations. The new attack, based on the orthogonal lattice techniques of Nguyen and Stern [299], proves very effective in practice: depending on the fault model, between 5 to 45 faults suffice to recover the RSA factorization within a few seconds. In its simplest form, the attack requires that the adversary knows the faulty moduli, but more sophisticated variants work even if the moduli are unknown, under reasonable fault models. All variants were validated experimentally with laser fault-injection techniques.

### 2.4 RSA PKCS# v1.5 Encryption

PKCS#1 v.1.5 is an ad hoc message encoding format for RSA encryption, which remains one of the most widely used RSA encryption padding to this day, despite several known security vulnerabilities, and the currently valid version of the PKCS standard advising against its use. The authors of [30] provide further analysis of its security, and in particular describe two new attacks against it in different settings. On the one hand, they show that Coppersmith techniques can be used to attack PKCS#1 v.1.5 encryption in a broadcast setting with small public exponent: if the same message is encrypted for sufficiently many recipients with different random nonces for each, an adversary can recover all the nonces and the original message. For $e = 3$ and 64-bit nonces (the recommended minimum), for example, 4 ciphertexts for different recipients are theoretically enough to decrypt in polynomial time. On the other hand, they investigate the validity-checking security of PKCS#1 v.1.5 encryption, namely the security against an adversary with access to an oracle deciding whether a given element of
Z^*_{\text{N}} is a valid ciphertext. Bleichenbacher’s well-known attack against SSL [232] relied on the
fact that a million queries to such an oracle can break the one-wayness of PKCS#1 v1.5. In
this paper, the authors show that a single query is sufficient to break semantic security with
overwhelming advantage.

2.5 RSA-FDH Signature Scheme

RSA-FDH and many other schemes secure in the Random-Oracle Model (ROM) require a
hash function with output size larger than standard sizes. In [156] the authors show that
the random-oracle instantiations proposed in the literature for such cases are weaker than
a random oracle, including early proposals by Bellare and Rogaway, and the ones implicit
in IEEE P1363 and PKCS standards. Next, the authors study the security impact of hash
function defects for ROM signatures. The authors give evidence that in the case of RSA and
Rabin/Rabin-Williams, an appropriate PSS padding is more robust than all other paddings
known.

2.6 Timestamps in ISO-9798

New generic modelling technique that can be used to extend existing frameworks for theo-
retical security analysis in order to capture the use of timestamps are presented in [24]. The
authors apply this technique to two of the most popular models adopted in literature: the
Bellare-Rogaway [226] and Canetti-Krawczyk [246] models. They analyse previous results
obtained using these models in light of the proposed extensions, and demonstrate their appli-
cation to a new class of protocols. In the timed CK model the paper concentrates on modular
design and analysis of protocols, and proposes a more efficient timed authenticator relying on
timestamps. The structure of this new authenticator implies that an authentication mechan-
nism standardised in ISO-9798 [283] is secure. Finally, the authors use their timed extension
to the BR model to establish the security of an efficient ISO protocol [282] for key transport
and unilateral entity authentication.

2.7 Machine Readable Travel Documents (e-Passports)

Machine Readable travel documents have been rapidly put in place since 2004. The initial
standard was made by the ICAO ([280, 281]) and it has been quickly followed by the Extended
Access Control (EAC: [222]). In [67] the authors discuss about the evolution of these standards
and more precisely on the evolution of EAC. This paper intends to give a realistic survey on
these standards and discusses about their problems, such as the inexistence of a clock in the
biometric passports and the absence of a switch preventing the lecture of a closed passport.
The paper also looks at the issue with retrocompatibility that could be easily solved and the
issue with terminal revocation that is harder. Hence the conclusions of [67] invalidates the
claims of [300].

Different security notions and settings for identification protocols have been proposed
so far, considering different powerful adversaries that can play “man-in-the-middle” attacks.
In [44] the authors consider one of the strongest forms of these attacks, namely resettably
non-transferable identification introduced in [223]. This notion immunizes a scheme from
powerful adversaries that have physical access to the proving device and can thus reset it
to a previous state. Then the authors discuss some limitations of existing notions as well as different impossibility results for strong notions of non-transferability. They introduce a strong and achievable notion for resettably non-transferable identification that reflects real scenarios more adequately and show a general protocol that satisfies it. They show how to efficiently instantiate their construction and discuss the viability of their protocol for the next generation of electronic passports (e-passports).

2.8 Direct Anonymous Attestation

In [69] the authors develop a proof for a previously published pairing based Direct Anonymous Attestation (DAA) protocol. Subsequent to the publication a number of problems were found in the proof and in the scheme. However, many of these same problems also apply to all other DAA schemes.

In [32] these problems are dicussed in more detail and a full game-based security model for DAA protocols is provided. The model pay particular attention to the functional requirements of linkability (and non-linkability) and in addition the notion of what an identity is in such schemes. Many of these points having been ignored, or glossed over, in prior work. In addition the paper presents a secure DAA scheme based on pairings; however despite the proof of security the TCG (Trusted Computing Group) is in the process of standardizing the flawed scheme from [69] rather than the one from [32].

The privacy-CA solution (PCAS) designed by the Trusted Computing Group (TCG) was specified in TCG Trusted Platform Module (TPM) Specification Version 1.2 in 2003 and allows a TPM to obtain from a certification authority (CA) certificates on short term keys. The protocol is a lighter alternative to the Direct Anonymous Attestation (DAA) scheme for anonymous platform authentication. One undesirable property of the protocol is that security holds only when no TPM is corrupt as, otherwise, an attack can be easily mounted. The paper [68] proposes and investigates a stronger protocol (which we refer to as the enhanced PCAS). The intention is that the newly proposed protocol withstand attacks of corrupt TPMs. This paper introduces new security notions than those considered in the literature in the context of the PCAS protocol and analyzed the newly proposed protocol with respect to these properties. These properties are: unforgeability which refines earlier models for the case where TPMs may be corrupted, deniability which says that a CA cannot prove to a third party that he engaged in a run of the protocol with a certain TPM, and anonymity is the property that third parties cannot tell the identity of TPMs based on the certificates that the TPM uses. The newly proposed protocol is shown to satisfy all of these properties.

Anonymous credential systems provide privacy-preserving authentication solutions for accessing services and resources. In these systems, copying and sharing credentials can be a serious issue. As this cannot be prevented in software alone, these problems form a major obstacle for the use of fully anonymous authentication systems in practice. In this [65], the authors propose a solution for anonymous authentication that is based on a hardware security module to prevent sharing of credentials. Their protocols are based on the standard protocols Transport Layer Security (TLS) and Direct Anonymous Attestation (DAA). The authors present a detailed description and a reference implementation of their approach based on a Trusted Platform Module (TPM) as hardware security module. Moreover, they discuss drawbacks and alternatives, and provide a pure software implementation to compare with their TPM-based approach.
2.9 Random Number Generation

In [71] the authors study a quite simple deterministic randomness extractor from random Diffie-Hellman elements defined over a prime order multiplicative subgroup $G$ of a finite field $\mathbb{Z}_p$ (the truncation), and over a group of points of an elliptic curve (the truncation of the abscissa). Informally speaking, they show that the least significant bits of a random element in $G \subset \mathbb{Z}_p^*$ or of the abscissa of a random point in $E(\mathbb{F}_p)$ are indistinguishable from a uniform bit-string. Such an operation is quite efficient, and is a good randomness extractor, since they show that it can extract nearly the same number of bits as the Leftover Hash Lemma can do for most Elliptic Curve parameters and for large subgroups of finite fields. To this aim, the authors develop a new technique to bound exponential sums that allows us to double the number of extracted bits compared with previous known results proposed at ICALP’06 by Fouque et al. [264]. It can also be used to improve previous bounds proposed by Canetti et al. [244]. One of the main applications of this extractor is to mathematically prove an assumption proposed by Canetti et al. [247] at Crypto ’07 and used in the security proof of the Elliptic Curve Pseudo Random Generator proposed by the NIST. The second most obvious application is to perform efficient key derivation given Diffie-Hellman elements.

2.10 Key Management – KMIP

Key management is the Achilles’ heel of cryptography. In recent work [37], a novel Key-Lifecycle Management System (KLMS) has been introduced, which addresses two issues that have not been addressed comprehensively so far. First, the novel KLMS introduces a pattern-based method to simplify and to automate the deployment task for keys and certificates, i.e., the task of associating them with endpoints that use them. Currently, the best practice is often a manual process, which does not scale and suffers from human error. The pattern-based approach eliminates these problems and specifically takes into account the lifecycle of keys and certificates. The result is a centralized, scalable system, addressing the current demand for automation of key management. Second, KLMS provides a novel form of strict access control to keys and realizes the first cryptographically sound and secure access-control policy for a key-management interface. It is based on the policy model developed by Cachin and Chandran [240]. Strict access control takes into account the cryptographic semantics of certain key-management operations (such as key wrapping and key derivation) to prevent attacks through the interface, which plagued earlier key-management interfaces with less sophisticated access control. The API policy implementing strict access control is specific to cryptographic keys and therefore particularly interesting from the security perspective. The system design of KLMS addresses the needs of a variety of different applications and endpoints, and includes an interface to the Key Management Interoperability Protocol (KMIP) that has been standardized recently [301].

To provide efficient key management in various banking applications keys are often stored in Hardware Security Modules (HSMs); indeed the keys never leave the HSM and all cryptographic operations need to be performed by the said HSM. But such HSMs have very limited cryptographic functionality and in particular often do not implement more modern approaches to providing secure communication. In [47] a protocol to enable the use of an HSM to provide an authenticated encryption scheme is analysed. The protocol/mode-of-operation is deployed in a number of European banks and this paper is the first paper to provide a public security
analysis and general treatment of the scheme. The advantage of the scheme analysed is that it can provide an authenticated encryption scheme with only using single call to the HSM.
Chapter 3

Work on Protocols and Schemes for RFID Tags

There has been considerable work on protocols and schemes for RFID tags. We summarize the work conducted in ECRYPT-2 on this in this chapter.

3.1 Security Models for RFID Tags

Vaudenay presented in [313] a general RFID security and privacy model that abstracts some previous works in a single, concise, and much more understandable framework. He introduced eight distinct notions of privacy, corresponding to adversaries of different strength, and proved some possibility and impossibility results for such privacy notions. However, some interesting problems as:

1. Achieving stronger privacy using low-cost tags (i.e., tags that usually can not perform public-key cryptography),
2. Achieving stronger privacy in presence of side-channel attacks (e.g., DoS attacks, detection of the outputs of identification protocols),
3. Achieving stronger privacy under standard complexity-theoretic assumptions,

are still left open.

In [82, 83], the authors address the above problems and give two contributions. First of all they show that Vaudenay’s privacy notions are impossible to achieve in presence of DoS attacks. Therefore, they extend the model to better reflect the real-world scenario, where these attacks are easy to mount (e.g., by physically destroying/making inactive tags). More precisely, they refine Vaudenay’s privacy model to deal with DoS and DoS-like attacks, and introduce an additional privacy notion, referred to as semi-destructive privacy, which takes into account hardware features of some real-world tags. Then, they show an efficient RFID protocol that, by only using symmetric-key cryptography, satisfies the notion of semi-destructive privacy, under standard complexity-theoretic assumptions.

In [198] the authors extend and improve the current state-of-the art for privacy-protecting RFID by introducing a security and privacy model for anonymizer-enabled RFID systems. Their model builds on top of Vaudenay’s model and supports anonymizers, which are separate devices specifically designated to ensure the privacy of tags. They present a privacy-preserving
RFID protocol that achieves narrow-strong privacy without requiring tags to perform public-key operations, thus providing a satisfying notion of privacy for low-cost tags in response to an open question raised by Vaudenay.

The strongest achievable notion of privacy in Vaudenay’s model (narrow-strong privacy) requires public-key cryptography, which in general exceeds the computational capabilities of current cost-efficient RFIDs. Other privacy notions achievable without public-key cryptography heavily restrict the power of the adversary and thus are not suitable to realistically model the real world. In [199], the authors extend and improve the current state-of-the-art for privacy-protecting RFID by introducing a security and privacy model for anonymizer-enabled RFID systems. The model builds on top of Vaudenay’s model and supports anonymizers, which are separate devices specifically designated to ensure the privacy of tags. The authors present a privacy-preserving RFID protocol that uses anonymizers and achieves narrow-strong privacy without requiring tags to perform expensive public-key operations (i.e., modular exponentiations), thus providing a satisfying notion of privacy for cost-efficient tags.

In [201] the authors present an efficient privacy-preserving RFID protocol that addresses Vaudenay’s open question on the feasibility of destructive privacy, i.e., privacy of tags that are destroyed during corruption. The protocol is based on the use of Physically Unclonable Functions (PUFs), which provide cost-efficient means to fingerprint chips based on their physical properties and can be used to realize tamper-evident storage for cryptographic secrets.

In [19] the authors revisit the model proposed by Vaudenay and investigate some subtle issues such as tag corruption aspects. They show that in formal definition tag corruption discloses the temporary memory of tags and leads to the impossibility of achieving both mutual authentication and any reasonable notion of RFID privacy in their model. Moreover, they show that the strongest privacy notion (narrow-strong privacy) cannot be achieved simultaneously with reader authentication even if the adversary is not capable of corrupting a tag during the protocol execution. Although the results are shown on the privacy definition of Vaudenay, they give insight to the difficulties of setting up a mature security and privacy model for RFID systems that aims at fulfilling the sophisticated requirements of real-life applications.

In [20] the authors revisit the model proposed by Paise and Vaudenay [303] that defines mutual authentication (between RFID tags and readers) and several privacy notions that capture adversaries with different tag corruption behavior and capabilities. More in details, in [20] the authors investigate some subtle issues such as tag corruption aspects. They show that in the formal definitions of [303] tag corruption discloses the temporary memory of tags and leads to the impossibility of achieving both mutual authentication and any reasonable notion of RFID privacy in their model. Moreover, they show that the strongest privacy notion (narrow-strong privacy) cannot be achieved simultaneously with reader authentication even under the strong assumption that tag corruption does not disclose temporary tag states. Further, they show other impossibility results that hold if the adversary can manipulate an RFID tag such that it resets its state or when tags are stateless.

In [134] the authors examine some recently proposed RFID privacy models and identify several weaknesses in these models. Several models are based on weak assumptions regarding corruption, lack generality or use uncommon modelling techniques that cause the impossibility of privacy levels. The authors propose a new RFID privacy model that is based on indistinguishability and that does not suffer from the identified drawbacks whilst maintaining the highest privacy level. This is the first model where wide-strong privacy can be attained.
3.2 Protocols Suitable for RFID Tokens

At the RFID Security Workshop 2007 [309], Adi Shamir presented a new challenge-response protocol well suited for RFIDs, although based on the Rabin public-key cryptosystem. This protocol, which is called SQUASH-0, was using a linear mixing function and has subsequently been withdrawn. Essentially, [172] shows how to mount an attack against SQUASH-0 with full window which could be used as a “known random coins attack” against Rabin-SAEP. It then extends it for SQUASH-0 with arbitrary window. Applied with the originally proposed modulus it is shown how to run a key recovery attack using 1024 chosen challenges. Since the security arguments equally apply to the final version of SQUASH [310] and to SQUASH-0, this attack challenges the blame-game argument for the security of SQUASH. Nevertheless, these attacks are inefficient when using non-linear mixing so the security of SQUASH remains open.

In [18] the authors present an anonymous authentication scheme that allows RFID tags to authenticate to readers without disclosing the tag identity or any other information that allows tags to be traced. The properties of the scheme are very useful for a variety of access control systems, where it is sufficient or mandatory to verify the authenticity of a tag without inferring its identity. The scheme is based on the recently proposed anonymizer-approach, where additional devices (called anonymizers) frequently interact with the tags to ensure anonymity and unlinkability of tags. This allows using cost-effective RFID tags that cannot perform public-key cryptography in an efficient and scalable way. The solution provides (i) anonymity and untraceability of tags against readers, (ii) secure tag authentication even against collusions of malicious readers and anonymizers, and (iii) security against denial-of-service attacks.

In [92] the privacy of the EC-RAC protocol [290] is examined. The authors show that both the ID-Transfer and the ID&PWD-Transfer scheme do not provide the claimed privacy levels by using man-in-the-middle attacks. The existence of these attacks shows that the privacy proofs for EC-RAC are incorrect.

3.3 Location Privacy and RFID

RFID-enabled systems allow fully automatic wireless identification of objects and are rapidly becoming a pervasive technology with various applications. However, despite their benefits, RFID-based systems also pose challenging risks, in particular concerning user privacy. Indeed, imprudent use of RFID can disclose sensitive information about users and their locations allowing detailed user profiles. Hence, it is crucial to identify and to enforce appropriate security and privacy requirements of RFID applications (that are also compliant to legislation). In [200] the authors first discusses security and privacy requirements for RFID-enabled systems, focusing in particular on location privacy issues. Then it explores the advances in RFID applications, stressing the security and privacy shortcomings of existing proposals. Finally, it presents new promising directions for privacy-preserving RFID systems, where as a case study the authors focus electronic tickets (e-tickets) for public transportation.
3.4 RFID Based E-Tickets

Recently, operators of public transportation in many countries started to roll out electronic tickets (e-tickets). E-tickets offer several advantages to transit enterprises as well as to their customers, e.g., they aggravate forgeries by cryptographic means whereas customers benefit from fast and convenient verification of tickets or replacement of lost ones. Existing (proprietary) e-ticket systems deployed in practice are mainly based on RFID technologies where RFID tags prove authorization by releasing spatio-temporal data that discloses customer-related data, in particular their location. Moreover, available literature on privacy-preserving RFID-based protocols lack practicability for real world scenarios. In [197] the authors discuss appropriate security and privacy requirements for e-tickets and point out the shortcomings of existing proposals. They then propose solutions for practical privacy-preserving e-tickets based on known cryptographic techniques and RFID technology.

3.5 RFID Based Supply-Chain Management

In [173] an application of RFIDs for supply-chain management is presented. In this application, two types of readers are considered. For one, there are readers that will mark tags at given points. Afterwards, these tags can be checked by a second type of readers to tell whether a tag has followed the correct path in the chain. This work formalizes this notion and defines adequate adversaries. Moreover, requirements are derived in order to meet security against counterfeiting, cloning, impersonation and denial of service attacks.
Chapter 4

Work on Multi-Party Computation and Secure Function Evaluation

A lot of work in this section not only represents work partially supported by ECRYPT-II, but work which was also partially supported by the other FP7 Project CACE.

4.1 Secure Function Evaluation

Secure Evaluation of Private Functions (PF-SFE) allows two parties to compute a private function which is known by one party only on private data of both. It is known that PF-SFE can be reduced to Secure Function Evaluation (SFE) of a Universal Circuit (UC). Previous UC constructions only simulated circuits with gates of \( d = 2 \) inputs while gates with \( d > 2 \) inputs were decomposed into many gates with 2 inputs which is inefficient for large \( d \) as the size of UC heavily depends on the number of gates. In [194], the authors present generalized UC constructions to efficiently simulate any circuit with gates of \( d \neq 2 \) inputs having efficient circuit representation. The constructions are non-trivial generalizations of previously known UC constructions. As application it is shown how to securely evaluate private functions such as neural networks (NN) which are increasingly used in commercial applications. The provably secure PF-SFE protocol needs only one round in the semi-honest model (or even no online communication at all using non-interactive oblivious transfer) and evaluates a generalized UC that entirely hides the structure of the private NN. This enables applications like privacy-preserving data classification based on private NNs without trusted third party while simultaneously protecting user’s data and NN owner’s intellectual property.

Two-party Secure Function Evaluation (SFE) allows two parties to evaluate a function known to both parties on their private (secret) inputs. Some applications with sophisticated privacy needs require the function to be known only to one party and kept private (hidden) from the other one. However, existing solutions for SFE of private functions (PF-SFE) deploy Universal Circuits (UC) and are still very inefficient in practice. In [185] the authors bridge the gap between SFE and PF-SFE with SFE of so-called semi-private functions (SPF-SFE), i.e., one function out of a given class of functions is evaluated without revealing which one. A general framework for SPF-SFE is presented allowing a fine-grained trade-off and tuning between SFE and PF-SFE covering both extremes. In the framework, semiprivate functions can be composed from several privately programmable blocks (PPB) which can be programmed with one function out of a class of functions. The framework allows efficient and secure
embedding of constants into the resulting circuit to improve performance. To demonstrate practicability of the framework a compiler for SPF-SFE was implemented based on the Fairplay SFE framework. SPF-SFE is sufficient for many practically relevant privacy-preserving applications, such as privacy-preserving credit checking which can be implemented using the framework and compiler as described in the paper.

The work in [192] the authors describe an implementation of the Yao protocol for two-party secure function evaluation, for a large circuit (in particular AES). The work shows this, previously considered theoretical, protocol can be used in real-life examples. In addition the paper develops a number of optimizations and shows these optimizations to be secure in the simulation based model.

In [132] the authors present TASTY, a novel tool for automating, i.e., describing, generating, executing, benchmarking, and comparing, efficient secure two-party computation protocols. TASTY is a new compiler that can generate protocols based on homomorphic encryption and efficient garbled circuits as well as combinations of both, which often yields the most efficient protocols available today. The user provides a high-level description of the computations to be performed on encrypted data in a domain-specific language. This is automatically transformed into a protocol. TASTY provides most recent techniques and optimizations for practical secure two-party computation with low online latency. Moreover, it allows to efficiently evaluate circuits generated by the well-known Fairplay compiler. TASTY is used to compare protocols for secure multiplication based on homomorphic encryption with those based on garbled circuits and highly efficient Karatsuba multiplication. Further, TASTY improves the online latency for securely evaluating the AES functionality by an order of magnitude compared to previous software implementations. TASTY allows to automatically generate efficient secure protocols for many privacy-preserving applications where the use cases for private set intersection and face recognition protocols is looked at.

In [153] generic Garbled Circuit (GC)-based techniques for Secure Function Evaluation (SFE) in the semi-honest model are considered. Efficient GC constructions are given for addition, subtraction, multiplication, and comparison functions. These circuits for subtraction and comparison are approximately two times smaller (in terms of garbled tables) than previous constructions. This implies corresponding computation and communication improvements in SFE of functions using their efficient building blocks. The techniques rely on recently proposed “free XOR” GC technique. Further, this paper presents concrete and detailed improved GC protocols for the problem of secure integer comparison, and related problems of auctions, minimum selection, and minimal distance. Performance improvement comes both from building on efficient basic blocks and several problem-specific GC optimizations. The authors provide precise cost evaluation of their constructions, which serves as a baseline for future protocols.

In [147] the authors consider Secure Function Evaluation (SFE) in the client-server setting where the server issues a secure token to the client. The token is not trusted by the client and is not a trusted third party. They show how to take advantage of the token to drastically reduce the communication complexity of SFE and computation load of the server. The main contribution is the detailed consideration of design decisions, optimizations, and trade-offs, associated with the setting and its strict hardware requirements for practical deployment. In particular, they model the token as a computationally weak device with small constant-size memory and limit communication between client and server. They consider semi-honest, covert, and malicious adversaries and show the feasibility of their protocols based on a FPGA implementation.
Secure set intersection protocols are the core building block for a manifold of privacy-preserving applications. The idea of using trusted hardware tokens for the set intersection problem was introduced in [277], devising protocols which improve over previous (in the standard model of two-party computation) protocols in terms of efficiency and secure composition. Their protocol uses only a linear number of symmetric-key computations and the amount of data stored in the token does not depend on the sizes of the sets. The security proof of the protocol is in the universal composability model and is based on the strong assumption that the token is trusted by both parties. In [105] the authors revisit the idea and model of hardware-based secure set intersection, and in particular consider a setting where tokens are not necessarily trusted by both participants to additionally cover threats like side channel attacks, firmware trapdoors and malicious hardware. Their protocols are very efficient and achieve the same level of security as those of [277] for trusted tokens. For untrusted tokens, the protocols ensure privacy against malicious adversaries, and correctness facing covert adversaries.

4.2 General Multi-Party Computation

Collusion-free protocols prevent subliminal communication (i.e., covert channels) between parties running the protocol. In the standard communication model, if one-way functions exist, then protocols satisfying any reasonable degree of privacy cannot be collusion-free. Prior approaches to building collusion-free protocols require exotic channels. By taking a conceptually new approach, in [16] the authors consider a communication channel which can filter and rerandomize message traffic. They then provide a new security definition that captures collusion-freeness in this new setting; their new setting even allows for the mediator to be corrupted in which case the security gracefully fails to providing standard privacy and correctness. This stronger notion makes the property useful in more settings. To illustrate feasibility, they construct a commitment scheme and a zero-knowledge proof of knowledge that meet their definition in its two variations. In [17], the authors strengthen the definition of [16] and resolve the main open questions in this area by showing a collusion-free protocol (in the mediated model) for computing any multi-party functionality.

In [88] the authors present a new MPC protocol, called SPDZ, in the case of dishonest majority and active adversaries. The protocol makes use of an offline phase based on homomorphic encryption, and a novel use of MAC’s in the online phase. The online phase is essentially only a constant times more expensive than evaluating the underlying circuit in the clear; albeit the constant is large. This means that the protocol in [88] is essentially, bar constants, optimal in the online phase costs. For the offline phase, one run is very expensive, however this comes at the benefit of one run producing so much data than one only needs to execute the offline phase occasionally.

In [89] an implementation report is given on the SPDZ protocol based on the evaluation of the AES functionality. The report presents various optimizations for both active and covert security and shows that the SPDZ protocol is practical even for relatively large number of parties (say 10), whilst achieving comparable if not better performance than previous techniques.

In [184], [74] the authors consider aspects of Verifiable Secret Sharing in the context of asynchronous networks; and the associated applications to Multi-Party computation. The particular interest in asynchronous protocols is because these more closely match the type
of network environment one finds in the real world. The work in these papers is focused on
protocols which achieve information theoretic security.

4.3 Applications of MPC and SFE

Recently MPC and SFE have found a number of possible application niches. Some of these
are currently purely hypothetical, whereas others are practical (and even deployed) today. In
this section we outline a number of these niches which we have worked upon.

4.3.1 Privacy Preserving Data Base Lookup

Automatic recognition of human faces is becoming increasingly popular in civilian and law
enforcement applications that require reliable recognition of humans. However, the rapid
improvement and widespread deployment of this technology raises strong concerns regarding
the violation of individuals’ privacy. A typical application scenario for privacy-preserving
face recognition concerns a client who privately searches for a specific face image in the
face image database of a server. In [195], the authors present a privacy-preserving face
recognition scheme that substantially improves over previous work in terms of communication-
and computation efficiency: the most recent proposal of Erkin et al. (PETS’09) requires
$O(\log M)$ rounds and computationally expensive operations on homomorphically encrypted
data to recognize a face in a database of $M$ faces. The improved scheme requires only
$O(1)$ rounds and has a substantially smaller online communication complexity (by a factor of 15
for each database entry) and less computation complexity. The solution is based on known
cryptographic building blocks combining homomorphic encryption with garbled circuits. The
implementation results show the practicality of the scheme also for large databases (e.g., for
$M = 1000$ less than 13 seconds and less than 4 MByte online communication are needed on
two 2.4GHz PCs connected via Gigabit Ethernet).

4.3.2 Distributed Key Generation

In [122] the authors present a simple application of multi-party computation to enable the
key distribution centre in a Sakai–Kasahara based IBE system to be distributed. This work
was performed to answer a specific request from a company which is deploying such systems
and is likely to be deployed in the “real–world” in the near future.

4.3.3 Pattern Matching

In [216] the author presents simple protocols for secure two-party computation of general-
ized pattern matching in the presence of malicious parties. The problem is to determine all
positions in a text $T$ where a pattern $P$ occurs (or matches with few mismatches) allowing
possibly both $T$ and $P$ to contain single character wildcards. The author proposes constant-
round protocols that exhibit linear communication and quasilinear computational costs with
simulation-based security. Its constructions rely on a well-known technique for pattern match-
ing proposed by Fischer and Paterson in 1974 and based on the Fast Fourier Transform. The
security of the new schemes is reduced to the semantic security of the ElGamal encryption
scheme.
4.4 Side-Channel Secure Implementation

The power of side-channel leakage attacks on cryptographic implementations is evident. Today’s practical defenses are typically attack-specific countermeasures against certain classes of side-channel attacks. The demand for a more general solution has given rise to the recent theoretical research that aims to build provably leakage-resilient cryptography. This direction is, however, very new and still largely lacks practitioners’ evaluation with regard to both efficiency and practical security. A recent approach, One-Time Programs (OTPs), proposes using Yao’s Garbled Circuit (GC) and very simple tamper-proof hardware to securely implement oblivious transfer, to guarantee leakage resilience. The authors of [148] present a generic architecture for using GC/OTP modularly, and a hardware implementation and efficiency analysis of GC/OTP evaluation. They implemented two FPGA-based prototypes: a system-on-a-programmable-chip with access to hardware crypto accelerator (suitable for smartcards and future smartphones), and a stand-alone hardware implementation (suitable for ASIC design). They chose AES as a representative complex function for implementation and measurements. As a result of this work, they are able to understand, evaluate and improve the practicality of employing GC/OTP as a leakage-resistance approach.
Chapter 5

Cryptography for Cloud Computing

The advent of cloud computing is producing a paradigm shift in the whole computing industry. However, it opens up a whole new set of security issues and also provides an opportunity for the deployment of advanced cryptographic algorithms. The main issue is how can one store and compute with data held by a cloud service provider whilst not having full trust in the cloud providers integrity or security? There is a strong link between the problems discussed and those found in MPC, since a key question is how can functions be computed on data which is not held in the clear?

5.1 General Cloud Computing/Storage Protocols

Users increasingly maintain data in the “cloud” at remote storage service providers. Such services allow users to collaborate with each other and to access the shared data from everywhere. It is important to guarantee the integrity of the data when the service is not trusted, and consistent operations in environments where multiple users access the data concurrently. We have developed efficient protocols that provide atomic storage when the service is correct and weaker so-called forking semantics when the server is faulty.

In [204], a service called Venus is presented, whose goal is to secure user interaction with untrusted cloud storage. Specifically, Venus guarantees integrity and consistency for applications accessing a key-based object store service, without requiring trusted components or changes to the storage provider. Venus completes all operations optimistically, guaranteeing data integrity. It then verifies operation consistency and notifies the application. Whenever either integrity or consistency is violated, Venus alerts the application. Venus has been implemented and evaluated with the Amazon S3 commodity storage service. The evaluation shows that it adds no noticeable overhead to storage operations.

The work [57] considers a group of mutually trusting clients, who outsource an arbitrary computation service to a remote provider. They do not fully trust the provider, which may also be subject to attacks. The clients do not communicate with each other and would like to verify the integrity of the stored data, the correctness of the remote computation process, and the consistency of the provider’s responses. The work presents a novel protocol that guarantees atomic operations to all clients when the provider is correct and fork-linearizable semantics when it is faulty; this means that all clients which observe each other’s operations are consistent, in the sense that their own operations, plus those operations whose effects they see, have occurred atomically in same sequence. This protocol generalizes previous approaches
that provided such guarantees only for outsourced storage services.

5.2 MPC Based Solutions

Secure outsourcing of computation to an untrusted (cloud) service provider is becoming more and more important. Pure cryptographic solutions based on fully homomorphic and verifiable encryption, recently proposed, are promising but suffer from very high latency. Other proposals perform the whole computation on tamper-proof hardware and usually suffer from the the same problem. Trusted computing (TC) is another promising approach that uses trusted software and hardware components on computing platforms to provide useful mechanisms such as attestation allowing the data owner to verify the integrity of the cloud and its computation. However, on the one hand these solutions require trust in hardware (CPU, trusted computing modules) that are under the physical control of the cloud provider, and on the other hand they still have to face the challenge of run-time attestation. In [196] the authors focus on applications where the latency of the computation should be minimized, i.e., the time from submitting the query until receiving the outcome of the computation should be as small as possible. To achieve this they show how to combine a trusted hardware token (e.g., a cryptographic coprocessor or provided by the customer) with Secure Function Evaluation (SFE) to compute arbitrary functions on secret (encrypted) data where the computation leaks no information and is verifiable. The token is used in the setup phase only whereas in the time-critical online phase the cloud computes the encrypted function on encrypted data using symmetric encryption primitives only and without any interaction with other entities.

In [165] the authors look at an application scenario in which the server farm to which the outsourcing is done is equipped with simple trusted modules. The purpose of these trusted modules being to provide “multiplication triples” to each individual server. Thus eliminating the need for a complex offline phase. The modules are shown to be very cheap, and to need to implement only a few simple cryptographic operations.

Diagnostic and classification algorithms play an important role in data analysis, with applications in areas such as health care, fault diagnostics, or benchmarking. Branching programs (BP) is a popular representation model for describing the underlying classification/diagnostics algorithms. Typical application scenarios involve a client who provides data and a service provider (server) whose diagnostic program is run on client’s data. Both parties need to keep their inputs private. In [28] the authors present new, more efficient privacy-protecting protocols for remote evaluation of such classification/diagnostic programs. In addition to efficiency improvements, they generalize previous solutions – they show how to securely evaluate private linear branching programs (LBP), a useful generalization of BP that they introduce. The practical protocols are applied to the privacy-preserving classification of medical ElectroCardioGram (ECG) signals and implementation results are presented. Finally, a subtle security weakness of the most recent remote diagnostic proposal is discovered and fixed, which allowed malicious clients to learn partial information about the program.

5.3 OT Based Solutions

Privacy requirements can come from different sides. Imagine, for example, a DNA database containing information about the purpose of each gene. Such databases are extremely valuable and thus need appropriate cryptographic protection on their content. They are also not sold
on a whole, but rather customers are charged per access to the database. On the other hand, the particular DNA sequences accessed by a customer reveal a lot of information about her interests, e.g., for which disease it is developing medication. Moreover, it is quite likely that subscription prices vary with the different species. The authors of [58] propose an oblivious transfer (OT) protocol with access control to address this problem. They consider the case of access to a database where the different records in the database have different access control conditions. These conditions could be certain attributes, roles, or rights that a user needs to have to access the records. The assigning of attributes to users is done by a separate entity called the issuer, external to the database. To provide the maximal amount of privacy, the protocol guarantees that:

- Only users satisfying the access conditions for a record can access that record;
- The service (database) provider does not learn which record a user accesses;
- The service (database) provider shall not learn which attributes, roles, etc. a user has when she accesses a record, i.e., access shall be completely anonymous, nor shall it learn which attributes the user was required to have to access the record.

5.4 FHE Based Solutions

For many years one of the holy-grails of cryptography has been the construction of a fully homomorphic encryption (FHE) scheme. In 2009 this was realised with the presentation of a scheme based on lattices by Gentry [268]. In [206] Smart and Vercauteren present an optimization of Gentry’s construction in which ciphertexts consist of only one integer. The authors discuss the security, and relate the security to long standing problems in computational number theory, and also discuss the complexity of the reencryption procedure in some depth.

It is well known that any encryption scheme which supports any form of homomorphic operation cannot be secure against adaptive chosen ciphertext attack. The question then arises as to what is the most stringent security definition which is achievable by homomorphic encryption schemes. Prior work has shown that various schemes which support a single homomorphic encryption scheme can be shown to be IND-CCA1, i.e. secure against lunchtime attacks. In [164] the authors extend this analysis to the recent fully homomorphic encryption scheme proposed by Gentry, as refined by Gentry, Halevi, Smart and Vercauteren. They show that the basic Gentry scheme is not IND-CCA1; indeed a trivial lunchtime attack allows one to recover the secret key. They then show that a minor modification to the variant of Smart and Vercauteren will allow one to achieve IND-CCA1, indeed PA-1, in the standard model assuming a lattice based knowledge assumption. They end by examining the security of the scheme against another security notion, namely security in the presence of ciphertext validity checking oracles.

In [207] the authors show that the Smart–Vercauteren variant of Gentry’s scheme can support SIMD operations. That is when operating homomorphically on a ciphertext the user actually acts homomorphically on vectors of plaintext messages. This is done by using a plaintext space defined by a general cyclotomic polynomial, as opposed to the more specific choice of $X^{2^n} + 1$ in prior works. They discuss how the reencryption/bootstrapping method of Gentry can be implemented when SIMD operations are required. In addition they examine a couple of applications of SIMD techniques. In the first they present the homomorphic
evaluation of the AES encryption circuit, whereas in the second they examine database lookup procedures.

One key issue with the techniques of [207] is that at first glance it does not appear that the efficient key generation technique introduced by Gentry and Halevi [269] applies in this more general setting. In [202] the authors show that many of the key generation tricks from [269] can be extended to the more general setting of [207]. The authors provide run times of their new key generation methods and compare them across different cyclotomic polynomials.

In [124] the authors extend the SIMD idea of [207] and apply it to the more recent BGV ring-LWE based scheme of [239]. They show that not only does BGV support SIMD addition and multiplication operations, but it also supports homomorphic evaluation of an associated action on the plaintext vectors induced by the Galois action on the underlying cyclotomic field. This enables the authors to establish a scheme which will (asymptotically) evaluate any function homomorphically with only a polylog overhead compared to evaluating it in the clear. Albeit the polylog overhead comes with a huge implied constant. Despite the theoretical nature of the result, many of the ideas and underlying algebra within this paper can be used to dramatically improve the performance of FHE schemes in practice.

In [125] the prior ideas of [124] are extended even further, and a theoretically efficient bootstrapping procedure is described which makes use of the SIMD nature of the BGV plaintext space. Using the idea of a levelled scheme from [239] the authors use a special modulus for the lowest level, so as to enable a more efficient decryption procedure. The overall algorithm requires only a single ciphertext to represent the bootstrapping information, and it does not rely on assuming an additional assumption as in Gentry’s original “squashing” idea.

In [126] the authors take the theoretical scheme from [124] and present a concrete implementation which is able to practically homomorphically evaluate the AES encryption circuit. Along the way they introduce a number of optimization tricks, mainly to reduce memory, including a novel key-switching technique which makes use of a upwards modulus switch which temporarily increases the noise level associated to a ciphertext.

This line of work is continued in [123] where a technique to perform ring-switching is presented. The basic idea is that as a homomorphic operation progresses the large moduli needed at the start of the computation has reduced (due to modulus switching). This means that the large ring needed at the start to ensure security could now be much smaller. This creates the need for a technique to enable one to switch from a large ring to a smaller one. The work in [123] shows how this can be done, whilst still preserving the algebraic “slots” needed for the SIMD performance enhancements.

Following Gentry’s result, a conceptually simpler scheme was proposed by van Dijk et al. [257], based on approximate common divisor problems over the integers, rather than decoding problems in ideal lattices. The simplicity of that new scheme came at the expense of a very large public key size, in $\tilde{O}(\lambda^{10})$ where $\lambda$ is the security parameter. The authors of [77] reduce the public key size to $\tilde{O}(\lambda^7)$ by encrypting with a quadratic form in the public key elements, instead of a linear form. They prove that the scheme remains semantically secure, based on a variant of the approximate common divisor problem already considered by van Dijk et al. They also describe an implementation of the resulting scheme, achieving fully homomorphic encryption over the integers for the first time. Borrowing some optimizations from the implementation of Gentry’s scheme by Gentry and Halevi [269], they obtain roughly the same level of efficiency.

In [27], the authors propose a cryptographic primitive called Delegatable Homomorphic Encryption (DHE) that moves verifiable outsourcing of computation to the public-key setting.
The idea is that, e.g., a cloud client can delegate to the service provider computation tasks to be performed over encrypted data sent to her by other users, in such a way that the payload remains secret and the results of the computation are verifiable. This was not possible with either homomorphic encryption, functional encryption or secure outsourcing of computation, and DHE can be seen as an extension to each of these primitives. A construction is given by transforming a functional encryption scheme into a verifiable one, and then combining it with an homomorphic encryption scheme.
Chapter 6

New Signature Constructions

Considerable work has been conducted into various aspects of digital signatures, both constructions of schemes with new properties and analysis of the properties of various prior definitions.

6.1 Group Signatures

The authors of [208] provide a construction of an identity based group signature scheme from a HIBE. The construction is generic, but as an example instantiation they use the BBG HIBE. The construction is an application of many of the ideas behind wildcarded and wicked IBE schemes which were developed in the ECRYPT-I project.

The Fiat-Shamir (FS) transform is a popular tool to produce particularly efficient digital signature schemes out of identification protocols. It is known that the resulting signature scheme is secure (in the random oracle model) if and only if the identification protocol is secure against passive impersonators. A similar results holds for constructing ID-based signature schemes out of ID-based identification protocols. The transformation had also been applied to identification protocols with additional privacy properties. So, via the FS transform, ad-hoc group identification schemes yield ring signatures and identity escrow schemes yield group signature schemes. Unfortunately, results akin to those above are not known to hold for these latter settings and the security of the resulting schemes needs to be proved from scratch, or worse, it is often simply assumed. In [155] the authors provide the missing foundations for the use of the FS transform in these more complex settings. They start with defining a formal security model for identity escrow schemes (a concept proposed earlier but never rigorously formalized). The main result consists of necessary and sufficient conditions for an identity escrow scheme to yield (via the FS transform) a secure group signature schemes. In addition, using the similarity between group and ring signature schemes they give analogous results for the latter primitive.

Membership revocation is a crucial issue in group signatures. Group signatures with verifier-local revocation (VLR-GS) deal with it by having the group manager publicize a revocation list containing a revocation token for each revoked user. The revocation list is only used by verifiers and not by signers. Upon verification, it is the verifier’s task to make sure that a signature was not generated by a revoked user (if it was, the signer’s identity is revealed). In VLR-GS schemes providing backward unlinkability, the lifetime of the scheme is divided into time periods and signatures that were issued by revoked members before their
revocation remain anonymous and ununlinkable (which is desirable if users voluntarily leave the group). Using Groth-Sahai proofs, the authors of [162] described a VLR-GS with backward unlinkability in the standard model. Previous VLR-GS were only known to be secure in the random oracle model. The problem to solve was to find an implicit revocation test which is compatible with NIZK proofs in the standard model (as, for certain relations, Groth-Sahai proofs do not always admit NIZK simulators) while enabling backward unlinkability.

In order to deal with the revocation problem in group signatures, the authors of [158, 159] suggested a new method, which is based on the Naor-Naor-Lotspeich (NNL) broadcast encryption framework. This method interacts nicely with the Groth-Sahai techniques for building group signatures in the standard model. In contrast with verifier-local revocation approaches, it gives a constant verification cost and at most polylog complexity (in the maximal number of group members) in other metrics. The initial mechanism [158] had the disadvantage of introducing important storage requirements at group members: membership certificates, which used to have constant size, were inflated to have polylog size in the maximal cardinality of the group. In [159], an improvement was shown to provide private keys of constant size using a new technique to leverage the NNL subset cover framework in the context of group signatures. This refinement yields revocable group signatures that are competitive with ordinary group signatures (i.e., without revocation) in the standard model. As an advantage over approaches that were sometimes used in the past, unrevoked members do not need to update their keys at each revocation.

In [36] the authors present a compact group signature scheme with the shortest known signature size and favorably comparing computation time, whilst still offering a strong and practically relevant security level that guarantees secure opening of signatures, protection against a cheating authority, and support for dynamic groups. Our construction departs from the popular sign-and-encrypt-and-prove paradigm, which we identify as one source of inefficiency. In particular, our proposal does not use standard encryption and relies on re-randomizable signature schemes that hide the signed message so as to preserve the anonymity of signers. Security is proved in the random oracle model assuming the XDDH, LRSW and SDLP assumptions and the security of an underlying digital signature scheme. Finally, we demonstrate how our scheme yields a group signature scheme with verifier-local revocation.

6.2 Blind Signatures

Blind signatures provide a mechanism for achieving privacy and anonymity whereby a user gets the signer to sign a message of his choice without the signer learning the content of the message, nor linking message/signature request pairs when he sees the final signature. In [129] the authors construct a blind signature that requires minimal interaction (two rounds) between the user and the signer. The signature request protocol is akin to the classic, blind-unblind methodology used for RSA blind signatures in the random oracle model. The output signature is a standard Camenisch-Lysyanskaya signature in pairing groups. The scheme is secure in the common reference string model, assuming two discrete logarithm related assumptions in bilinear groups; namely a new variant of the LRSW assumption and the SXDH problem. The authors provide evidence for the hardness of their new variant of the LRSW by showing it is intractable in the generic group model.

In [106], the authors explore the security of blind signatures under aborts where the user or the signer may stop the interactive signature issue protocol prematurely. Several works
on blind signatures discuss security only in regard of completed executions and usually do not impose strong security requirements in case of aborts. One of the exceptions is the paper of Camenisch, Neven and shelat [242] where the notion of selective-failure blindness has been introduced. Roughly speaking, selective-failure blindness says that blindness should also hold in case the signer is able to learn that some executions have aborted. Here the authors augment the work of Camenisch et al. by showing how to turn every secure blind signature scheme into a selective-failure blind signature scheme. The transformation only requires an additional computation of a commitment and therefore adds only a negligible overhead. The authors also study the case of multiple executions and notions of selective-failure blindness in this setting. They then discuss the case of user aborts and unforgeability under such aborts. They show that every three-move blind signature scheme remains unforgeable under such user aborts. Together with their transformation for selective-failure blindness the authors thus obtain an easy solution to ensure security under aborts of either party and which is applicable for example to the schemes of Pointcheval and Stern [304]. The authors finally revisit the construction of Camenisch et al. for simulatable adaptive oblivious transfer protocols, starting from selective-failure blind signatures where each message only has one valid signature (uniqueness). While their transformation to achieve selective-failure blindness does not preserve uniqueness, it can still be combined with a modified version of their protocol. Hence, we can derive such oblivious transfer protocols based on unique blind signature schemes only (in the random oracle model), without necessarily requiring selective-failure blindness from scratch.

A fair blind signature is a blind signature with revocable anonymity and unlinkability: an authority can link an issuing session to the resulting signature and trace a signature to the user who requested it. In [115] the authors first strengthen the security model for fair blind signatures by Hufschmitt and Traoré [279]. They then give the first practical fair blind signature scheme with a security proof in the standard model, which moreover satisfies the new model.

Related to blind signatures; in [114] an efficient blind certification protocol is proposed. Since it falls in the Groth-Sahai framework for witness-indistinguishable proofs, extended to a certified signature the protocol immediately yields non-frameable group signatures. The blind certification is then used to build an efficient (offline) e-cash system that guarantees user anonymity and transferability of coins without increasing their size. As required for fair e-cash, in case of fraud, anonymity can be revoked by an authority, which is also crucial to deter from double spending.

6.3 Other Privacy Preserving Signature Primitives

In [113], the authors give a generic methodology to unlinkably anonymise cryptographic schemes in bilinear groups using the Boneh-Goh-Nissim cryptosystem and NIZK proofs in the line of Groth, Ostrovsky and Sahai. The techniques are illustrated by presenting the first concrete instantiation of anonymous proxy signatures (in the standard model), a primitive unifying the functionalities and strong security notions of group and proxy signatures. To construct the scheme, the authors introduce various efficient NIZK and witness-indistinguishable proofs.
6.4 Other Signatures With Special Properties

Encrypt-and-sign, where one encrypts and signs a message in parallel, is usually not recommended for confidential message transmission as the signature may leak information about the message. This motivates the investigation in [91] of confidential signature schemes, which hide all information about (high-entropy) input messages. The authors provide a formal treatment of confidentiality for such schemes and give constructions meeting the new notions, both in the random oracle model and the standard model. As part of this it is shown that full domain hash signatures achieve a weaker level of confidentiality than Fiat-Shamir signatures. The authors examine the connection of confidential signatures to signcryption schemes. They give formal security models for deterministic signcryption schemes for high-entropy and low-entropy messages, and prove encrypt-and-sign to be secure for confidential signature schemes and high-entropy messages. Finally, it is shown that one can derandomize any signcryption scheme in the new model and obtain a secure deterministic scheme.

In [193], the authors discuss the concept of verifiably encrypted signatures that was proposed by Boneh et al. at EUROCRYPT 2003 [236] along with a security model. In a verifiably encrypted signature scheme, signers encrypt their signature under the public key of a trusted third party and prove that they did so correctly. This paper proposes two novel fundamental requirements for verifiably encrypted signatures, called extractability and abuse-freeness, and analyzes its effects on the established security model (unforgeability and opacity). Extractability ensures that the trusted third party is always able to extract a valid signature from a valid verifiably encrypted signature and abuse-freeness guarantees that a malicious signer, who cooperates with the trusted party, is not able to forge a verifiably encrypted signature. The authors further show that both properties are not covered by the model of Boneh et al. The second main contribution of the paper is a verifiably encrypted signature scheme, provably secure without random oracles, that is more efficient and greatly improves the public key size of the only other construction in the standard model by Lu et al. (EUROCRYPT 2006) [294]. Moreover, the authors present strengthened definitions for unforgeability and opacity in the spirit of strong unforgeability of digital signature schemes.

Sanitizable signatures allow a signer of a message to give one specific receiver, called a sanitizer, the power to modify some designated parts of the signed message. Most of the existing constructions consider one single signer giving such a possibility to one single sanitizer. In [60], the authors formalize the concept with n signers and m sanitizers, taking into account recent models (for 1 signer and 1 sanitizer) on the subject. They next give a generic construction based on the use of both group signatures and a new cryptographic building block, called a trapdoor or proof, that may be of independent interest.

In [54] the authors revisit the security requirements for sanitizable signatures, which allow a signer to partly delegate signing rights to another party, called the sanitizer. The paper complements the work of Ateniese et al. [221], that identifies five security requirements for such schemes (unforgeability, immutability, privacy, transparency and accountability) but does not provide formal specifications for these properties. This paper presents the first comprehensive formal treatment of the security requirements and also investigates the relationship of the properties. Furthermore, the authors provide a full security proof for a modification of the original scheme by Ateniese et al. according to their model.

In [112] the authors define a general model for consecutive delegations of signing rights with the property that the delegatee actually signing and all intermediate delegators remain anonymous. Similarly to group signatures, in case of misuse, a special authority can open
signatures to reveal the chain of delegations and the signer’s identity. In this paper, the authors also propose a scheme which satisfies a strong notion of non-frameability generalizing the one for dynamic group signatures. They also give formal definitions of security and show them to be satisfiable by constructing an instantiation proven secure under general assumptions in the standard model. Their primitive is a proper generalization of both group signatures [248] and proxy signatures [295] and can be regarded as non-frameable dynamic hierarchical group signatures.

A modular approach for cryptographic protocols leads to a simple design but often inefficient constructions, while ad hoc constructions may offer efficiency at the cost of losing conceptual simplicity. To overcome this dilemma, Abe et al. [9] present commitments and signatures that enable construction of modular protocols with reasonable efficiency. They focus on schemes in bilinear groups that preserve the group structure, which makes it easy to combine them with other primitives such as Groth-Sahai proofs [275]. A signature scheme is “structure-preserving” if its verification keys, signatures and messages are elements in a bilinear group, and verification consists of checking pairing-product equations; if in addition the verification keys lie in the message space, it is called “automorphic”. The authors present several efficient instantiations of automorphic and structure-preserving signatures, enjoying various other properties, such as simulatability. Among many applications, they give three concrete examples: adaptively secure round-optimal blind signatures, group signatures with efficient concurrent join, and efficient anonymous proxy signatures. Another contribution are length-reducing homomorphic trapdoor commitments to group elements, whereas the messages of previous homomorphic trapdoor commitments were exponents.

Randomizable encryption allows anyone to transform a ciphertext into a fresh ciphertext of the same message. Analogously, a randomizable signature can be transformed into a new signature on the same message. Blazy et al. [40] combine randomizable encryption and signatures to a new primitive as follows: given a signature on a ciphertext, anyone can randomize the ciphertext and adapt the signature to the fresh encryption, thus maintaining public verifiability. Moreover, given the decryption key, from a signature on a ciphertext one can compute (“extract”) a signature on the encrypted plaintext. As adapting a signature to a randomized encryption contradicts the standard notion of unforgeability, a weaker notion states that no adversary can, after querying signatures on ciphertexts of its choice, output a signature on an encryption of a new message. The authors give several instantiations of their new primitive and prove them secure under classical assumptions in the standard model and the CRS setting. As an application, they show how to construct an efficient non-interactive receipt-free universally verifiable e-voting scheme. In such a scheme a voter cannot prove what his vote was, which precludes vote selling. Besides, the primitive also yields an efficient round-optimal blind signature scheme based on standard assumptions.

Verifiable encryption allows encryption of a signature while preserving its public verifiability. In [110] Fuchsbaeur introduces a new primitive called commuting signatures and verifiable encryption which extends this in multiple ways, such as enabling to encrypt both a signature and a message and prove validity. More importantly, given a ciphertext, a signer can create a verifiably encrypted signature on the encrypted (unknown) message, which leads to the same result as first signing the message and then verifiably encrypting the pair of message and signature; thus, signing and encrypting commute. His instantiation is based on the recent automorphic signatures [9] and the Groth-Sahai proof system, of which he moreover proves a series of useful properties, which could be of independent interest. As an application, the author gives an instantiation of delegatable anonymous credentials, which is arguably simpler
than previous ones and which is the first to provide non-interactive (and thus concurrently secure) issuing and delegation protocols. Moreover, the size of his credentials and the cost of verification are less than half of those of previous instantiations, and efficiency of issuing and delegation is increased even more significantly.

Network coding is a technique providing improved resilience to packet loss and increased throughput. Unlike traditional routing techniques, it allows network nodes to perform transformations on packets they receive before transmitting them. For this reason, packets cannot be authenticated using ordinary digital signatures, which makes it difficult to hedge against pollution attacks, where malicious nodes inject bogus packets in the network. To address this problem, recent works introduced signature schemes allowing to sign linear subspaces (namely, verification can be made w.r.t. any vector of that subspace) and which are well-suited to the network coding scenario. Before 2011, existing network coding signatures in the standard model were not homomorphic in that the signer was forced to sign all vectors of a given subspace at once. In 2011 [21], a piece of ECRYPT-associated work described the first homomorphic network coding signatures in the standard model: in that scheme, the security proof does not use random oracles and, at the same time, the scheme allows signing individual vectors on-the-fly and has constant per-packet overhead in terms of signature size. The construction is based on the dual encryption technique introduced by Waters (Crypto’09) to prove the security of hierarchical identity-based encryption schemes.
Chapter 7

Work on Schemes Related to Identity-Based Encryption

Work on Identity-Based Encryption (IBE) and its associated derivations has continued in the period covered by ECRYPT-2.

7.1 Foundations of Pairings

In [117] the authors discuss, in essentially non-mathematical terms various aspects of instantiation of pairing based protocols. The paper aims to make the various choices for a cryptographic designer clearer, since many of the choices produce subtle impacts not only on the implementation aspects of the scheme, but also upon the the provable security properties which the scheme achieves. This paper introduced the now-standard classification of pairings into Type-1, Type-2 and Type-3 and as such is highly cited. The paper has been highly influential on the presentation of the IEEE standard 1363.3 on pairing based cryptography and Identity Based Cryptography in particular.

7.2 Identity Based Encryption

Identity-Based Encryption offers an interesting alternative to PKI-enabled encryption as it eliminates the need for digital certificates. While revocation has been thoroughly studied in PKIs, few revocation mechanisms are known in the IBE setting. Until quite recently, the most convenient one was to augment identities with period numbers at encryption. All non-revoked receivers were thus forced to obtain a new decryption key at discrete time intervals, which places a significant burden on the authority. A more efficient method was suggested by Boldyreva, Goyal and Kumar at CCS'08 [233]. In their revocable IBE scheme, key updates have logarithmic (instead of linear in the original method) complexity for the trusted authority. Unfortunately, security could only be proved in the selective-ID setting where adversaries have to declare which identity will be their prey at the very beginning of the attack game. In [161] the authors describe an adaptive-ID secure revocable IBE scheme and thus solve a problem left open by Boldyreva et al.

Identity-based encryption is a very convenient tool to avoid key management. To address concerns about the privacy of a recipient, the notion of anonymous identity-based encryption has been proposed. In [142] the authors extend this notion to stronger adversaries (the
authority itself). In particular, the authors discuss this new notion, together with a new kind of non-malleability with respect to the identity, for several existing schemes. Interestingly, the authors show that such a new anonymity property has an independent application to password-authenticated key exchange, by providing a new generic framework for it along with a concrete construction based on pairings.

In [182], the authors investigate the relationships between identity-based non-interactive key distribution and identity-based encryption. The authors provide constructions for these schemes that make use of general trapdoor discrete log groups. The authors then investigate the schemes that result in two concrete settings, obtaining new, provably secure, near-practical identity-based encryption schemes.

In [180], the authors consider the security of Identity-Based Encryption (IBE) in the setting of multiple Trusted Authorities (TAs). In this multi-TA setting, the authors envisage multiple TAs sharing some common parameters, but each TA generating its own master secrets and master public keys. The authors provide security notions and security models for the multi-TA setting which can be seen as natural extensions of existing notions and models for the single-TA setting. In addition, the authors study the concept of TA anonymity, which formally models the inability of an adversary to distinguish two ciphertexts corresponding to the same message and identity but generated using different TA master public keys. The authors argue that this anonymity property is a natural one of importance in enhancing privacy and limiting traffic analysis in multi-TA environments. The authors study a modified version of a Fujisaki-Okamoto conversion in the multi-TA setting, proving that their modification lifts security and anonymity properties from the CPA to the CCA setting. Finally, the authors apply these results to study the security of the Boneh-Franklin and Sakai-Kasahara IBE schemes in the multi-TA setting.

In [181], the authors extend the examination of the implications of TA anonymity for key-privacy from IBE to normal public-key encryption (PKE) schemes. Key-privacy for PKE captures the requirement that ciphertexts should not leak any information about the public-keys used to perform encryptions. Thus key-privacy guarantees recipient anonymity for a PKE scheme. Canetti, Halevi and Katz (CHK) gave a generic transform which constructs an IND-CCA secure PKE scheme using an identity-based encryption (IBE) scheme that is selective-id IND-CPA secure and a strongly secure one-time signature scheme. Their transform works in the standard model (i.e. does not require the use of random oracles). Here, the authors prove that if the underlying IBE scheme in the CHK transform is TA anonymous, then the resulting PKE scheme enjoys key-privacy. Whilst IND-CCA secure, key-private PKE schemes are already known in the standard-model, their result gives the first generic method of constructing a key-private PKE scheme in the standard model. The authors then go on to investigate the TA anonymity of multi-TA versions of well-known standard model secure IBE schemes. In particular, the authors prove the TA anonymity and selective-id IND-CPA security of a multi-TA version of Gentry’s IBE scheme. Applying the CHK transform, the authors obtain a new, efficient key-private, IND-CCA secure PKE scheme in the standard model.

At Crypto’07, Goyal [273] introduced the concept of Accountable Authority Identity-Based Encryption as a convenient tool to reduce the amount of trust in authorities in Identity-Based Encryption. In this model, if the Private Key Generator (PKG) maliciously re-distributes users’ decryption keys, it runs the risk of being caught and prosecuted. Goyal proposed two constructions: the first one is efficient but can only trace well-formed decryption keys to their source; the second one allows tracing obfuscated decryption boxes in a model (called weak
black-box model) where cheating authorities have no decryption oracle. The latter scheme is unfortunately far less efficient in terms of decryption cost and ciphertext size. In [160] the authors describe a new construction that combines the efficiency of Goyal's first proposal with a very simple weak black-box tracing mechanism. The proposed scheme is presented in the selective-ID model but readily extends to meet all security properties in the adaptive-ID sense, which is not known to be true for prior black-box schemes.

In [5] the authors propose a methodology to construct verifiable random functions [297] from a class of identity based key encapsulation mechanisms (IB-KEM) [229] that they call VRF suitable. Informally, an IB-KEM is VRF suitable if it provides what is called unique decryption (i.e. given a ciphertext $C$ produced with respect to an identity $ID$, all the secret keys corresponding to identity $ID'$, decrypt to the same value, even if $ID \neq ID'$) and it satisfies an additional property that the authors call pseudorandom decapsulation. In a nutshell, pseudorandom decapsulation means that if one decrypts a ciphertext $C$, produced with respect to an identity $ID$, using the decryption key corresponding to any other identity $ID'$ the resulting value looks random to a polynomially bounded observer. Interestingly, the authors show that most known IB-KEMs already achieve pseudorandom decapsulation. Their construction is of interest both from a theoretical and a practical perspective. Indeed, apart from establishing a connection between two seemingly unrelated primitives, their methodology is direct in the sense that, in contrast to most previous constructions, it avoids the inefficient Goldreich-Levin hardcore bit transformation [271].

Lewko and Waters [292] presented a fully secure HIBE with short ciphertexts. In [84], the authors show how to modify their construction to achieve anonymity. They prove the security of their scheme under static (and generically secure) assumptions formulated in composite order bilinear groups. In addition, in [84], the authors present a fully secure Anonymous IBE in the secret-key setting. Secret-Key Anonymous IBE was implied by the work of [311] which can be shown secure in the selective-id model. No previous fully secure construction of secret-key Anonymous IBE is known.

The paper [13] presents collusion attacks against a recently proposed Identity-based encryption scheme due to Chen et al.. The attacks recover the master secret key of the scheme and thereby invalidate the existing security analysis of this scheme. The attacks are flexible, allowing, for example, the amount of computation needed to be traded-off against the size of the collusion.

### 7.3 Certificateless Encryption

In [90] the author examines the relationship between certificateless encryption schemes and traditional PKI structures. Certificateless encryption schemes are classified into three classes based on the way in which a user's secret decryption key is developed – these are termed AP, BSS and LK certificateless encryption schemes after their original inventors. The author demonstrates that secure BSS and LK certificateless encryption schemes can be constructed using a traditional PKI-based public-key encryption system, while noting that AP certificateless encryption schemes cannot be constructed from an arbitrary public-key encryption scheme in any black-box fashion.
7.4 Certified Encryption

The notion of certified encryption [46] had recently been suggested as a suitable setting for analyzing the security of encryption against adversaries that tamper with the key-registration process. The flexible syntax afforded by certified encryption suggests that identity-based [235] and certificateless [255] encryption schemes can be analyzed using the models for certified encryption. In [93] the authors explore the relationships between security models for these two primitives and that for certified encryption. The following results are obtained. The authors show that an identity-based encryption scheme is secure if and only if it is secure when viewed as a certified encryption scheme. This result holds under the (unavoidable) restriction that registration occurs over private channels. In the case of certificateless encryption it is observed that a similar result cannot hold. The reason is that existent models explicitly account for attacks against the non-monolithic structure of the secret keys whereas certified encryption models treat secret keys as whole entities. The paper proposes an extension for certified encryption where the adversary is allowed to partially modify the secret keys of honest parties. The extension that the authors propose is very general and may lead to unsatisfiable notions. Nevertheless, they exhibit one instantiation for which they can prove the desired result: a certificateless encryption is secure if and only if its associated certified encryption scheme is secure. As part of the analysis, and a result of separate interest this paper confirms the folklore belief that for both IBE and CLE, security in the single-user setting (as captured by existent models) is equivalent to security in the multi-user setting.

7.5 Identity Based Key Agreement

In [101] the authors present a new identity based key agreement protocol. In id-based cryptography (introduced by Adi Shamir in [308]) each party uses its own identity as public key and receives his secret key from a master Key Generation Center, whose public parameters are publicly known. The novelty of this protocol is that it can be implemented over any cyclic group of prime order, where the Diffie-Hellman problem is supposed to be hard. It does not require the computation of expensive bilinear maps, or additional assumptions such as factoring or RSA. The protocol is extremely efficient, requiring only twice the amount of bandwidth and computation of the unauthenticated basic Diffie-Hellman protocol. The design of their protocol was inspired by MQV (the most efficient authenticated Diffie-Hellman based protocol in the public-key model) and indeed its performance is competitive with respect to MQV (especially when one includes the transmission and verification of certificates in the MQV protocol, which are not required in an id-based scheme). The proposed protocol requires a single round of communication in which each party sends only 2 group elements: a very short message, especially when the protocol is implemented over elliptic curves. The paper provides a full proof of security in the Canetti-Krawczyk security model for key exchange, including a proof that the protocol satisfies additional security properties such as perfect forward secrecy, and resistance to reflection and key-compromise impersonation attacks.

In [102] motivated by the previous work the authors examine the linkage between ID-based key agreement and certificateless encryption. The authors show generic transforms from ID-based key agreement to certificateless encryption. This work highlights a number of issues related to the different security requirements for both key agreement and certificateless encryption. It thus further enforces the view, explored in a number of papers, that the
definition of security in both scenarios is a complex affair.
Chapter 8

Other Schemes and Protocols

8.1 Key Exchange and Key Agreement

Adaptively-secure key exchange allows the establishment of secure channels even in the presence of an adversary that can corrupt parties adaptively and obtain their internal states. In [4], the authors give a formal definition of contributory protocols and define an ideal functionality for password-based group key exchange with explicit authentication and contributiveness in the UC framework. As with previous definitions in the same framework, their definitions do not assume any particular distribution on passwords or independence between passwords of different parties. The authors also provide the first steps toward realizing this functionality in the above strong adaptive setting by analyzing an efficient existing protocol and showing that it realizes the ideal functionality in the random-oracle and ideal-cipher models based on the CDH assumption.

In ASIACRYPT 2005, Abdalla et al. [218] put forward the notion of gateway-based password-authenticated key exchange (GPAKE) protocol, which allows clients and gateways to establish a common session key with the help of an authentication server. In addition to the semantic security of the session key, their solution also provided additional security properties such as password protection with respect to malicious gateways and key privacy with respect to curious authentication servers. In [8] the authors further pursued this line of research and presented a new and stronger security model for GPAKE schemes, combining all above-mentioned security properties. In addition to allowing a security proof for all these security properties, the new security model has also other advantages over the previous one such as taking into account user corruptions. After describing the new security model, this paper then presents a new variant of the GPAKE scheme of Abdalla et al. with similar efficiency. Like the original scheme, the new scheme is also transparent in that it does not differ significantly from a classical PAKE scheme from the point of view of a client. Finally, this paper also shows how to add client anonymity with respect to the server to the basic GPAKE scheme by using private information retrieval protocols.

In [166] the author extends the classical notion of group key exchange (GKE) protocols by a new property that allows each pair of users to derive an independent peer-to-peer (p2p) key on-demand and without any subsequent communication; this, in addition to the classical group key shared amongst all the users. GKE protocols enriched in this way impose new security challenges concerning the secrecy and independence of both key types; a special attention is paid to possible collusion attacks aiming to break the secrecy of p2p keys possibly established
between any two non-colluding users. The proposed constructions utilize the well-known parallel Diffie-Hellman key exchange (PDHKE) technique in which each party uses the same exponent for the computation of p2p keys with its peers. First, PDHKE is considered in GKE protocols where parties securely transport their secrets for the establishment of the group key based on an efficient multi-recipient ElGamal encryption scheme. Further, PDHKE is used to design a generic compiler for GKE protocols that extend the classical Diffie-Hellman method. The paper finally investigates possible optimizations of such protocols allowing parties to re-use their exponents to compute both group and p2p keys. The analysis shows that not all such GKE protocols can be optimized.

In [7], the authors generalize the notion of group key exchange protocols, enabling on-demand derivation of peer-to-peer keys in order to allow efficient derivation of independent secret keys for all potential subsets. In particular, they show how a group of users can agree on a secret group key while obtaining some additional information that they can use on-demand to efficiently compute independent secret keys for any possible subgroup. The security analysis relies on the Gap Diffie-Hellman assumption and uses random oracles.

So far, all solutions proposed for authenticated key agreement combine key agreement and authentication into a single cryptographic protocol. However, in many important application scenarios, key agreement and entity authentication are clearly separated protocols. This fact enables efficient attacks on the naive combination of these protocols. In [144] new compilers are proposed for two-party key agreement and authentication, which are provably secure in the standard Bellare-Rogaway model [228]. The constructions are generic: key agreement is executed first and results (without intervention of the adversary) in a secret session key on both sides. This key (or a derived key) is handed over, together with a transcript of all key exchange messages, to the authentication protocol, where it is combined with the random challenge(s) exchanged during authentication.

In [56] the authors examine composability properties for the fundamental task of key exchange. The main result is to show that key exchange protocols secure in the prevalent model of Bellare and Rogaway [228] can be composed with arbitrary protocols that require symmetrically distributed keys. This composition theorem holds if the key exchange protocol satisfies an additional technical requirement that our analysis brings to light: it should be possible to determine which sessions derive equal keys given only the publicly available information. An important characteristic of the results in the paper is that they use a game-based formalism (thus do not rely on simulation).

### 8.2 Key Assignment

In [109] the authors provide constructions for key assignment schemes that are provably secure under the factoring assumption in the standard model. Their first construction is for simple “chain” hierarchies, and achieves security against key recovery attacks with a tight reduction from the problem of factoring integers of a special form. Their second construction applies for general hierarchies, achieves the stronger notion of key indistinguishability, and has security based on the hardness of factoring Blum integers. The authors compare their constructions to previous schemes, in terms of security and efficiency.
8.3 Deriving Keys From Biometric Data

The paper [52] introduces a new way of generating strong keys from biometric data. Contrary to popular belief, the new method leads to biometric keys which are easy to obtain and renew. Their solution is based on two-factor authentication, involving a low-cost card and a biometric trait. In particular, this paper introduces a new biometric-based remote authentication scheme following the Boneh and Shacham group signature construction [237]. Surprisingly, no interaction with a biometric database is needed in an ordinary use of this scheme. One side effect of new proposal is that users will remain private, though their privacy can be removed, for instance, under a legal warrant.

8.4 Hybrid-Encryption

In [151] the authors present a new approach to the design of IND-CCA secure hybrid encryption schemes in the standard model. The approach revolves around a new and efficient generic transformation from 1-universal to 2-universal hash proof systems. The transformation involves a randomness extractor based on a 4-wise independent hash function as the key derivation function. The new methodology can be instantiated with efficient schemes based on standard intractability assumptions such as Decisional Diffie-Hellman, Quadratic Residuosity, and Paillier’s Decisional Composite Residuosity. The authors also user their framework to prove IND-CCA security of a hybrid version of 1991’s Damgård’s ElGamal public-key encryption scheme under the DDH assumption.

8.5 Predicate and Attribute Based Encryption

Predicate encryption is a new powerful cryptographic primitive which allows for fine-grained access control for encrypted data: the owner of the secret key can release partial keys, called tokens, that can decrypt only a specific subset of ciphertexts. More specifically, in a predicate encryption scheme, ciphertexts and tokens have attributes and a token can decrypt a ciphertext if and only if a certain predicate of the two associated attributes holds.

In [2] a restricted variant of predicate and attribute based encryption is presented, namely a primitive called identity-based encryption with wildcards, or WIBE for short. It allows a sender to encrypt messages to a whole range of receivers whose identities match a certain pattern. This pattern is defined through a sequence of fixed strings and wildcards, where any string can take the place of a wildcard in a matching identity. Our primitive can be applied to provide an intuitive way to send encrypted email to groups of users in a corporate hierarchy. We propose a full security notion and give efficient implementations meeting this notion under different pairing-related assumptions, both in the random oracle model and in the standard model.

In [140, 42] the authors propose a new predicate encryption scheme relative to the predicate hidden vector encryption, which is more efficient that previous constructions. Predicate encryption schemes are encryption schemes in which each ciphertext Ct is associated with a binary attribute vector and keys K are associated with predicates. A key K can decrypt a ciphertext if and only if the attribute vector of the ciphertext satisfies the predicate of the key. Predicate encryption schemes can be used to implement fine-grained access control on encrypted data and to perform search on encrypted data. Hidden vector encryption schemes
are particular predicate encryption schemes in which each ciphertext is associated with a binary vector and each key $K$ is associated with binary vector with “don’t care” entries (denoted with $\star$). Key $K$ can decrypt ciphertext if and only if and agree for all $i$ for which $y_i \neq \star$. Hidden vector encryption schemes are an important type of predicate encryption schemes as they can be used to construct more sophisticated predicate encryption schemes (supporting for example range and subset queries). The authors give a construction for hidden-vector encryption from standard complexity assumptions on bilinear groups of prime order. Previous constructions were in bilinear groups of composite order and thus resulted in less efficient schemes. Furthermore this new construction does not assume difficulty of factoring, but only relies on the difficulty of the Decision Linear Assumption.

Various security notions are relevant for predicate encryption schemes. First of all, one wants the ciphertexts to hide its attributes (this property is called semantic security). In addition, it makes sense also to consider the property of token security, a security notion in which the token is required not to reveal any information on the associated pattern. It is easy to see that predicate privacy is impossible to achieve in a public-key setting. In [311], the authors considered the notion of a predicate encryption scheme in the symmetric-key setting and gave the first construction with token security. In [43], the authors consider the notion of a partial public key encryption (as suggested in [311]) in which a partial public key allows a user to generate only a subset of the ciphertexts, for hidden-vector encryption [238]. They give a construction which is semantically secure and in which a token does not reveal any information on the associated pattern except for the locations of the $\star$’s. The proofs of security of their construction are based on hardness assumptions in bilinear groups of prime order in standard model. This greatly improves the efficiency of the construction compared to previous constructions [311] which used groups of composite orders.

In [85] the authors give fully secure implementations of encryption schemes for binary Conjunctions and Disjunctions and $k$-CNF/DNF. For conjunctions they adhere to the standard terminology of hidden vector encryption (or HVE in short) as introduced by [238]. The constructions for Disjunctions and Conjunctions are linear in the number of variables. Previous fully secure constructions for Disjunction required time exponential in the number of variables while for Conjunctions the best previous construction was quadratic in the number of variables. The full security is proved under non-interactive constant sized assumptions on bilinear groups of composite order.

A hidden vector encryption scheme (HVE) is a derivation of identity-based encryption, where the public key is actually a vector over a certain alphabet. This was introduced by Boneh and Waters [238] and further developed in [312, 140]. The decryption key is also derived from such a vector, but this one is also allowed to have wildcard entries. Decryption is possible as long as these tuples agree on every position except where a wildcard occurs. These schemes are useful for a variety of applications: they can be used as a building block to construct attribute-based encryption schemes and sophisticated predicate encryption schemes (for e.g. range or subset queries). Another interesting application is to create searchable encryption schemes that support queries for keywords containing wildcards. The authors of [203] construct a new HVE scheme, based on bilinear groups of prime order, which supports vectors over any alphabet. The resulting ciphertext length is equally shorter than existing schemes, depending on a trade-off. The length of the decryption key and the computational complexity of decryption are both constant, unlike existing schemes where these are both dependent on the amount of non-wildcard symbols associated to the decryption key. The scheme hides both the plaintext and the public key used for encryption and it is proven
secure in a selective model, under the decision linear assumption.

In [86] the authors also consider hidden vector encryption. In a HVE scheme, the ciphertext attributes are vectors \( \vec{x} = (x_1, \ldots, x_\ell) \) of length \( \ell \) over alphabet \( \Sigma \), keys are associated with vectors \( \vec{y} = (y_1, \ldots, y_\ell) \) of length \( \ell \) over alphabet \( \Sigma \cup \{\star\} \) and we consider the \text{Match}(\vec{x}, \vec{y}) \) predicate which is true if and only if, for all \( i \), \( y_i \neq \star \) implies \( x_i = y_i \). HVE can be used as building block for several other predicates. Specifically in [238], it is shown that HVE implies predicate encryption schemes for conjunctions, comparison, range queries and subset queries. The authors describe also constructions of secure predicate encryption for Boolean predicates that can be expressed as \( k \)-CNF and \( k \)-DNF (for any constant \( k \)). Fully secure constructions of HVE can be derived, via the reduction given in [287], from the fully secure constructions for inner-product encryption given by [302] on bilinear groups of prime order. However, this reduction doubles the number of pairing computations needed to evaluate the HVE predicate. Instead, the authors in [86] give direct implementation of the HVE primitive and as in [302] their construction poses no restriction on the queries that adversaries can ask. The scheme can be proved \textit{fully} secure against \textit{unrestricted} queries by probabilistic polynomial-time adversaries under non-interactive constant sized (that is, independent of the length \( \ell \) of the attribute vectors) hardness assumptions on bilinear groups of composite order. Their proof employs the dual system methodology of Waters [314], that gave one of the first fully secure constructions in this area, blended with a careful design of intermediate security games that keep into account the relationship between challenge ciphertexts and key queries.

Attribute-based encryption (ABE), as introduced by Sahai and Waters, allows for fine-grained access control on encrypted data. In its key-policy flavor, ABE enables senders to encrypt messages under a set of attributes and private keys are associated with access structures that specify which ciphertexts the key holder will be allowed to decrypt. In most ABE systems, the ciphertext size grows linearly with the number of ciphertext attributes and the only known exceptions only support restricted forms of threshold access policies. In [22], ECRYPT-associated researchers proposed the first key-policy attribute-based encryption (KP-ABE) schemes allowing for non-monotonic access structures (i.e., that may contain negated attributes) and with constant ciphertext size. The downside of this new constructions is that private keys have quadratic size in the number of attributes. On the other hand, it reduces the number of pairing evaluations to a constant, which appears to be a unique feature among expressive KP-ABE schemes.

In attribute-based signatures, each user receives from an authority a secret key as a function of his attributes, which informally, can be thought as describing his role within an organization. Users may then sign messages for any policy satisfied by their attributes. The signature will convince a verifier of the fact that the signer’s attributes satisfy the signing predicate while remaining completely ignorant of the identity of the signer. For this reason, attribute-based signatures is a natural solution for fine-grained access control with respect to security policies, for instance. In [HLLR12], the authors proposed the first two attribute-based signature schemes with constant size signatures for threshold signing policies, but extendable also to more general kinds of monotone predicates. In many scenarios where authentication and anonymity are required, like distributed access control mechanisms in ad hoc networks, the bandwidth is a crucial and sensitive concern and the signature size of all previous ABS schemes grows linearly in the number of attributes involved in the signing predicate. The security of the proposed schemes is proven in the selective-predicate and adaptive-message setting, in the standard model, under chosen message attacks, with respect to some algorithmic assumptions related to bilinear groups.
8.6 Time Based Encryption

In [178], the authors introduce and explore the new concept of Time-Specific Encryption (TSE). In (Plain) TSE, a Time Server broadcasts a key at the beginning of each time unit, a Time Instant Key (TIK). The sender of a message can specify any time interval during the encryption process; the receiver can decrypt to recover the message only if it has a TIK that corresponds to a time in that interval. The concept of Plain TSE is extended to the public-key and identity-based settings, where receivers are additionally equipped with private keys and either public keys or identities, and where decryption now requires the use of the private key as well as an appropriate TIK. The paper [178] introduces security models for the plain, public-key and identity-based settings. It also provides constructions for schemes in the different settings, showing how to obtain Plain TSE using identity-based techniques, how to combine Plain TSE with public-key and identity-based encryption schemes, and how to build schemes that are chosen-ciphertext secure from schemes that are chosen-plaintext secure. Finally, applications are suggested for the new primitive, and its relationships with existing primitives, such as Timed-Release Encryption and Broadcast Encryption, are discussed.

8.7 Puzzles and Prevention of DDoS Attacks

In [70] the authors present security definitions for client puzzles. Client puzzles have been proposed for use to prevent denial-of-service attacks, however up until this paper they have had no formal definitional treatment. The authors present two security notions, one related to unforgability of the puzzle and one related to how difficult the puzzle is to solve. They then demonstrate that puzzles that do not meet their definition do not necessarily provide a defence against denial-of-service attacks. Finally, present constructions of puzzles which meet their security definitions and the authors also show that some previous constructions do not meet their definitions.

8.8 Broadcast Encryption

In [189], the authors clarify the relationships between security notions for broadcast encryption. In the past, each new scheme came with its own definition of security, which made them hard to compare. In the spirit of similar work done for signature and encryption, the authors define a set of security notions for which they prove implications and separations, and relate the existing notions to the ones in their framework. They find some interesting relationships between the various notions, especially in the way these notions define the receiver set of the challenge message. In addition, the authors define a security notion that is stronger than all previous ones, and give an example of a scheme that fulfills this notion.

In [157] the authors consider anonymity in the context of broadcast encryption (BE). This issue has received very little attention so far and all but one of the currently available BE schemes fail to provide anonymity. Yet, it is intrinsically desirable to provide anonymity in standard applications of BE and this can be achieved at a moderate cost. The authors provide a security definition for Anonymous Broadcast Encryption (ANOBE) and show that it is achievable assuming only the existence of IND-CCA secure public key encryption (PKE). Focusing on reducing the size of ciphertexts, they give two generic constructions for ANOBE. The first is from any anonymous (key-private) IND-CCA secure PKE scheme, and the sec-
ond is from any IBE scheme that satisfies a weak security notion in the multi-TA setting. Furthermore, the authors show how randomness re-use techniques can be deployed in the ANOBE context to reduce computational and communication costs, and how a new cryptographic primitive–anonymous hint systems–can be used to speed up the decryption process in our ANOBE constructions. Finally, the authors present a slightly modified version of the Kurosawa-Desmedt (KD) PKE scheme (establishing several results about this scheme that may be of independent interest) and use it to instantiate our first main construction, yielding the currently most efficient ANOBE scheme. All of the results are in the standard model, achieving fully collusion-resistant ANOBE schemes secure against adaptive IND-CCA adversaries.

In [188], the authors consider designing broadcast encryption schemes with constant-size secret keys and ciphertexts, achieving chosen-ciphertext security. They first argue that known CPA-to-CCA transforms currently do not yield such schemes. They then propose a scheme, modifying a previous selective CPA secure proposal by Boneh, Gentry, and Waters. The proposed scheme has constant-size secret keys and ciphertexts and they prove that it is selective chosen-ciphertext secure based on standard assumptions. The scheme has ciphertexts that are shorter than those of the previous CCA secure proposals. The authors then propose a second scheme that provides the functionality of both broadcast encryption and revocation schemes simultaneously using the same set of parameters. Finally they show that it is possible to prove the rst scheme adaptive chosen-ciphertext secure under reasonable extensions of the bilinear Diffie-Hellman exponent and the knowledge of exponent assumptions. They prove both of these extended assumptions in the generic group model. Hence, their scheme becomes the first to achieve constant-size secret keys and ciphertexts (both asymptotically optimal) and adaptive chosen-ciphertext security at the same time.

A broadcast encryption system generally involves three kinds of entities: the group manager that deals with the membership, the encryptor that encrypts the data to the registered users according to a specific policy (the target set), and the users that decrypt the data if they are authorized by the policy. Public-key broadcast encryption can be seen as removing this special role of encryptor, by allowing anybody to send encrypted data. In [190], the authors go a step further in the decentralization process, by removing the group manager: the initial setup of the group, as well as the addition of further members to the system, do not require any central authority. The construction makes black-box use of well-known primitives and can be considered as an extension to the subset-cover framework. It allows for efficient concrete instantiations, with parameter sizes that match those of the subset-cover constructions, while at the same time achieving the highest security level in the standard model under the DDH assumption.

Traitor tracing is an important tool to discourage defrauders from illegally broadcasting multimedia content. However, the main techniques consist in tracing the traitors from the pirate decoders they built from the secret keys of dishonest registered users: with either a black-box or a white-box tracing procedure on the pirate decoder, one hopes to trace back one of the traitors who registered in the system. But new techniques for pirates consist either in sending the ephemeral decryption keys to the decoders for real-time decryption, or in making the full content available on the web for later viewing. This way, the pirate does not send any personal information. In order to be able to trace the traitors, one should embed some information, or watermarks, in the multimedia content itself to make it specific to the registered users. The paper [191] addresses this problem of tracing traitors from the decoded multimedia content or rebroadcasted keys, without increasing too much the bandwidth re-
requirements. More precisely, the authors construct a message-traceable encryption scheme that has an optimal ciphertext rate, i.e. the ratio of global ciphertext length over message length is arbitrarily close to one.

8.9 e-Cash

Electronic cash (e-cash) refers to money exchanged electronically. The main features of physical cash are also desirable in the context of e-cash. One such property is off-line transferability, meaning the recipient of a coin can transfer it to a third person without contacting a central authority. Among security properties, anonymity of the payer in transactions has been widely studied. Blazy et al. [38] propose the first efficient and secure transferable e-cash scheme with the strongest achievable anonymity properties, introduced by Canard and Gouget. In particular, it should not be possible for adversaries who receive a coin to decide whether they have owned the coin before. This new scheme is based on two recent cryptographic primitives: the proof system by Groth and Sahai, whose randomizability enables strong anonymity, and the commuting signatures [110] by Fuchsbauer, which allow one to sign values that are only given as encryptions.

8.10 Keyword Search

In [59] Canard et al. study the problem of searching on encrypted data, where the search is performed using a plaintext message or a keyword, rather than a message-specific trapdoor as done by state-of-the-art schemes. The use cases include delegation of key-word search e.g. to a cloud data storage provider or to an email server, using a plaintext message. The paper introduces a new cryptographic primitive called plaintext-checkable encryption (PCE), which extends public-key encryption by the following functionality: given a plaintext, a ciphertext and a public key, anyone can check whether the ciphertext encrypts the plaintext under the key. The authors provide efficient generic random oracle constructions for PCE based on any probabilistic or deterministic encryption scheme; and they give a practical construction in the standard model. As another application it is shown how PCE can be used to improve the efficiency in group signatures with verifier-local revocation (VLR) and backward unlinkability. These group signatures provide efficient revocation of group members, which is a key issue in practical applications.

In a public key setting, Alice encrypts an email with the public key of Bob, so that only Bob will be able to learn the contents of the email. Consider a scenario where the computer of Alice is infected and unknown to Alice it also embeds a malware into the message. Bob’s company, Carol, cannot scan his email for malicious content as it is encrypted so the burden is on Bob to do the scan. This is not efficient. In [139] the authors construct a mechanism that enables Bob to provide trapdoors to Carol such that Carol, given an encrypted data and a malware signature, is able to check whether the encrypted data contains the malware signature, without decrypting it. They refer to this mechanism as public-key encryption with delegated search (PKEDS). They give a construction based on ElGamal public-key encryption (PKE). The proposed scheme has ciphertexts which are both searchable and decryptable. This property of the scheme is crucial since an entity can search the entire content of the message, in contrast to existing searchable public-key encryption schemes where the search is done only in the metadata part. It is proven in the standard model that the scheme is
ciphertext indistinguishable and trapdoor indistinguishable under the Symmetric External Diffie-Hellman (SXDH) assumption. The ciphertext one-wayness of the scheme is proven under the modified Computational Diffie-Hellman (mCDH) assumption. The authors show that the PKEDS scheme can be used in different applications such as detecting encrypted malware and forwarding encrypted email.

8.11 Anonymity Preserving Protocols

Anonymous credentials are protocols in which users obtain certificates from organizations and subsequently demonstrate their possession in such a way that transactions carried out by the same user cannot be linked. In [141] the authors present an anonymous credential scheme with non-interactive proofs of credential possession where credentials are associated with a number of attributes. Following recent results of Camenisch and Groß (CCS 2008), the proof simultaneously convinces the verifier that certified attributes satisfy a certain predicate. The construction relies on a new kind of P-signature, termed block-wise P-signature, that allows a user to obtain a signature on a committed vector of messages and makes it possible to generate a short witness that serves as a proof that the signed vector satisfies the predicate. A non-interactive anonymous credential is obtained by combining the block-wise P-signature scheme with the Groth-Sahai proof system. It allows efficiently proving possession of a credential while simultaneously demonstrating that underlying attributes satisfy a predicate corresponding to the evaluation of inner products (and therefore disjunctions or polynomial evaluations). The security of the proposed scheme is proved in the standard model under non-interactive assumptions.

Anonymous communication protocols must achieve two seemingly contradictory goals: privacy (informally, they must guarantee the anonymity of the parties that send/receive information), and robustness (informally, they must ensure that the messages are not tampered). However, the long line of research that defines and analyzes the security of such mechanisms focuses almost exclusively on the former property and ignores the latter. In [29] we initiate the rigorous study of robustness properties by identifying and formally defining two related but distinct flavors of robustness. The proposed definitions are general (e.g. they strictly generalize the few existent notions for particular protocols) and flexible (e.g. they can be easily adapted to purely combinatorial/probabilistic mechanisms). The utility of the definitions is demonstrated by analyzing several anonymity mechanisms: Crowds [305], broadcast-based mix-nets [219], Tor [258], and the solution for the dining cryptographer’s problem proposed by Golle and Juels [272]

The notion of key privacy for asymmetric encryption schemes was formally defined by Bellare, Boldyreva, Desai and Pointcheval in 2001: it states that an eavesdropper in possession of a ciphertext is not able to tell which specific key, out of a set of known public keys, is the one under which the ciphertext was created. Since anonymity can be misused by dishonest users, some situations could require a tracing authority capable of revoking key privacy when illegal behavior is detected. Prior works on traceable anonymous encryption miss a critical point: an encryption scheme may produce a covert channel which malicious users can use to communicate illegally using ciphertexts that trace back to nobody or, even worse, to some honest user. In [143], the authors examine subliminal channels in the context of traceable anonymous encryption and they introduce a new primitive termed mediated traceable anonymous encryption that provides confidentiality and anonymity while preventing malicious users
to embed subliminal messages in ciphertexts. In their model, all ciphertexts pass through a mediator (or possibly several successive mediators) and their goal is to design protocols where the absence of covert channels is guaranteed as long as the mediator is honest, while semantic security and key privacy hold even if the mediator is dishonest. The authors give security definitions for this new primitive and constructions meeting the formalized requirements. Their generic construction is fairly efficient, with ciphertexts that have logarithmic size in the number of group members, while preventing collusions. The security analysis requires classical complexity assumptions in the standard model.

8.12 Password Based Cryptography

The paper [3] introduces the notion of distributed password-based public-key cryptography, where a virtual high-entropy private key is implicitly defined as a concatenation of low-entropy passwords held in separate locations. The users can jointly perform private-key operations by exchanging messages over an arbitrary channel, based on their respective passwords, without ever sharing their passwords or reconstituting the key. Focusing on the case of ElGamal encryption as an example, this paper starts by formally defining ideal functionalities for distributed public-key generation and virtual private-key computation in the UC model [243]. It then constructs efficient protocols that securely realize these functionalities in either the RO model (for efficiency) or the CRS model (for elegance). Finally, this paper concludes by showing that their distributed protocols generalize to a broad class of “discrete-log”-based public-key cryptosystems, which notably includes identity-based encryption. This opens the door to a powerful extension of IBE with a virtual PKG made of a group of people, each one memorizing a small portion of the master key.

The construction of [3] relied on the DDH assumption, and in [48] the techniques are extended to pairing-based schemes to obtain efficient (simulation-sound) zero-knowledge proofs. These are then used to provide distributed-password protocols for Linear decryption and extraction of several identity-based cryptosystems, all proven secure in the standard model.

8.13 Cryptographic APIs

The paper [154] proposes a much-needed formal definition of security for cryptographic key management APIs. The advantages of the new definition are that it is general, intuitive, and applicable to security proofs in both symbolic and computational models of cryptography. The core of the definition is an idealized API which allows only the most essential functions for generating, exporting and importing keys, and takes into account dynamic corruption of keys. More expressive APIs that offer a richer functionality can then be built on top of the idealized one.
Chapter 9

Foundational Aspects

There has been numerous work on foundational aspects of the area of provable security conducted in ECRYPT-2. In particular we have looked at basic building blocks of how schemes, protocols and proofs are constructed. We now summarize these foundational results.

9.1 Analysis of Underlying Hard Problems

The security of asymmetric cryptographic systems relies on assumptions that certain computational problems, mostly from number theory and algebra, are intractable. Since proving useful lower complexity bounds in a general model of computation seems to be impossible with currently available techniques, these assumptions have been analyzed in various restricted models. A natural and very general class of algorithms is considered in the generic ring model. This model captures all algorithms solving problems defined over an algebraic ring without exploiting specific properties of a given representation of ring elements. Such algorithms work in a similar way for arbitrary representations of ring elements, thus are generic.

In [145] the authors prove a general theorem which states that solving certain subset membership problems in the ring $\mathbb{Z}_n$ is equivalent to factoring $n$. This main theorem allows us to provide an example for a computational problem with high cryptographic relevance which is easy to solve in general, but equivalent to factoring in the generic model. Concretely, the authors show that computing the Jacobi symbol is equivalent to factoring in the generic ring model.

In pairing-based cryptography the Generic Group Model (GGM) is used frequently to provide evidence towards newly introduced hardness assumptions. Unfortunately, the GGM does not reflect many known properties of bilinear group settings and thus hardness results in this model are of limited significance. In [146] a novel computational model is proposed for pairing-based cryptography, called the Semi-Generic Group Model (SGGM), that is closer to the standard model and allows to make more meaningful security guarantees. In fact, the best algorithms currently known for solving pairing-based problems are semi-generic in nature. The usefulness of the new model is demonstrated by applying it to study several important assumptions (BDDH, Co-DH). Furthermore, master theorems are developed for facilitating an easy analysis of other (future) assumptions. These master theorems imply that (unless there are better algorithms than the semi-generic ones) great parts of the zoo of novel assumptions over bilinear groups are reducible to just two (more or less) standard assumptions over finite fields. Finally, appropriateness of the SGGM is examined as a tool for analyzing the security of practical cryptosystems without random oracles by applying it.
to the BLS signature scheme.

In [11], the formal treatment of cryptographic constructions ("Polly Cracker") based on the hardness of computing remainders modulo an ideal in multivariate polynomial rings is initiated. The authors start by formalising and studying the relation between the ideal membership problem and the problem of computing a Gröbner basis. They show both positive and negative results. On the negative side, they define a symmetric Polly Cracker encryption scheme and prove that this scheme only achieves bounded chosen plaintext security under the hardness of the ideal membership problem. Furthermore, they show that a large class of algebraic transformations cannot convert this scheme to a fully secure Polly Cracker-style scheme. On the positive side, they formalise noisy variants of the ideal related problems. These problems can be seen as natural generalisations of the LWE problem and the approximate GCD problem over polynomial rings. After formalising and justifying the hardness of the noisy assumptions they show that noisy encoding of messages results in a fully chosen plaintext secure somewhat homomorphic encryption scheme. Together with a standard symmetric-to-asymmetric transformation for additively homomorphic schemes, this provides a positive answer to the long standing open problem of constructing a secure Polly Cracker-style cryptosystem reducible to the hardness of solving a random system of equations. The results go beyond that by also providing a new family of somewhat homomorphic encryption schemes based on generalised hard problems. Finally, the results also imply that Regev’s LWE-based public-key encryption scheme is (somewhat) multiplicatively homomorphic for appropriate choices of parameters.

9.2 Obfuscation Techniques

In [138] the authors propose and investigate two new variants of obfuscation definitions. Loosely speaking, an obfuscation of a function should satisfy two requirements: firstly, using the obfuscation, it should be possible to evaluate the original function; secondly, the obfuscation should not reveal anything about the original function that cannot be learnt from oracle access to the function alone. Contrary to most prior definitions, the definitions in this paper are simulation-based and demand only security on average. Despite the existence of generic impossibility results, the new definitions are both useful and achievable. In particular, it is shown that, while it is hard to avoid generic impossibilities, useful and reasonable obfuscation definitions are possible when considering specific tasks.

9.3 Smooth Projective Hash Functions

The notion of smooth projective hash functions was proposed by Cramer and Shoup [253] and can be seen as special type of zero-knowledge proof system for a language. Though originally used as a means to build efficient chosen-ciphertext secure public-key encryption schemes, some variations of the Cramer-Shoup smooth projective hash functions also found applications in several other contexts, such as password-based authenticated key exchange [267] and oblivious transfer [286]. In [6] the authors first address the problem of building smooth projective hash functions for more complex languages. More precisely, they show how to build such functions for languages that can be described in terms of disjunctions and conjunctions of simpler languages for which smooth projective hash functions are known to exist. Next, they illustrate how the use of smooth projective hash functions with more complex lan-
guages can be efficiently associated to extractable commitment schemes and avoid the need for zero-knowledge proofs. Finally, the authors explain how to apply these results to provide more efficient solutions to two well-known cryptographic problems: a public-key certification which guarantees the knowledge of the private key by the user without random oracles or zero-knowledge proofs and adaptive security for password-based authenticated key exchange protocols in the universal composability framework with erasures.

In 2008, Groth and Sahai proposed a powerful suite of techniques for constructing non-interactive zero-knowledge proofs in bilinear groups. Their proof systems have found numerous applications, including group signature schemes, anonymous voting, and anonymous credentials. In [41], the authors demonstrate that the notion of smooth projective hash functions can be useful to design round-optimal privacy-preserving interactive protocols. They show that this approach is suitable for designing schemes that rely on standard security assumptions in the standard model with a common-reference string and are more efficient than those obtained using the Groth-Sahai methodology. As an illustration of their design principle, they construct an efficient oblivious signature-based envelope scheme and a blind signature scheme, both round-optimal.

9.4 Commitment Schemes

In [174] the authors consider commitment schemes that are secure against concurrent man-in-the-middle (cMiM) attacks. Under such attacks, two possible notions of security for commitment schemes have been proposed in the literature: concurrent non-malleability with respect to commitment and concurrent non-malleability with respect to decommitment (i.e., opening). After the original notion of non-malleability, introduced by Dolev, Dwork and Naor, that is based on the independence of the committed messages, a new and stronger simulation-based notion of non-malleability has been proposed with respect to openings or with respect to commitment by requiring that for any man-in-the-middle adversary there is a stand-alone adversary that succeeds with the same probability. When commitment schemes are used as sub-protocols (which is often the case) the simulation-based notion is much more powerful and simplifies the task of proving the security of the larger protocols. The main result is a commitment scheme that is simulation-based concurrent non-malleable with respect to both commitment and decommitment. This property protects against cMiM attacks mounted during both commitments and decommitments which is a crucial security requirement in several applications, as in some digital auctions, in which players have to perform both commitments and decommitments. The scheme uses a constant number of rounds of interaction in the plain model and is the first scheme that enjoys all these properties under the simulation-based definitions.

In [61] the authors give a construction of a statistically binding commitment scheme which is concurrent non-malleable with respect to both commitment and decommitment. The construction relies on the existence of a family of pairs of claw-free permutations and only needs a constant number of communication rounds in the plain model. The proof of security uses non-black-box techniques and satisfies the (most powerful) simulation-based definitions of non-malleability. This is the first scheme that guarantees simultaneously the unconditional binding property, and both forms of non-malleability in a simulation-based sense, in a constant number of rounds.

Universally composable (UC) commitments are commitments that remain secure when
composed with arbitrary other protocols, as initially formalized by Canetti and Fischlin in 2001. In 2011, a collaboration between ECRYPT associated members [104] provided the first constructions of UC-secure commitments (in groups with a bilinear map) that simultaneously combine the key properties of being non-interactive, supporting commitments to strings (instead of bits only), and offering re-usability of the common reference string for multiple commitments. The new commitment schemes are also adaptively secure assuming reliable erasures.

In [259, 260], Dwork et al. opened the fundamental question of the existence of commitment schemes that are secure against selective opening attacks (SOA, for short). In [224] Bellare, Hofheinz, and Yilek, and Hofheinz in [278] solved this open problem by presenting a scheme based on non-black-box use of a one-way permutation and super-constant number of rounds. The recent work of Xiao ([315]) investigates on how to achieve nearly optimal SOA-secure commitment schemes where optimality is in the sense of both the round complexity and the black-box use of cryptographic primitives. The work of Xiao focuses on a simulation-based security notion of SOA. Moreover, results in [315] focus either on parallel or concurrent SOA. In [177] the authors first point out various issues in the claims of [315] that actually re-open several of the questions left open in [224, 278]. Then they provide different schemes and lower bounds that produce a very different state-of-the-art compared to the one given in [315] (i.e., they contradict some of the theorems claimed in [315]). More specifically, by specifying as \((x, y)\) the round complexity of a scheme that requires \(x\) rounds in the commitment phase and \(y\) rounds in the opening phase, and by considering only (like in [315]) the setting of black-box simulation for SOA-security, they show that:

1. There is an issue in the result of [315] on the existence of \((3, 1)\)-round schemes for parallel SOA; in fact, they are able to contradict the impossibility result by presenting a \((3, 1)\)-round scheme based on black-box use of trapdoor commitments. Moreover they can instantiate such a scheme with a non-black-box use of a one-way function, therefore producing a \((3, 1)\)-round scheme based on any one-way function that improves the result of [224, 278] from logarithmic round complexity to 3 (optimal) under optimal complexity assumptions. They also show a \((3, 3)\)-round scheme based on black-box use of any one-way permutation.

2. There is an issue in the proof of security for parallel composition of the \((4, 1)\)-round scheme given in [315], thus that scheme may not be secure. They show instead a \((4, 1)\)-round scheme based on black-box use of any weak trapdoor commitment scheme, and a \((5, 1)\)-round scheme based on black-box use of any one-way permutation.

3. There is an issue in the proof of security of the concurrent SOA-secure scheme of [315] when the simulator does not know the distribution of committed messages by itself. In fact, they contradict the claimed security of this scheme by showing that there can not exist such a scheme, regardless of its round complexity and of the (black-box or non-black-box) use of cryptographic primitives.

All their schemes are secure for parallel SOA composition and also secure for concurrent SOA composition under the restriction that all commitment phases are played before any opening phase. Moreover, in all their constructions the simulator does not need to know the distribution of the messages committed to by the sender. In light of our result on the impossibility of a scheme that is SOA-secure under full-fledged concurrent composition (see Item 3 above), the concurrency achieved by their schemes is essentially optimal.
9.5 Secret Sharing

Rational cryptography tries to apply game-theoretic methods to cryptography; instead of modelling users as “honest” players that follow the protocol and “malicious” ones that behave arbitrarily, users act in self-interest. In [111] the authors propose a new methodology for rational secret sharing leading to various instantiations that are simple and efficient in terms of computation, share size, and round complexity. The protocols do not require physical assumptions or simultaneous channels, and can even be run over asynchronous, point-to-point networks. They moreover propose new equilibrium notions and show that the protocols satisfy them. In particular, these notions ensure that protocol messages cannot be used as subliminal channels, something achieved in prior work only by making strong assumptions on the communication network.

9.6 Zero-Knowledge

Efficient-knowledge proofs knowledge (ZK-PoK) are basic building blocks of many practical cryptographic applications such as identification schemes, group signatures, and secure multi-party computation (MPC). Currently, first applications that essentially rely on ZK-PoKs are being deployed in the real world. The most prominent example is the Direct Anonymous Attestation (DAA) protocol, which was adopted by the Trusted Computing Group (TCG) and implemented as one of the functionalities of the cryptographic chip Trusted Platform Module (TPM).

Implementing systems using ZK-PoK turns out to be challenging, since ZK-PoK are significantly more complex than standard crypto primitives (e.g., encryption and signature schemes). As a result, the design-implementation cycles of ZK-PoK are time-consuming and error-prone. To overcome this, the authors of [23] present a compiler with corresponding languages for the automatic generation of sound and efficient ZK-PoK based on Σ-protocols. The protocol designer using the compiler formulates the goal of a ZK-PoK proof in a high-level protocol specification language, which abstracts away unnecessary technicalities from the designer. The compiler then automatically generates the protocol implementation in Java code; alternatively, the compiler can output a description of the protocol in $\LaTeX$ which can be used for documentation or verification.

The authors of [15] present a comprehensive specification language and a compiler for ZK-PoK protocols based on Σ-protocols. The compiler allows the fully automatic translation of an abstract description of a proof goal into an executable implementation. Moreover, the compiler overcomes various restrictions of previous approaches, e.g., it supports the important class of exponentiation homomorphisms with hidden-order co-domain, needed for privacy-preserving applications such as DAA. Finally, the compiler is certifying, in the sense that it automatically produces a formal proof of the soundness of the compiled protocol for a large class of protocols using the Isabelle/HOL theorem prover.

In 2008, Groth and Sahai [275] proposed a general methodology for constructing non-interactive zero-knowledge (and witness-indistinguishable) proofs in bilinear groups. In [127] the authors provide an implementation of the recent Groth–Sahai NIZK proofs based on pairings. They compare their efficiency to schemes based on Σ-protocols in the Random Oracle Model. In [128] the authors discuss Groth–Sahai proofs in more detail, showing how they can be extended to work with Type-2 pairings; as well as correcting some errors in the
original full version of the Groth–Sahai paper.

Groth–Sahai proofs are still somewhat inefficient due to a number of pairing computations required for verification. In [39] recent techniques of batch verification are applied to the Groth-Sahai proof systems in order to significantly reduce the complexity of proof verification. The paper gives explicit batch-verification formulæ for generic Groth-Sahai equations (whose cost is less than a tenth of the original) and furthermore for specific popular protocols relying on their methodology, such as Groth’s group signatures.

In [215] the authors present two variations of the notion of co-soundness previously defined and used by [274] in the common reference string model. The first variation holds in the Bare Public-Key (BPK, for short) model and closely follows the one of [274]. The second variation (which they call weak co-soundness) is a weaker notion since it has a stronger requirement, and it holds in the Registered Public-Key model (RPK, for short). They then show techniques to construct co-sound argument systems that can be proved secure under standard assumptions, more specifically:

- In the main result they show a constant-round resettable zero-knowledge argument system in the BPK model using black-box techniques only (previously it was achieved in [245, 256] with complexity leveraging)
- Additionally, they show an efficient statistical non-interactive zero-knowledge argument system in the RPK model (previously it was achieved in [254] with complexity leveraging).

In [176], the authors study the complexity of efficient zero-knowledge reductions, from honest-verifier zero knowledge (i.e., zero-knowledge protocols where the malicious verifier is required to be honest) to concurrent non-malleable zero-knowledge (i.e., zero-knowledge protocols where the adversary can play as a man-in-the-middle with multiple provers and verifiers). More precisely, under a standard complexity assumption (DDH), on input a public-coin honest-verifier statistical zero knowledge argument of knowledge $\pi'$ for a language $L$, they show a compiler that produces an argument system $\pi$ for $L$ that is concurrent non-malleable zero-knowledge (under non-adaptive inputs which is the best one can hope to achieve [1, 2]). If $\kappa$ is the security parameter, the overhead of their compiler is as follows:

1. The round complexity of $\pi$ is $r + \tilde{O}(\log \kappa)$ rounds, where $r$ is the round complexity of $\pi'$.
2. The new prover (resp., the new verifier) incurs an additional overhead of (at most) $r + \kappa \cdot \tilde{O}(\log^2 \kappa)$ modular exponentiations. If tags of length $\tilde{O}(\log \kappa)$ are provided, the overhead is only $r + \tilde{O}(\log^2 \kappa)$ modular exponentiations.

This work therefore proposes the first proof systems that are of practical relevance when concurrent and man-in-the-middle attacks are considered.

In a cryptographic range proof, the prover proves in zero knowledge that for given $C$ and $H$, $C$ is a commitment of some element $x \in [0, H]$ (modifying it to general ranges $[L, H]$ is trivial when one uses a homomorphic commitment scheme). Range proofs are needed in various applications like e-voting, e-auctions, e-cash, etc. In [66], Chaabouni, Lipmaa and shelat show how to express an arbitrary integer interval $I = [0, H]$ as a sumset $I = \sum_{i=1}^\ell G_i \ast [0, u - 1] + [0, H']$ of smaller integer intervals for some small values $\ell$, $u$, and $H' < u - 1$, where $b \ast A = \{ba : a \in A\}$ and $A + B = \{a + b : a \in A \land b \in B\}$. They
show how to derive such expressions of $I$ as a subset for any value of $1 < u < H$, and in particular, how the coefficients $G_i$ can be found by using a nontrivial but efficient algorithm. Note that this result itself is interesting in the context of additive combinatorics. Given the sumset-representation of $I$, the authors show how to decrease both the communication complexity and the computational complexity of the recent pairing-based range proof in [241] of Camenisch, Chaabouni and shelat by a factor of 2. Hence, this new result in additive combinatorics has direct relevance in practice.

Two central notions of Zero Knowledge that provide strong, yet seemingly incomparable security guarantees against malicious verifiers are those of Statistical Zero Knowledge and Resettable Zero Knowledge. The current state of the art includes several feasibility and impossibility results regarding these two notions separately. However, the question of achieving Resettable Statistical Zero Knowledge (i.e., Resettable Zero Knowledge and Statistical Zero Knowledge simultaneously) for non-trivial languages remained open. In [121], the authors show:

- **Resettable Statistical Zero Knowledge with unbounded prover:** under the assumption that sub-exponentially hard one-way functions exist, $rSZK = SZK$. In other words, every language that admits a Statistical Zero-Knowledge ($SZK$) proof system also admits a Resettable Statistical Zero-Knowledge ($rSZK$) proof system. (Further, the result can be re-stated unconditionally provided there exists a sub-exponentially hard language in $SZK$). Moreover, under the assumption that (standard) one-way functions exist, all languages $L$ such that the complement of $L$ is random self reducible, admit a $rSZK$.

- **Resettable Statistical Zero Knowledge with efficient prover:** efficient-prover Resettable Statistical Zero-Knowledge proof systems exist for all languages that admit hash proof systems (e.g., QNR, QR, DDH, DCR). Furthermore, for these languages they construct a two-round resettable statistical witness-indistinguishable argument system.

The round complexity of their proof systems is $\tilde{O}(\log \kappa)$, where $\kappa$ is the security parameter, and all their simulators are black-box.

Security under man-in-the-middle attacks is extremely important when protocols are executed on asynchronous networks, as the Internet. Focusing on interactive proof systems, one would like also to achieve unconditional soundness, so that proving a false statement is not possible even for a computationally unbounded adversarial prover. Motivated by such requirements, in [62] the authors address the problem of designing constant-round protocols in the plain model that enjoy simultaneously non-malleability (i.e., security against man-in-the-middle attacks) and unconditional soundness (i.e., they are proof systems). They first give a construction of a constant-round one-many (i.e., one honest prover, many honest verifiers) concurrent non-malleable zero-knowledge proof (in contrast to argument) system for every NP language in the plain model. Then they give a construction of a constant-round concurrent non-malleable witness-indistinguishable proof system for every NP language. Compared with previous results, their constructions are the first constant-round proof systems that in the plain model guarantee simultaneously security against some non-trivial concurrent man-in-the-middle attacks and against unbounded malicious provers.

The standard man-in-the-middle attack for zero-knowledge interactive protocols involves an adversary $M$ interacting simultaneously with an honest prover on left hand side, and an honest verifier on the right hand side. In [175] the authors proposes a strengthening of the standard model, where $M$ — in addition to the usual interaction with the honest prover
and the honest verifier – can also reset one of them. This gives rise to two different models depending on which party can be reset by $M$. In [175] the authors construct interactive proofs for all languages in NP, that remain simulation-extractable (i.e., they enjoy a strong form of non-malleability) under these two attack models. All constructions are based on standard and general cryptographic assumptions and can be used to obtain improved identification schemes secure against reset attacks.

In the shared random string (SRS, in short) model there exist one-message zero-knowledge proofs for all NP under the seemingly stronger assumption of the existence of one-way trapdoor permutations. If instead one would like to achieve the stronger notion of a proof of knowledge, then the even stronger assumption of dense secure cryptosystems is necessary and sufficient. In [PV11], the author define the Two-Message model for Zero Knowledge. In the Two-Message model, prover and verifier have access to the same SRS and, in addition, the prover is allowed to send one message to the verifier before the SRS is made available. As in the SRS model, the verifier needs not to reply to this message. The random string and initial prover message can then be used by the prover to prove any polynomial number of theorems using a single message for each of them. They show that the Two-Message model allows one to design non-interactive zero knowledge proofs of knowledge without having to assume dense secure cryptosystem. Moreover, non-interactive zero-knowledge proofs and arguments of knowledge in the Two-Message model can be used in applications in place of non-interactive zero-knowledge proofs and arguments of knowledge in the SRS model thus resulting in weaker complexity assumptions without any significant penalty in the round complexity. Concerning more sophisticated notions of one-message zero knowledge, they also show how to construct Two-Message Non-Malleable Zero-Knowledge Proofs of Knowledge by only requiring the existence of one-way trapdoor permutations. Finally, they give examples of cryptographic constructions in which non-interactive zero-knowledge in the Two-Message model can be used in order to reduce the needed complexity assumptions.

In [72], the authors study simultaneously resettable arguments of knowledge. As main result, they show a construction of a constant-round simultaneously resettable witness-indistinguishable argument of knowledge for any NP language. They also show two applications of the above result: the first constant-round simultaneously resettable zero-knowledge argument of knowledge in the Bare Public-Key Model; and the first simultaneously resettable identification scheme which follows the knowledge extraction paradigm.

### 9.7 Oblivious Transfer

Oblivious transfer (OT, for short) is a fundamental primitive in the foundations of Cryptography. While in the standard model OT constructions rely on public-key cryptography, only very recently Kolesnikov in [289] showed a truly efficient string OT protocol by using tamper-proof hardware tokens. His construction only needs few evaluations of a block cipher and requires stateless (therefore resettable) tokens that is very efficient for practical applications. However, the protocol needs to be interactive, that can be an hassle for many client-server setting and the security against malicious sender is achieved in a covert sense, meaning that a malicious sender can actually obtain the private input of the receiver while the receiver can detect this malicious behavior with probability 1/2. Furthermore the protocol does not enjoy forward security (by breaking a token one violates the security of all previously played OTs).

In [DSV11], the authors propose new techniques to achieve efficient non-interactive string
OT using tamper-proof hardware tokens. While from one side their tokens need to be stateful, their protocol enjoys several appealing features: 1) it is secure against malicious receivers and the input privacy of honest receivers is guaranteed unconditionally against malicious senders, 2) it is forward secure, 3) it enjoys adaptive input security, therefore tokens can be sent before parties know their private inputs. This gracefully fits a large number of client-server settings (digital TV, e-banking) and thus many practical applications. On the bad side, the output privacy of honest receivers is not satisfied when tokens are reused for more than one execution.

9.8 Threshold Cryptography

Threshold cryptography enhances the availability and security of public-key encryption and signature schemes by splitting private keys into several (say n) shares. In these schemes, a quorum of at least $t \leq n$ servers needs to act upon a message to produce the result, while corrupting less than $t$ servers maintains the scheme’s security. So far, most practical threshold signatures, where servers act non-interactively, were analyzed in the limited static corruption model (where the adversary chooses which servers will be corrupted at the system’s initialization stage). Existing threshold public-key encryption schemes that withstand the strongest combination of adaptive malicious corruptions (allowing the adversary to corrupt servers at any time based on its complete view), and chosen-ciphertext attacks (CCA) all require interaction and attempts to remedy this problem resulted in schemes suffering from certain limitations. Before 2011, it was an open question whether there exist non-interactive threshold schemes providing the highest security with short private key shares and adaptive security. In 2011, affirmative answers to this question were given [163] by presenting such efficient decryption and signature schemes within a unified algebraic framework.

9.9 Message Transmission

The problem of reliable message transmission (RMT) and the secure message transmission (SMT) in asynchronous networks are fundamental problems in secure distributed computing. In RMT, a sender S and a receiver R are connected by several disjoint channels, some of which can be under the control of a computationally unbounded adversary. The goal is to design a protocol using which S can reliably send a message to the R, irrespective of the disruptions done by the adversary. In SMT, we require an additional property that the message should be information theoretically from the adversary. Unfortunately, the RMT and the SMT problem have not been investigated in the asynchronous settings. In [73] the authors establish tight bounds on the communication complexity of asynchronous RMT and SMT protocols. Moreover, they considered two variants of the problem, namely perfect (where the protocol satisfies all the properties without any error) and statistical (where the protocol satisfies all the properties except with a negligible error probability).

9.10 Refining the Random Oracle Methodology

Many efficient cryptographic protocols and primitives make use of a hash function in a way that it is hard to pin down exactly how the security of the overarching scheme relates to that of the hash function. The Random Oracle Model (ROM) was introduced to argue formally
about these schemes [227]. In [103] the authors investigate the Random Oracle Model feature known as programmability, which allows security reductions in the ROM to dynamically choose the range points of an ideal hash function. This property is interesting for at least two reasons: first, because of its seeming artificiality (no standard model hash function is known to support such adaptive programming); second, the only known security reductions for many important cryptographic schemes rely fundamentally on programming. The authors of [103] provide formal tools to study the role of programmability in provable security. This includes a framework describing three levels of programming in reductions (none, limited, and full). It is proven that no black-box reductions can be given for FDH signatures when only limited programming is allowed, giving formal support for the intuition that full programming is fundamental to the provable security of FDH. It is also shown that Shoup’s trapdoor-permutation-based key-encapsulation is provably CCA-secure with limited programmability, but no black-box reduction succeeds when no programming at all is permitted. The negative results use a new concrete-security variant of Hsiao and Reyzin’s two-oracle separation technique.

9.11 Computational Soundness

There are essentially two approaches towards relating security of protocols proved in symbolic models with security in the stronger computational models. One approach, the “trace mapping approach” relies on carefully mapping computational executions to symbolic executions. The other approach, “the reactive simulatability approach” relies on linking symbolic and computational executions in a much stronger way, akin to the way real executions and ideal executions are realized in the universal composability setting. In [169] the authors demonstrate that in important situations, namely when the adversary can adaptively corrupt encryption keys, the reactive simulatability approach cannot be applied whereas the trace mapping still works. This result complements the obvious observation that when a reactive simulatability result can be established, a related trace mapping result also holds.

A recent line of research aims at bridging the gap between the symbolic and the cryptographic approaches, the two main approaches for rigorously analyzing security protocols. Soundness results typically show that security of symbolic protocols implies security of implemented protocols against any polynomial Turing machine. However, each soundness result is established for a small subset of primitives and gathering all primitives together would requires a huge amount of work. An alternative that alleviates this state of affairs is proposed in [80]. Specifically, this paper proposes the notion of deduction soundness which defines what it means for a symbolic deduction system to soundly abstract a set of primitives. The main advantage of deduction soundness is that it is composable which allows to consider each primitive separately and then compose them together. As an application, it is shown that a deduction sound set of primitives can be extended to asymmetric encryption and to public data-structures (such as pairing or list). Moreover, deduction soundness abstracts away the structure of the protocols, allowing to use any protocol specification language.

9.12 General Foundations

In [149] a conceptual approach for probabilistic analysis of adaptive adversaries via Maurer's methodology of random systems (Eurocrypt02) is given. The authors first consider a
well-known comparison theorem of Maurer according to which, under certain hypotheses, adaptivity does not help for achieving a certain event. This theorem has subsequently been misinterpreted, leading to a misrepresentation with one of Maurer’s hypotheses being omitted in various applications. In particular, the only proof of (a misrepresentation of) the theorem available in the literature contained a flaw. The authors clarify the theorem by pointing out a simple example illustrating why the hypothesis of Maurer is necessary for the comparison statement to hold and provide a correct proof. Furthermore, they prove several technical statements applicable in more general settings where adaptivity might be helpful, which can be seen as the random system analogue of the game-playing arguments.

9.13 Foundations of Public Key Encryption

In [25] the authors study relations among notions of complete non-malleability, where an adversary can tamper with both ciphertexts and public-keys, and ciphertext indistinguishability along the pattern of relations previously established for standard non-malleability. To this end, they propose a more convenient and conceptually simpler indistinguishability-based security model to analyse completely non-malleable schemes. Their model is based on strong decryption oracles, which provide decryptions under arbitrarily chosen public keys. The authors give the first precise definition of a strong decryption oracle, pointing out the subtleties in different approaches that can be taken. They extend indistinguishability of ciphertexts, comparison-based non-malleability and simulation non-malleability under various attack models to allow strong decryption queries. They conclude that these models can be seen as alternative formulations of complete non-malleability. Finally, they construct the first practical scheme, which is fully secure against strong chosen-ciphertext attacks, and therefore completely non-malleable, without random oracles. The security analysis of this scheme shows that their characterisation of complete non-malleability via indistinguishability provides a setting where one can apply the proof-techniques normally employed in the analysis of IND-CCA2 schemes.

In [26] the authors introduce two extractor-based properties that allow one to gain insight into the design of such schemes and to go beyond known feasibility results in this area. They formalise strong plaintext awareness and secret key awareness and prove their suitability in realising these goals. Strong plaintext awareness imposes that it is infeasible to construct a ciphertext under any public key without knowing the underlying message. Secret key awareness requires it to be infeasible to produce a new public key without knowing a corresponding secret key. The authors study the relations among these and existing notions in the literature and show that if such properties are realisable (and one admits non-black-box simulators) then the impossibility result established for the construction of completely non-malleable schemes under non-assisted simulators no longer holds. They also look at how such notions can be realised in the standard model and in the random oracle model. More precisely, they propose a generic transformation to construct secret key aware schemes in the random oracle model and give preliminary steps towards building such schemes in the standard model. To this end, they introduce a novel factorisation-based knowledge assumption, which roughly speaking, requires it to be infeasible to construct integers of the form \(P^2Q\) without knowing the corresponding factorisation.

In [1], the authors consider the problem in which the ciphertext produced by an encryption scheme decrypts correctly under two different public-keys or identities. This can be problem-
atic in a setting where the encryption scheme provides anonymity and data privacy since it can jeopardize the correct operation of the application built on top of the encryption scheme. To address this problem, the authors introduce the notion of robustness, which reflects the difficulty of producing a ciphertext valid under two different encryption keys. The value of robustness is conceptual, “naming” something that has been undefined yet at times implicitly (and incorrectly) assumed. Essentially, robustness helps make encryption more misuse resistant. In addition to providing formal definitions of several variants of robustness, the authors consider and dismiss natural approaches to achieve it; provide two general robustness-adding transforms; test robustness of existing schemes and patch the ones that fail; and discuss some applications.

Lossy encryption was originally studied as a means of achieving efficient and composable oblivious transfer. Bellare, Hofheinz and Yilek showed that lossy encryption is also selective opening secure. In [131] the authors present new and general constructions of lossy encryption schemes and of cryptosystems secure against selective opening adversaries. They show that every re-randomizable encryption scheme gives rise to efficient encryptions secure against a selective opening adversary. The authors show that statistically-hiding 2-round Oblivious Transfer implies Lossy Encryption and so do smooth hash proof systems. This shows that private information retrieval and homomorphic encryption both imply Lossy Encryption, and thus Selective Opening Secure Public Key Encryption. Applying their constructions to well-known cryptosystems, they obtain selective opening secure commitments and encryptions from the Decisional Diffie-Hellman, Decisional Composite Residuosity and Quadratic Residuosity assumptions. In an indistinguishability-based model of chosen-ciphertext selective opening security, they obtain secure schemes featuring short ciphertexts under standard number theoretic assumptions. In a simulation-based definition of chosen-ciphertext selective opening security, the authors also handle non-adaptive adversaries by adapting the Naor-Yung paradigm and using the perfect zero-knowledge proofs of Groth, Ostrovsky and Sahai.

9.14 Foundations of Public Key Signatures

A powerful abstraction of a class of mathematical structures that underlies digital signature schemes is studied in [64]. More precisely, the paper identifies, motivates, and explores the concept of adaptive pseudo-free groups an extension of an earlier notion proposed by Rivest at TCC 2004. In addition to providing a precise definition and that identifies the limits of its achievability this work also provides generic constructions of digital signature schemes and network coding scheme starting from arbitrary adaptive pseudofree groups. Concrete instantiations are then obtained by proving that the RSA group is pseudo-free.

9.15 Foundations of Symmetric Encryption

Bellare and Kohno [225] introduced a formal framework for the study of related-key attacks against blockciphers. They established sufficient conditions (output-unpredictability and collision-resistance) on the set of related-key-deriving (RKD) functions under which an ideal cipher is secure against related-key attacks, and suggested this could be used to derive security goals for real blockciphers. However, to do so requires the reinterpretation of results proven in the ideal-cipher model for the standard model (in which a blockcipher is modelled as, say, a pseudorandom permutation family). In [12] the authors show this is a fraught activity.
In particular, building on a recent idea of Bernstein, they first demonstrate a related-key attack that applies generically to a large class of blockciphers. The attack exploits the existence of a short description of the blockcipher, and so does not apply in the ideal-cipher model. However, the specific RKD functions used in the attack are provably output-unpredictable and collision-resistant. In this sense, the attack can be seen as a separation between the ideal-cipher model and the standard model. Second, the authors investigate how the related-key attack model of Bellare and Kohno can be extended to include sets of RKD functions that themselves access the ideal cipher. Precisely such related-key functions underlie the generic attack, so their extended modelling allows one to capture a larger universe of related-key attacks in the ideal-cipher model. The authors establish a new set of conditions on related-key functions that is sufficient to prove a theorem analogous to the main result of Bellare and Kohno, but for their extended model. They then exhibit non-trivial classes of practically relevant RKD functions meeting the new conditions. They go on to discuss standard model interpretations of this theorem, explaining why, although separations between the ideal-cipher model and the standard model still exist for this setting, they can be seen as being much less natural than their previous separation. In this manner, the authors argue that their extension of the Bellare–Kohno model represents a useful advance in the modelling of related-key attacks. Third, they consider the topic of key-recovering related-key attacks and its relationship to the Bellare–Kohno formalism. In particular, they address the question of whether lowering the security goal by requiring the adversary to perform key-recovery excludes separations of the type exhibited by us in the Bellare–Kohno model.
Chapter 10

General Cryptanalysis

In [152] a new approach to analysing key strength is presented which tries to economically quantify the cost of breaking keys associated to specific schemes. The approach presented provides a notion of repeatability and scalability over time; which previous approaches fail to do. The main idea is to utilize the pricing model of cloud computing providers to estimate the total-cost of key recovery. On the basis that cloud computing providers behave as rational entities, this provides a robust mechanism to attach an economic cost to a key recovery exercise.

10.1 Factoring with Partial Information Oracles

The factorization problem is one of the most important number theoretic problems of cryptography and lies at the heart of RSA’s security. Since the invention of RSA, there was a significant improvement of algorithms for factoring large numbers resulting in the famous Number Field Sieve algorithm with sub-exponential time complexity. A different line of research asks for classes of oracles that are sufficient to factor in polynomial time. The goal is to find an oracle class as weak as possible. A result of Coppersmith states that an oracle that on input $N = pq$ provides half of the bits of the prime factor $p$ yields an efficient factoring algorithm. This result has been used to prove the security of RSA-OAEP.

In [168], the authors show that even weaker oracles are sufficient for polynomial time factoring. Namely, it suffices to use an oracle that on input $N = pq$ answers with a modulus $N' = p'q'$ such that $p$ and $p'$ share some least significant bits. Notice that as opposed to the result of Coppersmith, where an attacker gets bits of a prime factor explicitly, in the present approach the oracle does only provide implicit information about the prime factorization. Therefore, this approach is called implicit factorization. As one would expect in terms of the amount of bits, an attacker needs more implicit information than explicit information. The authors of [168] provide bounds on the number of shared bits and the number of oracle calls that are sufficient to factor $N$ in polynomial time.

The authors of [95] investigated the problem of integer factoring given implicit information of a special kind. The problem is as follows: let $N_1 = p_1q_1$ and $N_2 = p_2q_2$ be two RSA moduli of same bit-size, where $q_1, q_2$ are $\alpha$-bit primes. We are given the implicit information that $p_1$ and $p_2$ share $t$ most significant bits. The authors of [95] presented a novel and rigorous lattice-based method that leads to the factorization of $N_1$ and $N_2$ in polynomial time as soon as $t \geq 2\alpha + 3$. Subsequently, the authors of [95] heuristically generalize the method to $k$
RSA moduli $N_i = p_i q_i$ where the $p_i$’s all share $t$ most significant bits (MSBs) and obtain an improved bound on $t$ that converges to $t > \alpha + 3.55 \ldots$ as $k$ tends to infinity. The authors of [95] extend the work of May and Ritzenhofen in [168], where similar results were obtained when the $p_i$’s share least significant bits (LSBs). In [307], Sarkar and Maitra describe an alternative but heuristic method for only two RSA moduli, when the $p_i$’s share LSBs and/or MSBs, or bits in the middle. In the case of shared MSBs and two RSA moduli, they get better experimental results in some cases, but [95] uses much lower (at least 23 times lower) lattice dimensions. The results [95] relies on the following surprisingly simple algebraic relation in which the shared MSBs of $p_1$ and $p_2$ cancel out: $q_1 N_2 - q_2 N_1 = q_1 q_2 (p_2 - p_1)$. This relation allows the authors of [95] to build a lattice whose shortest vector yields the factorization of the $N_i$’s.

One of the most prominent candidate of pseudorandom number generators is the power generator, that computes a sequence $s_i = s_{i-1}^e \mod N$ from a secret seed $s_0$. For $e = 2$ the generator is called the Blum Blum Shub generator, and for $e = 3$ it is called the RSA generator. In each iteration of a power generator, one outputs a certain fraction of the bits of $s_i$. There is a classical security tradeoff for the output rate of such a pseudorandom number generator. On the one hand, we would like to output as many bits as possible per iteration. On the other hand, a large fraction of output bits might help an attacker to distinguish the sequence from a pseudorandom sequence. It was known that the Blum Blum Shub and the RSA generator can successfully attacked when we output a $2^{3/3}$-fraction or a $3^{3/4}$-fraction of the bits, respectively. In [137], the authors improve on these attack bounds. Namely, for the Blum Blum Shub generator the bound is decreased from $2^{3/3}$ to $1^{3/3}$, and for the RSA generator the bound is decreased from $3^{3/4}$ to $2^{3/4}$. This improvement shows that we cannot output too many bits per iteration and comes closer to the bounds for which we can prove the pseudorandomness of the output bits. The improvement is achieved by a new technique that combines lattice-based linearization with Coppersmith’s lattice technique.

The same technique is used by the authors in [136] in the context of RSA cryptanalysis. It is known that RSA can be attacked in polynomial time whenever the secret RSA key $d$ is too small, i.e. we have an oracle which reveals such partial information. The size of $d$ serves as a benchmark for cryptanalytic efforts. In [136], the authors show for the first time an elementary proof for the best known bound $d \leq N^{0.292}$. Moreover, the authors show that for so-called small CRT-RSA exponents one has a polynomial time attack up to the bound $N^{0.073}$.

In many side-channel attacks, such as e.g. cold boot attacks, one recovers only an error-prone version of a secret cryptographic key as the partial information. But many cryptographic keys are stored with a lot of redundancy. E.g. for RSA with modulus $N = pq$ one usually stores in addition to the secret exponent $d$ the prime factorization $p, q$ and additional data, that helps to speed up the decryption process. Thus, the redundancy of the stored data serves as an error correction code that allows to correct some faulty bits. In [133] the authors provide a polynomial time error correction algorithm for faulty RSA keys that recomputes the original key with high probability as long as at most an 0.237-fraction of the key’s bits are flipped. In principle, the algorithm is not limited to the RSA setting and maybe transferred to other settings with faulty secret key material as well.

In most past work on factoring with partial information oracles the attacker knows some of the bits of one of the factors, usually the most significant bits or chunks of bits spread over one of the factors. The authors of [50] consider the particular case of factoring unbalanced RSA moduli with known bits from the larger factor. More precisely, they show that, using
Coppersmith and Boneh-Durfee techniques, an unbalanced RSA modulus $n = pq > q^3$ can be factored efficiently given $2\log_2 q$ contiguous bits of $p$, or fewer depending on the position of the known bit pattern.

At TCC 2005, Groth [270] underlined the usefulness of working in small RSA subgroups of hidden order. In assessing the security of the relevant hard problems, however, the best attack considered for a subgroup of size $2^{2\ell}$ had a complexity of $\tilde{O}2^\ell$. Accordingly, $\ell = 100$ bits was suggested as a concrete parameter. The authors of [76] exhibit a baby step, giant step-like attack with a complexity of roughly $2^{\ell/2}$ operations, suggesting that Groth’s original choice of parameters was overly optimistic.

10.2 General Factoring

One of the best general factorization methods available is the Elliptic-Curve Method (ECM), introduced in the 1987 paper [291]. The state-of-the-art implementation is GMP-ECM described in [316]. The authors of [33] have built a new ECM implementation, “EECM-MPFQ”, that uses fewer modular multiplications than GMP-ECM, takes less time than GMP-ECM, and finds more primes than GMP-ECM. The first prototype of EECM-MPFQ was “GMP-EECM”, a program that added various improvements to GMP-ECM. The article [33] presents the background and speed results for EECM-MPFQ. The authors of [33] analyze the impact of Edwards curves on ECM, not just in multiplication counts but also in real-world software speeds. The main improvements above the modular-arithmetic level are as follows:

1. use Edwards curves instead of Montgomery curves;
2. use extended Edwards coordinates;
3. use signed-sliding-window addition-subtraction chains;
4. batch primes to increase the window size;
5. choose curves with small parameters and base points;
6. choose curves with large torsion.

10.3 Discrete Logarithms

Gaudry and Schost [266] developed, in the context of point counting, a versatile approach to low storage algorithms for variants of the discrete logarithm problem (DLP). Galbraith and Ruprai [118] gave some general improvements to this method. They then focussed attention on the discrete logarithm problem in an interval of size $N$, namely: given $g$ and $h$ such that $h = g^a$ for some $0 \leq a < N$, to compute $a$. The Pollard kangaroo algorithm was previously the standard method to attack this problem. In the formulation using distinguished points (as proposed by van Oorschot and Wiener), it has heuristic average-case expected running time approximately $2\sqrt{N}$ group operations.

Galbraith, Pollard and Ruprai [120] have shown how to reduce this to (again, heuristic average-case expected running time) approximately $1.66\sqrt{N}$ group operations.

A further speedup is available in groups (such as elliptic curves) with a very fast inversion map. Galbraith and Ruprai [119] give an algorithm to solve the DLP in an interval of size $N$.
in such groups with heuristic average-case expected running time of close to $1.36\sqrt{N}$ group operations.

### 10.4 Code Based Systems

The McEliece cryptosystem [296] is one of the oldest public-key scheme. Since its invention thirty years ago, no efficient attack had been devised that managed to recover the private key. The work of [96] shows that the private key of the cryptosystem satisfies a system of overdetermined bi-linear polynomial equations [99]. This property is due to the particular class of codes considered which are alternant codes. The authors of [96] used these highly structured algebraic equations to mount an efficient key-recovery attack against two recent variants of McEliece that aim at reducing public key sizes [230, 298]. These two compact variants of McEliece managed to propose keys with less than 20,000 bits. To do so, [230, 298] proposed to use quasi-cyclic or dyadic structures. According to [96], an implementation of the algebraic attack using the computer algebra system MAGMA allows to find the secret-key in a negligible time (less than one second) for almost all the proposed challenges. For instance, a private key designed for a 256-bit security can be recovered in 0.06 seconds with about $2^{17.8}$ operations.

The authors of [97] have investigated the difficulty of the so-called Goppa Code Distinguishing (GD) problem introduced by Courtois, Finiasz and Sendrier at Asiacrypt 2001 [251]. GD is the problem of distinguishing the public matrix in the McEliece cryptosystem from a random matrix. It is widely believed that this problem is computationally hard as proved by the increasing number of papers using this hardness assumption. Disproving/mitigating this hardness assumption is a breakthrough in code-based cryptography and may open a new direction to attack McEliece cryptosystems. The paper presents an efficient distinguisher for alternant and Goppa codes of high rate over binary/non binary fields. The distinguisher is based on a recent algebraic attack against compact variants of McEliece which reduces the key-recovery to the problem of solving an algebraic system of equations [96]. The paper exploits a defect of rank in the (linear) system obtained by linearizing this algebraic system. It turns out that the distinguisher is highly discriminant. Indeed, one can then precisely quantify the defect of rank for “generic” binary and non-binary random, alternant and Goppa codes. The paper have verifies these formulas with practical experiments, and a theoretical explanation for such defect of rank is also provided. According to [97], this work permits to shed some light on the choice of secure parameters for McEliece cryptosystems; a topic thoroughly investigated recently. The technique of [97] permits to indeed distinguish a public key of the CFS signature [251] scheme for all parameters proposed by Finiasz and Sendrier at Asiacrypt 2009 [263]. Moreover, some realistic parameters of McEliece scheme also fit in the range of validity of such distinguisher.

Computing loci of rank defects of linear matrices (also called the MinRank problem) is a fundamental NP-hard problem of linear algebra which has applications in Cryptology, in Error Correcting Codes and in Geometry. Given a square linear matrix (i.e. a matrix whose entries are $k$-variate linear forms) of size $n$ and an integer $r$, the problem is to find points such that the evaluation of the matrix has rank less than $r + 1$. In [98], the authors try to obtain the most efficient algorithm to solve this problem. To this end, the paper uses the theoretical and practical complexity of computing Gröbner bases of two algebraic formulations of the MinRank problem [252]. Both modelings lead to structured algebraic systems. The
first modeling, proposed by Kipnis and Shamir [288] generates bihomogeneous equations of bi-degree (1, 1). The second one is classically obtained by the vanishing of the \((r + 1)\)-minors of the given matrix, giving rise to a determinantal ideal. In both cases, under genericity assumptions on the entries of the considered matrix, the authors of [98] give new bounds on the degree of regularity of the considered ideal which allows us to estimate the complexity of the whole Gröbner bases computations. For instance, the exact degree of regularity of the determinantal ideal formulation of a generic well-defined MinRank problem is \(r(n - r) + 1\). The paper also gives optimal degree bounds of the loci of rank defect which are reached under genericity assumptions; the new bounds are much lower than the standard multi-homogeneous Bézout bounds (or mixed volume of Newton polytopes). As a by-product, it is proved that the generic MinRank problem could be solved in polynomial time in \(n\) (when \(n - r\) is fixed) as announced in a previous paper of Faugère, Levy-dit-Vehel and Perret [262]. Moreover, using the determinantal ideal formulation, these results are used to break a cryptographic challenge – which was untractable so far – and allow us to evaluate precisely the security of the cryptosystem w.r.t. \(n, r\) and \(k\). The practical results suggest that, up to the software state of the art, this latter formulation is more suitable in the context of Gröbner bases computations.

10.5 Attacks on Other Proposals

The authors of [100] have fully broken the Algebraic Surface Cryptosystem (ASC for short) proposed at PKC’2009 [220]. This system is based on an unusual problem in multivariate cryptography: the Section Finding Problem. Given an algebraic surface \(X(x, y, t) \in \mathbb{F}_p[x, y, t]\) such that \(\text{deg}_{xy} X(x, y, t) = w\), the question is to find a pair of polynomials of degree \(d\), \(u_x(t)\) and \(u_y(t)\), such that \(X(u_x(t), u_y(t), t) = 0\). In ASC, the public key is the surface, and the secret key is the section. This asymmetric encryption scheme enjoys reasonable sizes of the keys: for recommended parameters, the size of the secret key is only 102 bits and the size of the public key is 500 bits. The propose a message recovery attack whose complexity is quasi-linear in the size of the secret key. The main idea of this algebraic attack is to decompose ideals deduced from the ciphertext in order to avoid to solve the section finding problem. Experimental results show that we can break the cipher for recommended parameters (the security level is \(2^{102}\)) in 0.05 seconds. Furthermore, the attack still applies even when the secret key is very large (more than 10000 bits). The complexity of the attack is \(\tilde{O}(w^7d\log(p))\) which is polynomial with respect to all security parameters. In particular, it is quasi-linear in the size of the secret key which is \((2d + 2)\log(p)\). This result is rather surprising since the algebraic attack is often more efficient than the legal decryption algorithm.

The authors of [94] presented an efficient cryptanalysis of the so-called HM cryptosystem which was published at Asiacrypt’1999, and one perturbed version of HM. Until now, this scheme was exempt from cryptanalysis. The authors first provided a distinguisher which uses a differential property of the public key. This distinguisher permits to break one perturbed version of HM. After that, the authors describe a practical message-recovery attack against HM using Gröbner bases. The attack can be mounted in few hundreds seconds for recommended parameters. It turns out that algebraic systems arising in HM are easier to solve than random systems of the same size. This fact provides another distinguisher for HM. Interestingly enough, the authors offer an explanation why algebraic systems arising in HM are easy to solve in practice. Briefly, this is due to the apparition of many new linear and
quadratic equations during the Gröbner basis computation. More precisely, the paper provides an upper bound on the maximum degree reached during the Gröbner basis computation (a.k.a. the degree of regularity) of HM systems. For $\mathbb{F}_2$, which is the initial and usual setting of HM, the degree of regularity is upper-bounded by 3. In general, this degree of regularity is upper-bounded by 4. These bounds allow a polynomial-time solving of the system given by the public equations in any case. All in all, the paper shows that the HM scheme is broken for all practical parameters.

The authors of [35] present an improved approach to solve multivariate systems over finite fields. The approach is a tradeoff between exhaustive search and Gröbner bases techniques. The authors give theoretical evidences that our method brings a significant improvement in a very large context and we clearly define its limitations. The efficiency depends on the choice of the tradeoff. The analysis gives an explicit way to choose the best tradeoff as well as an approximation. From the analysis, a new general algorithm to solve multivariate polynomial systems is given. The theoretical results are experimentally supported by successful cryptanalysis of several multivariate schemes (TRMS, UOV, ...). As a proof of concept, the authors of were able to break the proposed parameters assumed to be secure until now. Parameters that resists to this method are also explicitly given. This works permits to refine the parameters to be chosen for multivariate schemes.

The authors of [212] broke the Double-Layer Square and Square+ encryption schemes using a refined MinRank key recovery attack over the ground field and extension field respectively. Both schemes are variants of the multivariate quadratic encryption scheme Square and where proposed at PQCrypto 2010. It is also outlined how possible variants such as Square-or multi-Square can be attacked.

The authors of [213] extended the algorithm from Kipnis-Patarin-Goubin (extended version of Eurocrypt '99) to solve underdetermined systems of multivariate quadratic equations mainly over fields of even characteristic. They showed a gradual decrease of complexity for the number of variables $n$ between $m$, the number of equations, and $m(m+1)$. This new algorithm forced to increase parameters of the Unbalanced Oil and Vinegar public key signature scheme.

In [10] the relationship between techniques for solving polynomial systems of equations as proposed in cryptography and well-known technique from computer algebra are investigated. In particular, the the MXL family of algorithms (MXL, MXL2, MXL3) is compared with the F4 algorithm for computing Gröbner bases. The paper maps all novel concepts from the MXL family of algorithms to their well-known Gröbner basis equivalents. Using previous results that had shown the relation between the original XL algorithm and F4, the paper concludes that the MXL family of algorithms can be fundamentally reduced to redundant variants of the F4 algorithm.

The authors of [210] prove a theoretical bound on the number of linearly independent equations produced by special equations, so-called mutants, in a variant of the well known XL algorithm.

The authors of [211] give a full overview form Relinearization over XL to MutantXL and provide some additional proofs. They show that MutantXL solves as soon as mutants occur, which always happens at the degree of regularity or at least one degree above.

The Rainbow signature scheme is a layered variant of the well-known Unbalanced Oil and Vinegar signature scheme reducing the length of the signature. But still the public and secret keys are comparably large. At CT-RSA 2012 a new variant of Rainbow was published, which used non-commutative rings to reduce the key size. The author of [209] revealed some
weaknesses of this new variant against MinRank and HighRank attacks and showed how to use the additional structure to attack the scheme.

The authors of [81] reviewed the latest cryptanalysis of the three multivariate quadratic signature schemes Unbalanced Oil and Vinegar, Rainbow and enhTTS. They provided parameters for the same level of security and implemented those schemes on an 8-bit microcontroller. This way they were able to compare those schemes in terms of key length, number of operations, running time and code size.

The authors of [214] presented a generalization of equivalent keys which allowed to generalize a large class of algebraic key recovery attacks against multivariate quadratic schemes. Using this new framework they managed to break the STS signature scheme and all its variants by an algebraic key recovery attack.
Chapter 11

Implementation Research

11.1 Elliptic Curve Cryptography

Efficiently computable homomorphisms allow elliptic curve point multiplication to be accelerated using the Gallant-Lambert-Vanstone [265] (GLV) method. Iijima, Matsuo, Chao and Tsujii [285] gave suitable homomorphisms for a large class of elliptic curves by working over $\mathbb{F}_{p^2}$. However, they did not use their construction for the GLV method. Galbraith, Lin and Scott [116] extended their results and demonstrate that they can be applied to the GLV method. In general the method is expected to require about 0.75 the time of previous best methods (except for subfield curves, for which Frobenius expansions can be used). Detailed implementation results are given in [116], which show that the method runs in between 0.70 and 0.83 the time of the previous best methods for elliptic curve point multiplication on general curves. Further work has been done by other authors. For example, Hankerson, Karabina and Menezes [276] analysed the method in characteristic 2 and also showed good speedups compared with random curves. However, when working in characteristic 2 one might prefer to use Koblitz curves and Frobenius expansions to obtain even faster elliptic curve exponentiation.

There have been many recent developments in formulae for efficient composite elliptic curve operations of the form $dP + Q$ for a small integer $d$ and points $P$ and $Q$, where the underlying field is a prime field. To make best use of these in a scalar multiplication $kP$, it is necessary to generate an efficient “division chain” for the scalar where divisions of $k$ are by the values of $d$ available through composite operations. An algorithm-generating algorithm for this is presented in [217] that takes into account the different costs of using various representations for curve points. This extends the applicability of methods presented by Longa and Gebotys [293] to using specific characteristics of the target device. It also enables the transfer of some scalar recoding computation details to design time. An improved cost function also provides better evaluation of alternatives in the relevant addition chain. One result of these more general and improved methods includes a slight increase over the scalar multiplication speeds for the particular implementations reported in [293]. [217] presents examples which show that by the straightforward removal of rules for unusual cases, some particularly concise yet efficient presentations can be given for algorithms in the target device.

The use of elliptic curves in cryptography makes the key sizes smaller but the arithmetic of the underlying group is more tedious (for example, with the widely-used Jacobian coordinates, the general addition of two points on an elliptic curve typically requires 16 field...
multiplications). Therefore a huge amount of research has been devoted to the analysis of the performance of various forms of elliptic curves proposed in the mathematical literature: Weierstraß cubics, Jacobi intersections, Hessian curves, Jacobi quartics, or the more recent forms of elliptic curves due to Montgomery, Doche-Icart-Kohel or Edwards. The authors of [150] revisit yet another model for elliptic curves. This model was originally considered by G. Huff in 1948 over the field of rational numbers, to study a diophantine problem. Huff’s model readily extends to any field of odd characteristic. Every elliptic curve over such a field and containing a copy of \( \mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \) is birationally equivalent to a Huff curve. The paper extends and generalizes Huff’s model. It presents fast explicit formulas for point addition and doubling on Huff curves, featuring a number of useful properties, including completeness and independence from curve parameters. It also addresses the problem of the efficient evaluation of pairings over Huff curves.

In [63], the authors take a much more general approach and develop an algorithm to automatically scan a very large class of one-parameter families of elliptic curves for efficient arithmetic. The construction of the class is inspired by toric geometry, which provides a natural framework for the study of various forms of elliptic curves. The class both encompasses many prominent known forms and includes thousands of new forms. The algorithm that is described automatically computes the most compact group operation formulas for any parameterized family of elliptic curves. The generality of this algorithm is further illustrated by computing uniform addition formulas and formulas for generalized Montgomery arithmetic.

11.2 Pairing Based Systems

Many pairing based schemes, such as the IBE scheme of Boneh and Franklin [235], require a hash function which maps numeric values to points on an elliptic curve. The standard approach is to use a hash function of the form \( m \mapsto f(h(m)) \), where \( f \) is a suitably defined, constant-time, usually algebraic encoding function from the base field to the elliptic curve. Finding a suitable encoding \( f \) to ordinary curves is more complicated, but constructions are known for most cases; notable examples include the construction by Shallue and van de Woestijne [306], and the one by Icart [284]. However, it turns out that such functions \( f \) are not surjective. In fact, Icart conjectured in his paper that the image of the encoding he defined should contain about 5/8 of all points on the elliptic curve. This was proved using tools from algebraic number theory (particularly the Chebotarev density theorem) by the authors of [107] (a similar result was also established independently in [261]). They also demonstrate how similar techniques extend to any other encoding defined in algebraic terms, such as the simplified (univariate) Shallue-van de Woestijne encoding, which reaches about 3/8 of all curve points.

This last result implies in particular that if \( f \) is any of the known encodings to ordinary elliptic curves, it is easy to construct an efficient distinguisher between a “hash function” of the form \( m \mapsto f(h(m)) \) and a random oracle to the curve, even when \( h \) is modeled as a random oracle with values in the base field. This prompted the authors of [49] to investigate the problem of finding functions \( F \) for which \( m \mapsto F(h(m)) \) is indifferentiable from a random oracle to the curve. They first give a set of axiomatic conditions that \( F \) must satisfy, and then prove using algebraic geometry that these conditions are satisfied by \( F(x, y) = f(x) + f(y) \), where \( f \) is Icart’s function and + is the addition of curve points. In particular, \( m \mapsto f(h_1(m)) + f(h_2(m)) \) can be used as a random oracle to the curve provided that \( h_1, h_2 \) are
modeled as random oracles to the base field.

The authors of [108] propose a very simple and efficient encoding function from $\mathbb{F}_q$ to points of a hyperelliptic curve over $\mathbb{F}_q$ of the form $H: y^2 = f(x)$ where $f$ is an odd polynomial. Hyperelliptic curves of this type have been frequently considered in the literature to obtain Jacobians of good order and pairing-friendly curves. The new encoding is nearly a bijection to the set of $\mathbb{F}_q$-rational points on $H$. This makes it easy to construct well-behaved hash functions to the Jacobian $J$ of $H$, as well as injective maps to $J(\mathbb{F}_q)$ which can be used to encode scalars for such applications as El Gamal encryption. The new encoding is already interesting in the genus 1 case, where it provides a well-behaved encoding to Joux’s supersingular elliptic curves.

11.3 Post-Quantum Systems

The best known non-structural attacks against code-based cryptosystems are based on information-set decoding. Stern’s algorithm and its improvements are well optimized and the complexity is reasonably well understood. However, these algorithms only handle codes over $\mathbb{F}_2$. Several articles have suggested to use base fields other than $\mathbb{F}_2$ for the McEliece cryptosystem. This idea is interesting as it has the potential to reduce the public-key size. The analysis in [231] showed that in order to achieve 128-bit security the McEliece private key should be a binary Goppa code of length 2960 and dimension 2288 with a degree-56 Goppa polynomial and 57 added errors. Using an equal-size code over $\mathbb{F}_q$ would save a factor of $\log_2 q$: row and column dimension of the generator matrix both shrink by a factor of $\log_2 q$ at the cost of the matrix entries having size $\log_2 q$. However, information-set-decoding algorithms do not scale purely with the code size. It is important to understand the implications of changing from $\mathbb{F}_2$ to $\mathbb{F}_q$ for arbitrary prime powers $q$ on the attacks. The article [186] generalizes Lee–Brickell’s algorithm and Stern’s algorithm to decoding algorithms for codes over arbitrary fields and extends the improvements from [231] and [263]. In [186] a precise analysis of these improved and generalized algorithms is given. For $q = 31$, Goppa code parameters (length $n$, dimension $k$, and degree $t$ of the Goppa polynomial) are presented that require $2^{128}$ bit operations to compute the closest codeword, i.e., to break McEliece’s system using a Goppa code over $\mathbb{F}_{31}$.

In particular, [186] showed that codes over $\mathbb{F}_{31}$ offer advantages in key size compared to codes over $\mathbb{F}_2$ while maintaining the same security level against all attacks known. However, codes over smaller fields such as $\mathbb{F}_2$ are still not competitive in key size with codes over $\mathbb{F}_2$. The authors of [34] present a generalized cryptosystem that uses length-$n$ codes over small finite fields $\mathbb{F}_q$ with dimension $\geq n - m(q - 1)t$ efficiently correcting $\lfloor qt/2 \rfloor$ errors where $q^m \geq n$. These so-called “wild Goppa codes” are subfield codes over small $\mathbb{F}_q$ that have an increase in error-correcting capability by a factor of about $q/(q-1)$. McEliece’s construction using binary Goppa codes is the special case $q = 2$ of that construction. Previously proposed cryptosystems with the same length and dimension corrected only $\lfloor (q-1)t/2 \rfloor$ errors for $q \geq 3$. The extra factor $q/(q-1)$ in the error-correction capability makes “larger tiny fields” attractive and bridges the gap between $\mathbb{F}_2$ and $\mathbb{F}_{31}$. The authors of [34] also present list-decoding algorithms that efficiently correct even more errors for the same codes over $\mathbb{F}_q$. They show that the increase from $\lfloor (q-1)t/2 \rfloor$ errors to more than $\lfloor qt/2 \rfloor$ errors allows considerably smaller keys to achieve the same security level against all known attacks. Moreover, [34] contains parameter sizes for different finite fields to achieve 128-bit security against the information-set-decoding attack presented in [186].

Decoding random linear codes is a fundamental problem in complexity theory and lies at
the heart of almost all code-based cryptography. The best attacks on the most prominent code-based cryptosystems such as McEliece directly use decoding algorithms for linear codes. The asymptotically best decoding algorithm for random linear codes of length $n$ was for a long time Stern’s variant of information-set decoding running in time $2^{0.05563n}$. Following on from the work of [34], which provided an exponential speed-up over Stern’s algorithm by improving the running time to $2^{0.05558n}$, the paper [167] presents a new algorithm for decoding linear codes that is inspired by a representation technique due to Howgrave-Graham and Joux in the context of subset sum algorithms. The new decoding algorithm brings the time complexity down to $2^{0.05363n}$. The paper [31] shows how to further increase the number of representations which eventually yields a new information set decoding algorithm with running time $2^{0.0494n}$.

The authors of [187] showed how post-quantum signature schemes based on multivariate quadratic polynomials can be improved up by 88% and 59%, respectively, in terms of public key size and verification time. Their new scheme is a variant of the so-called Unbalanced Oil and Vinegar scheme. Using the theory of equivalent keys they provided evidence that their reduction does not affect security and that it is also optimal in terms of possible attacks.
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