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Executive summary

This report is the final version of the deliverable on “Terminal node processing for ad-
vanced scenarios”. It serves two main purposes: (i) it provides a comprehensive tech-
nical overview of selected physical layer (PHY) techniques and algorithms, which have
been successfully implemented by the hardware (HW) and system level simulator (SLS)
demonstrators (as reported in the WP5 deliverables), and (ii) it summarises additional
promising PHY techniques and algorithms developed in the last stage of the project.

Partners have collaborated to support the demonstration activities (WP5), building upon
the scenarios agreed in WP2 to implement selected algorithms developed in WP4. In
addition, this report introduces several novel algorithms and techniques which were
devised by project partners in the last year of the project. Due to time constraints, these
solutions could not be integrated on the HW/SLS platforms.

DIWINE D4.03



D4.03 DIWINE



Contents

Abbreviations 9
I Introduction 13
1 Introduction 15
1.1 Goals and context of thereport . . . . ... ... ... ... ........ 15
1.2 Background and related work . . . . . ... ... Lo L 15
1.2.1  Wireless physical layer network coding . . . . . . ... ... ... 15
1.2.2  Compute and forward . . . ... ... ... ... L. 16
1.3 Structure of thisreport . . . . . . . . . .. ... 16
1.3.1 DIWINE technical elements implemented by demonstrators . . . 16
1.3.2  Additional DIWINE technical elements . . . . .. ... ... ... 17
I Network coded modulation 19
2 Layered NCM for partial HSI scenarios 21
2.1 Superposition constellation design . . . . . ... ... L0000 21
2.1.1 Introduction . . . . . .. ... ... 21
2.1.2 WPLNC relaying in wireless butterfly networks . . . . . ... .. 23
2.1.3  Superposition modulationdesign . . . . ... ... ... ... 25
2.14 Performanceanalysis . . . . .. ... ... ... .. ... 27
2.1.5 Hardware implementation . . . .. ... ... ........... 33
2.1.6  Discussion, conclusions and futurework . . . . .. ... .. ... 33
2.2 Channel coding extension for the superposition constellation design . . . 37
221 Introduction . . . . ... ... ... 37

2.2.2  Per-link channel coding scheme for symmetric WBN with super-
position modulations . . . .. ... oo oL 38
2.2.3  Analysis of transmissionrates . . . . . ... ... ..., 40
2.2.4  Transmission rate region for fixed source constellation . . . . . . 43
2.2.5 Performance of the adaptive encoded system . .. ... ... .. 43
22,6 Conclusions . . . ... ... .. 45
3  Compute and forward based NCM 49
3.1 Non-cooperative CaF . . . . . .. ... ... ... ... . 49
3.1.1 Systemmodel . . ... ... 50
3.1.2  General definitions . . . . ... ... ..o Lo oL 51

DIWINE D4.03



3.1.3 Decoding at the destination . . .. ... ... ... ........ 52
3.14 Relaying strategies . . . . ... ... ... ... .. 53
3.1.5 Simulationresults . . . . ... ... o o Lo 56
3.1.6 Noecorrelation . . . . ... ... ... . L 57
3.1.7 Conclusion . . . . ... ... 60
3.2 A multi-level framework for lattice network coding . . . . . .. ... ... 61
3.21 Introduction . . . . ... ... ... 62
3.2.2 Algebra preliminaries . . . . . ... ... ... ... ... ... 64
3.2.3  Multilevel lattice network coding . . . . ... ... ... ... .. 65
3.2.4  FElementary divisor construction . . . . . . ... ... ... ... 76
3.2.5 [Iterative detection of EDC and the EXIT chart analysis . . . . . . 86
3.2.6  Simulationresults . . . . ... ... o L 90
3.27 Conclusions . . . ... ... Lo 95
3.28 Appendices . . . ... ... 96
4  HNC maps and node operations in large scale scenarios 103
4.1 Hierarchical network transfer function . . . . . . ... ... ... ... .. 103
411 Introduction . . . . . . ... ... 103
4.1.2 Polynomial formalism . ... ... ... ... ... ... ..... 105
4.1.3 Hierarchical network transfer function . . . . . . ... ... ... 106
4.2 Doubly greedy stage scheduling . . . . . ... ... ... ... ... .... 107
4.2.1 Example application. . . . ... ... ... .o L. 110
4.3 Cloud access node scheduling and validation . . .. ... ... ... ... 110
43.1 Systemmodel . ... ... ... 112
43.2 Cloud access node scheduling . . . ... ... ... ........ 113
4.3.3 Distributed offloading in the cloud backhaul . . . . . ... .. .. 115
434 Numericalresults . . . .. ... ... ... . L L. 118
435 Conclusion. . . . ... ... 120
43.6 Proofoftheorem . ... ... ... ... .. ... ... ... ... 120
5 Optimised transmission techniques 123
5.1 n-largest eigenmode relaying . . . . ... ... ... oL 123
5.1.1 Introduction . . . . ... ... ... ... 123
5.1.2  System model and preliminaries . . . . . ... ... ... ... .. 125
513 Notation . . . ... ... ... ... .. oo 125
5.1.4  Statistical analysis of received SNR at destination . . .. ... .. 129
5.1.5 Twoantennarelay . ... ..... ... .. ... . ........ 135
5.1.6 Threeantennarelay. . . ... ... ... ... .. ... ...... 137
5.1.7  Proposed power allocation in a relay with an arbitrary number
ofantennas . . . .. ... ... Lo 141
518 Conclusion. . . . ... ... ... 144
5.1.9  Proof of the SNR distribution: Full correlation . . . . ... .. .. 145
5.1.10 Statistics of the random variable X . . . ... ... ... ... .. 145
D4.03 DIWINE



Il Signal processing and decoding strategies 149
6 Hierarchical interference processing 151
6.1 Successive decoding in WPLNC systems . . . . ... ... ... ...... 151
6.1.1 Introduction . . . . . ... ... ... 151

6.1.2  System model and definitions . . . ... ... ... ... ... .. 153

6.1.3  Overview of successive decoding strategies in WPLNC systems . 154

6.14 Binary systemexample . . . . .. ... ... L. 156

6.1.5 Numerical evaluation . . . . . ... ... ... ... ........ 163

6.1.6 Conclusion. . . .. ... ... ... ... 165

6.2 Joint and recursive HIC with successive CaF decoding . . . . . ... ... 165
6.2.1 Introduction . . . ... ... ... 165

6.2.2 Preliminaries . . . . ... ... ... ... .. 167

6.23 Numericalresults . . . . ... ... ... ... ... ... .. 172

6.2.4 Discussion and conclusions . . . .. ... ..o L. 177

7 Performance analysis 179
7.1 Hierarchical pairwise error probability . . . . ... ... ... .. ..... 179
7.1.1 Introduction . . . . . .. ... ... Lo 179

7.1.2  System model and definitions . . . . ... ... 0L L. 181

7.1.3  Hierarchical pairwise error probability . . . ... ... ... ... 182

7.14  Summary ... 188

8 Practical encoding and decoding of CaF based NCM 189
8.1 Complex low density lattice codes to physical layer network coding . . . 189
8.1.1 Introduction . . . ... ... ... ... 189

8.1.2 Complex low density latticecodes . . . . . ... ... ... .... 190

8.1.3 Practical WPLNC viaCLDLC . . ... ... ... ......... 194

8.1.4 Decodability and simulationresults . . . . . . ... ... ... .. 199

815 Conclusions . . . . . ... ... ... 200

8.2 Convolutional lattice encoding and decoding . . . . . .. ... ... ... 200
8.2.1 Introduction . . . . .. ... ... ... 200

822 Systemmodel . ... ... ... 204

8.2.3  Statistical characteristics of modulo lattice additive noise . . . . . 205

8.2.4 Constructing lattices from forward error correction codes . . . . 207

8.2.5  Application of convolutional lattices in compute and forward . . 213

8.2.6  Encoding and decoding multilayer convolutional lattices . . . . . 216

8.2.7 Conclusion and futurework . . . ... ... ... ... L. 225

8.2.8 Distributionof N' . . . . . ... .. ... ... 225

9 Conclusions 227
Bibliography 229

DIWINE D4.03



D4.03 DIWINE



Abbreviations

2-WRC 2-Way Relay Channel

AF Amplify and Forward

APP A-Posteriori Probability

ASK Amplitude Shift Keying

AWGN Additive White Gaussian Noise

BCJR Bahl, Cocke, Jelinek and Raviv (algorithm)
BER Bit Error Rate

BP Belief Propagation

BPSK Binary Phase Shift Keying

CA Cloud Access

CaF/CF Compute and Forward

CC Constellation-constrained

CCD Construction by Code Formula

cdf cumulative density function

CIMC Critical Industrial Monitoring and Control
CLDLC Complex Low Density Lattice Codes
CN Check Node(s)

CSI Channel State Information

EDC Elementary Divisor Construction

EXIT Extrinsic Information Transfer Chart
FDMA Frequency Division Multiple Access
FEC Forward Error Correction

fg. finitely generated

FIN Faster Than Nyquist

GF Galois Field

GMR Gaussian Mixture Reduction

H-BC Hierarchical Broadcast Channel

H-IFC Hierarchical Interference Cancellation
H-MAC  Hierarchcial Multiple Access Channel
H-NTF Hierarchical Network Transfer Function
H-PEP Hierarchical Pair-wise Error Probability
H-SCFD  Hierarchical Successive CaF Decoding
HDF Hierarchical Decode and Forward

HI Hierarchical Information

HIC Hierarchical Interference Cancellation
HNC Hierarchical Network Code

HSC Hypercube Shaping Capacity

DIWINE

D4.03



10

HSI Hierarchical Side Information
HW Hardware

iid. independent, identically distributed
IFC Interference Cancellation

IC Interference Canceller

ISI Inter Symbol Interference

IMSD Iterative Multi-stage Decoder
LD Lattice Decoding

LDLC Low Density Lattice Codes
LDPC Low Density Parity Check (code)
LER Largest Eigenmode Relaying

LIF Layered Integer Forcing

LLR Log-Likelihood Ratio

LNC Lattice Network Coding

LSD Layered Soft Detector

MA Multiple Access

MAC Multiple Access Channel

MAP Maximum A-posteriori Probability
MED Minimum Euclidean Distance
MIMO Multiple Input, Multiple Output
ML Maximum Likelihood

MLAN Modulo Lattice Additive Noise
MLNC Multilevel Lattice Network Coding
MMSE Minimum Mean Square Error

MSD Multi-Stage Decoder

MSE Mean Square Error

NC No Correlation

NCM Network Coded Modulation

NTF Network Transfer Function

pdf probability density function

PEP Pairwise Error Probability

PI-C Perfect Interference Cancellation

PID Principal Ideal Domain

PHY Physical Layer

QAM Quadrature Amplitude Modulation

Rx Receiver

SC Superposition Coding

SCFD Successive CaF Decoding

SD Successive Decoding

SD-HIC  Successive Decoding with Hierarchical Interference Cancellation
SD-IC Successive Decoding with Interference Cancellation
SDR Software-Defined Radio

SER Symbol Error Rate

D4.03 DIWINE



11

SINR
SISO
SLS
SMN
SNF
SNR
SODEM
TDMA
TE

Tx

UDP
USRP
VN
WBN
WCN
WP
WPLNC
XOR

Signal-to-Noise-and-Interference Ratio
Soft Input Soft Output

System-Level Simulator

Smart Meter Network

Smith Normal Form

Signal-to-Noise Ratio

Soft-Output Demodulator

Time Division Multiple Access
Technical Element

Transmitter

User Datagram Protocol

Universal Software Radio Peripherals
Variable Node(s)

Wireless Butterfly Network

Wireless Cloud Network

Work Package

Wireless Physical Layer Network Coding

eXclusive OR

DIWINE

D4.03



12

D4.03 DIWINE



13

Part |

Introduction

DIWINE D4.03






15

1 Introduction

1.1 Goals and context of the report

This WP4 deliverable includes all techniques related to terminal node processing, includ-
ing the Wireless Physical Layer Network Coding (WPLNC). It introduces all functional-
ities related to the output signal generation, e.g. modulation or channel coding, and to
the processing of the received signal at the particular nodes’ input(s).

The main goal of this WP4 deliverable is two-fold:

« It provides a comprehensive technical overview of selected physical layer tech-
niques and algorithms which has been successfully implemented by the HW and
SLS demonstrators (as reported in the WP5 deliverables).

« It summarises additional promising physical layer techniques and algorithms de-
veloped in the last stage of the project.

1.2 Background and related work

1.2.1 Wireless physical layer network coding

A major part of the work in this report is based on the WPLNC principles. A compre-
hensive overview od WPLNC and related theory is beyond the scope of this report. The
structured list of references related to the WPLNC technique is summarised below:

« Layered design of Network Coded Modulation (NCM) and fundamental limits for
Hierarchical Decode & Forward (HDF) Multiple-Access (MAC) phase [1, 2],

« HDF Broadcast (BC) phase with partial hierarchical side-information [3-5],
« Parametric NCM design [6-8],

+ Denoising and optimised symbol decision maps [9-11],

+ Relaying PHY technique [12,13],

« Lattice based NCM design [14-19],

« General [20,21].
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16 1 Introduction

1.2.2 Compute and forward

In addition to a general WPLNC, several contributions in this report refer to a Compute
and Forward (CaF) [22] strategy, which is a form of WPLNC based on the nested lattice
codes. The lattices codes can be based on different types of underlying code. In this case
the hierarchical network code mapping functions applied at each relay rely on integer
coefficients chosen at each relay. CaF can be considered as a good candidate for dense
wireless networks such as the DIWINE cloud.

1.3 Structure of this report

The main technical content of this report is presented in two separate parts:

Part II: ’Network coded modulation’ presents techniques for modulation and cod-
ing design for partial hierarchical side information (Chapter 2), Compute and For-
ward (Chapter 3), design of Hierarchical Network Code (HNC) maps for large scale
scenarios (Chapter 4) and Apmlify and Forward-based NCM design (Chapter 5).

Part IlI: ’Signal processing and decoding strategies’ covers the topics related to sig-
nal processing and relay/destination decoding operations, including the processing
of hierarchical interference (Chapter 6), analysis of the pairwise-error probability
of hierarchical decoders (Chapter 7) and practical implementation of compute and
forward techniques (Chapter 8)

The particular WP4 techniques/algorithms (denoted as Technical Elements (TE) in this
report) developed in the DIWINE project are presented separately in (relatively stand-
alone) sections. We believe that this approach can help the reader to get easily acquainted
with a desired technique/algorithm, without the necessity to delve into the details of the
complete report.

In the rest of this section we provide an overview of all TE implemented by the DIWINE
demonstrators (both HW and SLS) and we summarise the additional TE, which were
developed in the last stage of the project, and thus were not considered for demonstrator.

1.3.1 DIWINE technical elements implemented by demonstrators

Coded superposition modulation presented in sections 2.1, 2.2 provides a system-
atic design tool for a practical adaptive coded constellation for relaying in a 5-node,
single-relay butterfly network. The proposed technique allows to match the con-
stellation and channel encoder parameters to the actual channel conditions, and
thus it provides a reliable practical communication scheme for various channel
conditions. The SMN HW demonstrator implementation of this TE is reported in
[D5.42].

D4.03 DIWINE



1.3 Structure of this report 17

Cloud access node scheduling techniques treated in Section 4.3 interprets the cloud
as a macro-relay network with Cloud Access (CA) nodes as gateways where pack-
ets are queued and flooded adaptively according to the queue state toward the
macro-relay. The traffic and interference within the macro-relay is modelled using
an approximation for parallel and mutually interacting flows that is appropriate
to be validated within the SLS. The most efficient scheduler that complies with
delay sensitive applications (such as in CIMC applications) when traffic is hetero-
geneous needs to offload the packets among CA nodes. The SLS demonstration of
this TE appeared in [23].

1.3.2 Additional DIWINE technical elements

Non-cooperative compute-and-forward strategies treated in Section 3.1 deal with
outage probability caused by local optimisation of computation rate at each relay.
We propose new non-cooperative techniques on how to choose the desired equa-
tions and enforce linear independent equations at the destination. This allows to
solve the optimisation problem in a localised and distributed manner.

Multilevel lattice network code design framework based on an algebraic construc-
tion called Elementary Divisor Construction (EDC) which subsumes commonly-
used Constructions A and D is described in Section 3.2. It enables a multilevel
lattice construction which allows higher rate lattice codes (and hence also CaF
schemes) to be implemented without using higher order codes, which would re-
quire much more complex decoders. Alternative decoding algorithms are also de-
scribed.

Network transfer function and stage scheduling are developed in Sections 4.1 and
4.2. In order to properly design the NCM transmitted by network nodes and the
relay processing, a formal description of the global network processing function is
required. Any practical implementation also implies the half-duplex constrained
relays which imposes the network to work in multiple stages. A polynomial based
formalism defining the Hierarchical Network Transfer Function (H-NTF) captures
all phenomena related to the stage dependent transmit and receive activity over
the network. A half-duplex stage scheduling algorithm is developed using the
polynomial formalism of H-NTF.

n-largest eigenmode relaying techniques are introduced in Section 5.1 to guarantee
capacity-achieving transmission in the relay nodes. The performance of a dual-
hop amplify-and-forward MIMO relay network wherein the relay node has access
to partial channel knowledge is studied. It is pointed out that relays with multiple
antennas are an essential part of advanced communication systems, in particular,
dense networks such as the DIWINE cloud and that due to the dense nature of the
network, assuming perfect channel state information is unrealistic in practice.

DIWINE D4.03



18 1 Introduction

Successive decoding in WPLNC systems presented in Section 6.1 discusses the prob-
lem of interference cancellation in WPLNC systems, where only a function of user
data can be decoded instead of separate user data. We show that that even in this
case the knowledge of hierarchical data can be efficiently exploited in the decoding
process to significantly reduce the impact of interfering signal on the subsequent
decoding operations in WPLNC systems.

Hierarchical interference cancellation using successive CaF decoding is addressed
in Section 6.2. This technique allows increasing the number of degrees of freedom
in lattice misalignment equaliser while using all available hierarchical (many-to-
one function) auxiliary equations. This technique is not constrained to use only
integer linear map combinations and allows more freedom in choosing a given de-
sired codeword map (equation) at the relay in a complicated multi-stage network.

Hierarchical pairwise error probability reported in Section 7.1 provides an essen-
tial tool allowing to design practical optimised coding schemes. It reveals the con-
nection between the performance and the decoding metric that is directly related
to the codeword and/or constellation properties. Unlike for the single-user case,
the hierarchical pairwise error probability reveals a complicated dependence on
the structure of the hierarchical codeword/constellation.

Complex low density lattice codes and their application to lattice network coding is
described in Section 8.1. Complex low density lattice codes, unlike other lattices,
are designed directly in the complex Euclidean space, and defined by a generator
matrix whose inverse in sparse. It may therefore be decoded using a message-
passing algorithm, similar to the decoding algorithm for LPPC codes. The section
describes practical codes and decoding algorithms, and gives simulation results for
example codes.

Convolutional lattice encoding and decoding isinvestigated in Section 8.2, emphas-
ising on constructing lattices from convolutional codes based on Construction A
and D and analysis of the error performance. We show that practical implementa-
tion of physical layer network coding using CaF in dense relay networks requires
practical lattice codes with reasonable decoding complexity. The focus is on lattice
decoding methods that exploit the trellis structure of the lattice, ensuring afford-
able complexity in dense relay networks.
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2 Layered NCM for partial HSI scenarios
i»g

2.1 Superposition constellation design

The WPLNC techniques exploit the inherent nature of wireless channels to improve the
performance of wireless communication systems. Unlike conventional network coding,
in WPLNC the transmitted signals constructively interact directly in the constellation
space, thus inducing specific requirements on the source constellation design. Suitable
multi-source constellations should enable direct decoding of WPLNC functions of user
data (from the observed superimposed constellations at receiving nodes) and simultan-
eously they should allow delivery of partial information to nodes with worse channel
conditions (exploiting the natural broadcast property of wireless channels). Source con-
stellations possessing both the aforementioned attributes simultaneously can be desir-
able in a WPLNC-based system, and thus proper constellation design can become a re-
latively challenging task. In this report we focus on this problem and we introduce a
systematic constellation design algorithm for a 5-node Wireless Butterfly Network (WBN)
with WPLNC processing, where the basic principles of multi-source constellation design
for WPLNC systems can be demonstrated. We show that the proposed constellations
outperform the conventional approaches over the whole range of SNR conditions in the
system.

2.1.1 Introduction

The invention of WPLNC techniques has indeed provided a means for a significant en-
hancement of wireless system performance [21,24]. However, WPLNC processing has
also revealed several non-trivial research problems which do not have their counter-
parts in conventional point-to-point or multi-user systems, like the sensitivity to chan-
nel parameterisation [8,9,25,26] or challenging multi-source transmission synchronisa-
tion [27-29]. Furthermore, the specific characteristics of WPLNC systems also call for a
novel constellation design.

WPLNC relaying techniques exploit the inherent superposition nature of wireless chan-
nels to enable direct decoding of specific WPLNC functions of user data from the received
(superimposed) signals [1,30]. In addition WPLNC aims to exploit the specific broad-
cast property of wireless channels [24] to reduce the consumption of channel resources.

DIWINE D4.03



22 2 Layered NCM for partial HSI scenarios

dj d;

d; d;

N Ne——] s
d; d

d dj

Figure 2.1: Symmetric WBN model with half-duplex constraint. In the first step (Multiple
Access — MA) the relay R receives a noisy superimposed constellation x =
harsa+hprsp+wg, while destination D 4 (respectively D) overhears z4 =
hpasp+w (respectively 25 = hapsa+wpg) from the source Sp (respectively
S4). Scalar complex channel coefficients h;;, i,j € {A,B,R}, i # j are
assumed to be constant during the communication round and known at the
respective receiving node. Zero mean i.i.d. complex Gaussian noise sample
w;, i € {A, B, R} has variance o?. Source constellations have unit energy per
symbol and consequently the source—relay MAC channel ((S4, Sg) — R)
has SNR yyac = 1harl’/o2 = |hBrl*/52, the unintended source—destination
(HSI) channels (S4 — Dp, Sp — D) have SNR yygp = 1h8al*/02 = |hasl®/s2,
and the relay output broadcast channel (BC) has SNR ypc = lhral’/s2, =

h 2/ 2
| RBI UR'

Source constellations possessing both the aforementioned attributes® simultaneously can
be desirable in a WPLNC-based system and thus a proper constellation design can become
a relatively challenging task.

In this report we focus on the constellation design problem in the 5-node Wireless Butter-
fly Network (WBN), see Figure 2.1, where the basic principles of multi-source constellation
design for WPLNC systems can be demonstrated. We provide the following results and
contributions:

1. We introduce a systematic constellation design algorithm, capable of producing a
suitable constellation for arbitrary channel conditions in WBN.

The ability to compose a suitable superimposed constellation at a receiving node (allowing direct decod-
ing of specific functions of user data) and the ability to respect the broadcast nature of wireless channels
(allowing delivery of partial information to nodes with worse channel conditions).
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2. We analyse the performance of the proposed constellations and we compare it
with the state-of-the-art constellation design.

3. We provide SNR mapping regions, defining the optimal (in the sense of overall
throughput) constellation design parameters for adaptive WBN relaying.

4. We compare the numerical performance results with a real-world HW evaluation.

2.1.2 WPLNC relaying in wireless butterfly networks

We assume a symmetric WBN model [4,31] with a half-duplex constraint (see Figure 2.1).
Since the direct channels between the intended source—destination pairs are not avail-
able, the help of the intermediate relay node is necessary to enable end-to-end communic-
ation. In this section we focus on the constellation design for an uncoded system?. The
signal space representations of the transmitted channel symbols in the uncoded system
are directly s, = A% (dy), sp = AZ (dp), where A’ (.) is the memoryless constellation
mapper and d; is the source i € {A, B} data symbol.

Each communication round can be divided into two steps. In the first step both sources
Sa, Sp simultaneously transmit their signal to the relay, while their transmission is
overheard by the "unintended" destinations (S4 — Dp, Sp — D4) due to the broad-
cast nature of wireless channels. Even though the overheard information does not carry
the desired data for the respective destination, it can be efficiently exploited to enable
WPLNC-based processing in WBN [4]. Since the WPLNC-encoded signal is sometimes
denoted as the hierarchical signal [1], we denote this overheard "complementary" inform-
ation as the Hierarchical Side Information (HSI) [31].

The relay performs WPLNC-based decoding [1] of the received signal and broadcasts the
decoded WPLNC (hierarchical) information as sz to D4, Dp in the second step. Both
destinations are able to decode the desired data using the relay’s (hierarchical) signal
and the HSI that it overhears, if proper WPLNC processing is employed in the system.

A suitable information-theoretic relaying strategy (based on the Superposition Coding
(SC) [32,33]) for WBN was proposed in [4,31]. The fundamental idea of the SC approach
is to split each data symbol d; at source i € {A, B} into the basic d? = [}, ..., d0 . ]
and superposed dj = [d, ..., d\ _,| parts (df,, € {0,1}, k € {b, s}) and process each
of the resulting data streams separately throughout the system. A simplified description
of the SC-based relaying in an uncoded WBN system is summarised in Table 2.1 and
depicted in Figure 2.1.

?In Section 2.2 we show that an arbitrary binary error protection code can be readily used with the
proposed constellations in a practical system.
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24 2 Layered NCM for partial HSI scenarios

Step 1: Source transmission

« Source S;, i € {A, B} maps its data symbol d; = [d}; d;] into a
(Ny + Nj)-bit superposition modulation symbol

si=Ag ([di;d]) (2.1)
« S4, Sp simultaneously transmit their signals to the relay and unintended
destinations (Figure 2.1).

« Relay receives
x = hapAl ([dix% dixD + hprAL ([d%5 dsB]) + wg (2.2)
and decodes [d%;d3; f(dY%, d%)], where f is a hierarchical WPLNC
function [1].

+ Dj receives

zj = hy AL ([d%df]) + w;, (2.3)
where i, j € {A, B}, i # j and stores the signal for further processing.

Step 2: Relay broadcast

« Relay sends 2N, + Nj-bit modulation symbol to both destinations:
sp= A ([d3; g f(d), db)]) - (2.4)

+ D; decodes:
- [ds;d3; f(dY, d%)] (from the relay signal (2.4))

- d? (from the stored signal z; (2.3), after interference cancellation of
known df)

- dg’- (from d? and f(d%,d%), using a standard WPLNC decoding [1])

» D; merges dg’- with dj to obtain [d?‘; dﬂ

Table 2.1: SC relaying scheme in uncoded WBN.

D4.03 DIWINE



2.1 Superposition constellation design 25

2.1.3 Superposition modulation design

A direct implementation of a practical modulation-coding scheme based on the SC ap-
proach is unfortunately non-trivial. The simplest approach is to firstly design a suitable
constellation mapper A’ (including proper bit-mapping) which produces the output con-
stellation symbols s; = A’ ([df; df]), s; € C! and then append individual error correc-
tion encoders separately for basic and superposed data streams.

Since an arbitrary error protection code suitable for single-user channels can be readily
used in this case, we focus on the design of the constellation mappers A%, AZ.
follow the basic idea of Superposition Modulation (see e.g. [34] and references therem) to
produce the output constellation as

Ny—1

s = Ay ([d% d%]) Z Ly(2d; — 1)+ Y Lh(2d), — 1), (2.5)

where L, L$ are the scaling coefficients.

Generally in superposition modulation [34], the scaling coefficients L’ L* (2.5) are
taken from the set of complex numbers, which allow the joint optimisation of both the
power level and signal space angle of the resulting constellation points. In this report
we follow a slightly simplified approach, and we choose the scaling coefficients L°, L3
from a set of purely imaginary or real numbers.

As shown in Table 2.1, the basic and superposed parts of the source information are pro-
cessed in a different way through the system, and hence we will discuss the constellation
design for these two specific information streams separately. We briefly introduce the
incentives and main ideas of the design for the superposed and basic parts, and then we
summarise the complete multi-source constellation design in a systematic algorithm.

Constellation design: Superposed part

The superposed information given by d%, d% has to be jointly decoded by the relay
(Table 2.1), and hence a source constellation avoiding all potential overlaps in the super-
imposed constellation (observed by the relay node) is desirable. In an AWGN channel
(hagr = hpr = 1 in Figure 2.1) this can be simply achieved by mapping the information
bits to the real-valued ASK constellation at S4 and purely imaginary-valued ASK con-
stellation at S (or vice versa). The resulting superimposed constellation at the relay will
then form a regular QAM superimposed constellation without any overlapping of con-
stellation symbols. This can be easily achieved by setting the coefficients’ as L5, , = 2"
and Ly, =j 2™

A smaller average number of nearest neighbours in the resulting constellation at the unintended des-
tination can be achieved by altering the real and imaginary domains between the consecutive scaling
coefficients at S4, Sp.
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Figure 2.2: Source constellation design example for N, = 2, Ny = 1. Resulting constel-
lations are depicted as blue circles (54 output constellation), red circles (Sp
output constellation) and squares (received superimposed constellation at R).
Hierarchical function is f (dl;‘, dl]’g) =d4 o dj.

Constellation design: Basic part

Unlike the superposed part, only a specific WPLNC function of the basic information
d%, d% has to be decoded by the relay (Table 2.1), and hence some overlapping of sym-
bols in the superimposed constellation (observed by the relay node) can be allowed*.

More precisely, two (or more) pairs of basic information symbols (dﬁ,, d%) , (d’ ?4, d’ %)

can be allowed to fall into the same point in the superimposed constellation:
sa(dy) +sp (dY) = sa (d”g) +sp (d’%) , (2.6)

iff they belong to the same WPLNC function output, ie. iff f(d%,d%) = f(d’%,d’%).
In this case the overlapping symbols produce the same hierarchical output, which can
be successfully resolved by the destination, if a matching HSI information is available
(Table 2.1).

The particular choice of the scaling coefficients Lﬁm, L%m depends on the particular
choice of the hierarchical WPLNC function. In the following subsections we discuss the
modulation design for two common choices of WPLNC function, namely the bit-wise
XOR [21] and Modulo-sum [35] operations.

#This in turn results in a superimposed constellation with improved Euclidean distance properties.
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Bitwise-XOR hierarchical function. Suitable overlapping of constellation symbols
at the relay is provided by letting both sources transmit at the same level, i.e. L, , = LY ..
It can be easily shown that if these coefficients are chosen as LY , = L}, = 3121 (for
evenn) and LY, = L = j3/2 (for odd n), the received superimposed constel-
lation at the relay will have overlaps only among the constellation symbols (dlj‘, d%),

(d’ bd %) which have the same hierarchical WPLNC output i.e.

f(dy,dp) = f(d,d'p) = d)y @ dj,

where @ is the bit-wise exclusive OR operation.

Modulo-sum hierarchical function. The specific constellation indexing proposed in
[35] enables decoding of the Modulo-sum® hierarchical function from the superimposed
constellation observed by the relay. This allows us to choose the coefficients as L% , =
L, =2/ (for evenn) and LY, = L%, = j2l"/2! (for odd n), which would not be
possible for the bitwise-XOR hierarchical function®.

Systematic constellation design algorithm

The constellation scaling principles for the basic and superposed parts can be combined,
if the scaling coefficients of basic information streams (L?) are pre-scaled by a factor 2V
to ensure that they lie above the largest scaling coefficient of the superposed part. This in
turn allows to design a multi-source superposition modulation (possessing both desired
properties) for arbitrary N,, N, or, equivalently, to design the constellation mappers
A4 (.), AB (.) for arbitrary quality of HSI channels in WBN. The proposed systematic
constellation design is summarised in Algorithm 1. An example design of source con-
stellations for IV, = 2, N, = 1 is presented in Figure 2.2.

2.1.4 Performance analysis

For the sake of simplicity of the theoretical performance analysis, we assume that all
channels in WBN are AWGN, i.e. h;; = 1fori,j € {A, B, R}, i # j. We will evaluate
the throughput given by (N, + N,)- (1 — P¥ER) where P'ER denotes the frame error
rate. Due to the system symmetry we evaluate the throughput of S4 — D 4 only. We set
the frame length to M = 768 symbols and the relay output mapper A% will be defined
as a conventional (2™ 72"+)-QAM constellation.

SFor the purpose of this report, the Modulo-sum function is defined as f (d%, d%) =
Dt ([SD (d%) +D (d%)] mod 2Nb), where D (d) represents a decimal integer representation of
a binary vector d and D~!(m) represents a binary vector representation of a decimal integer m.

5We will show that the system with Modulo-sum hierarchical function potentially outperforms the sys-
tem with bit-wise XOR function. However, unlike the bit-wise XOR, implementation of error correction
coding could become quite challenging for Modulo-sum mapping at the relay.
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Algorithm 1 Constellation design for fixed N, N.

1
2

3:

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

22:

23:
24:

R S A A

: Input: (N, Ny)
: forn € {0,..., N, — 1}
n 2" Ly, < 2", foreven n
An < J2" Ly, < 2" foroddn
end
: forn e {0,...,N, — 1}
switch hierarchical function f:
case "bitwise-XOR":
Ly, =1L, < 2" .3"2 forevenn
L?q,n = LIJ)B’,n < j2Ns . 31"2] for odd n
case "Modulo Sum":
Lf’&n = L%jn ¢ 2Ns . 2l"2] for even n
Ly, =1Lk, «j2N- 2" for odd n
end
end
for ny € {O, Ny — 1}, Ny € {O,Nb - 1}
st,m - Lf,m <2din1 o 1)
st =1Lt (2d,, —1)
end
0 = 3 (L, )P+ 2 (L)

end
Output: Constellation alphabets A%, AZ.

fori € {4, B} andVd,; = [d};d;], &},,, d;

> "superposed levels"

> "basic levels"

n €{0,1}:

> "norm. coefficient"

si=Al([dhd5]) =a! <Zgi§1 Sin Tt St sfyn> > "const. symbols"
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Throughput analysis

Since all constellations points lie on a regular QAM grid, it is straightforward to eval-
uate the exact Symbol Error Rate (SER) for all channels analytically. The symbol er-
ror probability PSFR can be approximated’ by its upper-bound® PGSEFB{ =1-((1-
PMAC) (1 — PHST) (1 — PBC)), where PMAC, PHS and PBC are the probabilities of symbol
error in the MAC, HSI and BC channels (respectively). Since the system is memoryless,

the overall FER is given by P*ER = 1 — (1 — PSER)M which can be approximated by
P,f M=1-(1- S%%)M . Nearest neighbour pairwise error approximation can be used

for an efficient error rate evaluation.

To compare the performance of the proposed constellations, we evaluate analytically the
lower-bound of the throughput as Trg = (N, + N) - (1 — PIg) for fixed Yvac, V80
as a function of ~g;. We analyse all permissible constellations for N, + N, = 2 (see
Figure 2.3) and compare their performance with the throughput 7, of the reference
‘conventional" multi-user detection with regular QAM constellation (see Figures 2.4, 2.5
and 2.8, 2.9). The hierarchical function was set to the bit-wise XOR f (dfﬁl, d%) =d% @
d% in all relevant examples. In addition, the analytically evaluated throughput (lower-
bound) we also include the result of a numerical Monte-Carlo evaluation of throughput
Tiim over a 10* frames in all four figures. For N, # 0, the lower-bound 713 is relatively
tight in all cases, and hence it provides a reasonable approximation of the numerically
evaluated throughput 7.

The reference scenario with 4-QAM fails to provide a non-zero throughput (7}¢) in the
whole range of analysed SNRs in all four plots®. For (N,, N;) = (2,0) the proposed
constellations are identical to 4-ary constellations used for conventional WPLNC, see [9].
However, conventional WPLNC requires perfect HSI to enable the decoding of WPLNC
functions at destinations, limiting its operation to high vyg; regions in WBN. On the
contrary, the novel proposed constellations provide a non-zero throughput even in the
low-to-medium SNR region of HSI channels. The resulting SNR and throughput gains
are highlighted in Figures 2.4, 2.5 and 2.8, 2.9.

SNR mapping regions

As shown in Figures 2.4, 2.5 and 2.8, 2.9 the throughput of the system depends heavily on
the actual SNR conditions. This observation calls naturally for an adaptive constellation
design. The proposed constellation design (Algorithm 1) can be readily used in this case,

"Unless stated otherwise, we consider the error probability of the overall single-user transmission chain
S ‘4 — Dag.

The evaluated Pfgg is an upper-bound of PSR, since an error in MAC/BC channels does not neces-
sarily induce an error in the overall communication chain. This is especially true if the error occurs in
the superposed bits d% used for interference cancellation processing at D 4.

°This is a direct consequence of the fact that the resulting superimposed constellation have too many
overlaps, preventing successful multi-user decoding of both of the separate user data streams.
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if an optimal (in the sense of maximal throughput) choice of N}, N, for given SNR con-
ditions is provided. We introduce these optimal SNR mapping regions for the case where
the relay—destination channels throughput is limited by the maximum number of bits
which can be reliably transmitted from the relay node to both destinations'® (V. = 8 in
our case). The optimal SNR mapping regions, including the resulting throughput for the
optimal choice of (IV,, N;), are shown'! in Figure 2.6 (respectively 2.7) for the bit-wise
XOR (respectively Modulo-sum) hierarchical functions. The particular pairs of Ny, N;
achieving the maximum throughput for a given SNR are highlighted in both figures.

2.1.5 Hardware implementation

In addition to the analytical and numerical Monte-Carlo evaluation of throughput, we
validate the results of Figures 2.8, 2.9 in a real-world setup. The hardware performance
is evaluated using Ettus Research Universal Software Radio Peripherals (USRPs) which
are computer-hosted SDRs. For a more detailed description of the HW setup please see
the DIWINE deliverable D5.42.

In the USRP results the HSI is passed via UDP such that the HSI SNR can be strictly
controlled by adding noise. This also avoids the issue of node visibility where direct
links S4 — D4 and Sp — Dp exist in the laboratory environment. The throughput
evaluated by the HW real world setup Tyggrp is shown in Figures 2.8, 2.9, including
the comparison with the analytical lower-bound 71 5, Monte-Carlo evaluation 7};,, and
reference scenario 7. Extremely close agreement can be seen in all cases.

2.1.6 Discussion, conclusions and future work

We have proposed a systematic algorithm for the design of two-source constellations in the
5-node WBN. Algorithm 1 is capable of producing a multi-source constellation for HSI
channels of arbitrary quality in WBN. We have shown that the proposed constellations
outperform the conventional approaches over the whole range of SNR conditions in the
system.

The particular SNR mapping regions, suggesting the optimal choice of the superposition
modulation parameters N,, N, (Table 2.1) were identified, providing a valuable tool for
the adaptive constellation design in WBN. Even though we have focused on the pure
uncoded constellation design, the proposed constellations can be readily combined with
an arbitrary binary encoder, thus providing additional protection against transmission

9This in turns imposes a limit on the choice of N}, N, since NN, has to be greater or equal than 2N, + N,
(see Figure 2.1 or Table 2.1) to enable successful decoding of relay information at both destinations.

" An analytically evaluated lower bound (Section 2.1.4) was used for the throughput evaluation in this
section due to the numerical complexity of the Monte-Carlo simulations. To further simplify the eval-
uation, we assume an error-free BC channel PeB € —=0for N, <8.
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errors. The viability of the proposed constellation design was verified in a real-world
HW setup, based on Ettus Research USRPs.

In the next section we show how the error-protection coding can be implemented into
the proposed constellation design to provide a reliable adaptive coded modulation pro-
cessing for practical wireless systems.

2.2 Channel coding extension for the superposition constellation
design

In this section we show that forward error correction (channel coding) can be readily
appended to the the constellation designed by the Algorithm 1 to provide a reliable
physical-layer processing for communication in a real-world environment.

Since it is more straightforward to design a binary channel coding scheme, in this section
we discuss the channel coded adaptive modulation scheme for a bit-wise exclusive-or
(XOR) WPLNC function (f(d%,d%) = d’% @d%, where @ is the bit-wise XOR operation).

Note that the presented scheme forms the cornerstone of the SMN HW demonstrator
evaluation, as reported in [D5.42].

2.2.1 Introduction

We have shown that Algorithm 1 is a strong tool for the design of source constellations
suitable for arbitrary channel SNRs in the WBN system. However, even though the
proposed constellations provide promising performance in the uncoded scenario, the
extension to a coded system is desirable for practical wireless applications.

Considering the communication in uncoded WBNs (see Section 2.1), there are many
ways to improve its reliability through channel coding. In this section we introduce one
particular solution, based on the assumption that each source node splits its data into the
basic and superposed part and then encodes these parts separately by two constituent
channel encoders'®>. We believe that this approach provides the best insight into the
channel-coding extension of WBN systems, and hence we focus on its development in
the rest of this section.

2In a more general approach, each source data word is split into N}, + N parallel data sub-words that
are encoded separately using the principles of multilevel coding, see [36]. However, the development
of a general multilevel coding scheme for WBN is beyond the scope of this report.
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2.2.2 Per-link channel coding scheme for symmetric WBN with superposition
modulations

In general, it is desirable to protect all individual transmissions in the system with error
correction coding®®. Accordingly, the relay node has to decode the desired data (includ-
ing the particular WPLNC function) from its observation and then it should perform
an additional re-encoding in order to protect the subsequent relay—destinations trans-
mission. The resulting channel coding scheme (see Figure 2.10) is introduced in the
following text.

Source processing

Source Sy (likewise for Sp) wants to transmit a binary data word D 4 of length |D 4| =
|Dp| = kp to its respective destination D 4. Each data word D 4 is split into the basic
and superposed part (similarly as in the uncoded case), i.e.:

_ b s1 b b b S s S
DA - [DA7 DA] - [ A0 dA,l? te dA,k]b:)fl? A0 dA,l? T A,kEflL

where dﬁm, dy,, € {0,1} and k%), k%, are the lengths of the basic and superposed data
sub-words DY, D? (respectively).

Subsequently, individual DY, D are encoded by two separate linear binary encoders
Cp(+), Cs(+) (assumed identical at both sources), producing the constituent codewords
as:
eb<Dl:4) = Cb = [CZ;X,O7 Cil,l? ce 7CZ:4,N—1]7 (2'7)
GS(DZ) = Cil = [CSA,O> Cil,l: SR 7Cf4,N—1]> (2.8)

where N is the number of codeword symbols (equivalently the number of channel uses
required to transmit the codeword) and

b b b
Caj = [Chjor > Cagny 1) (2.9)
CZJ. = [CZJO, Ce ’Ci\JNS_J (2.10)

are codeword symbols of length N, (respectively N;) bits. The dimensionality of binary
codewords is thus |CY | = |CY| = nl, = N N, |C4| = |C5| = ng =N N,

The constituent codewords C%, C% are then forwarded to the joint constellation mapper

A4 (.) (provided by Algorithm 1), which produces a sequence of (N, + Nj)-bit constella-

tionsymbols s ; = A% ([chy, ;i Ch, j] ). Note that in the encoded system it is the codeword

13 Alternatively, a primitive end-to-end coding scheme can be designed, performing the channel coding
solely at sources S4, Sp and channel decoding (potentially computationally intensive) solely at destin-
ations D 4, Dp, while leaving the relay R to operate on a symbol-by-symbol basis (as in the uncoded
system). Unfortunately, this approach is only sub-optimal, as in this case the particular transmissions
on source—relay and relay—destination channels are not individually protected by channel coding.

D4.03 DIWINE



2.2 Channel coding extension for the superposition constellation design 39

symbols that are mapped to the desired constellation (instead of data symbols), but since
|| = |c%| = Ny and |c| = |cf5| = N, it is sufficient to formally substitute the code-
word symbol ¢; = [c!; cf] for the data symbol d; = [d?; df] in Algorithm 1 (lines 16, 22).
The resulting constellation symbols are successively transmitted by S4 (simultaneously
with sp j from Sp) towards the relay node.

Relay processing

The crucial part of the encoded WBN system processing is based at the relay node.
Like the uncoded case, the relay has to decode jointly the superposed data sub-words
(D%, D%) along with the WPLNC function of basic data sub-words (f (D%, D%) = D% ®
DY),

Whilst both D?, D% can be decoded straightforwardly by the relay (using conventional
single user decoders C; '), the fundamental question is how to decode the WPLNC func-
tion f(D%, DY) since both DY, DY are encoded separately at sources S4, Sp'*. Fortu-
nately, as proven in [1], the WPLNC function f(D%, D%) can be decoded directly from
the relay observation, if the particular source data words are encoded by the same linear
encoder C;. The linearity of the code then implies:

e, (f(DY,D%)) = ¢, (DY & DY)
= (DY) @ Cy(DY)
= Ch @ Ch, (2.11)

where Cb @ C% again is a valid codeword, and hence the WPLNC function f(DY, D%)
can be decoded directly from the relay observation (using a conventional single user
decoder C; ).

After decoding all required data streams (I s ]553, f (DY, DY%)), the relay creates a joint
data word Dy, = [D%, D%, (D%, D%)] and re-encodes it as

GR(DR) =Cpr= [CRp, CRrR1y--- aCR,N—l]

. The encoded data are then mapped to the output 2V?-QAM (where Ny = 2N, + N})
constellation symbols sp ; = A (c,;), j € {0,1,...,N — 1} and broadcast by the relay
to both destination nodes.

“Note that separate decoding of DY, D% and subsequent evaluation of f(DY%,D%), i.e. conventional
joint/multi-user decoding concatenated with traditional network coding [37], can significantly limit the
performance of the system [1].
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Figure 2.10: Relaying scheme in the encoded WBN system. SODEM stands for a soft-
output demodulator, IC is the interference canceller. The channel en-
coders/decoders which are appended to the uncoded system are emphasised.

Destination processing

Similarly as in the uncoded case, destinations D4, Dp firstly store the signal received in
the MA phase, and then, after decoding the relay data word Dy (from the signal received
in the BC phase), both destinations can perform IC to remove the unintended superposed
codewords from the MA phase signal to get the desired HSI and then finally recover the
desired data (see Figure 2.10 for the details).

2.2.3 Analysis of transmission rates

The last step in the design of a feasible modulation-coding scheme for WBN (see Fig-
ure 2.10) is to identify the range of permissible transmission rates for the basic (1), su-
perposed (rs) and relay output (rg) data streams. To achieve this goal, we analyse the
Constellation Constrained (CC) capacities [38] of the proposed source constellations, in-
cluding the CC capacity of the conventional relay output 2V#-QAM alphabets (used in
the BC phase of communication).

The transmission rates are defined in bits per channel use, and hence r; = N;-kb/ni,
where NV; is the number of bits per channel symbol/use in the data stream i, i € {b, s, R}.
In accordance with the definition of source and relay codewords, we assume that each
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communication round requires 2N channel uses, where the length of both MA and BC
phase is set to N channel uses. Note that the assumption that BC and MA phases have
identical length is generally only suboptimal, see [24,31], but nevertheless it is a common
assumption in practical systems, and hence we limit our attention to this particular case.

Relay observation

After splitting the source data streams, the whole system can be interpreted as a 4-user
system where the relay has to decode the data D%, D%, f(DY%, D%) from the virtual 3-
user (S5, S%, SY% ) multiple-access channel observation (see Figure 2.10). Unfortunately,
since one of the users (SYp) is only virtual, we cannot simply claim that the region of
achievable rates in this virtual channel can be derived directly from the conventional cut-
set bound analysis, see [32,39,40], but a careful information-theoretic analysis would be
required to identify the exact rate region. However, such analysis is far beyond the scope
of this report, and hence, for simplicity reasons, we only conjecture that the eligible
source rates (3, 1) are limited by the conventional CC multiple-access capacity region',
which can be defined by the following set of mutual information 7(.;.):

27"3 + 1y, < (¢, ¢, f(chy, ch)), (2.12)
< I (w5 ¢y, eyl f(cy, €p)), (2.13)

re + 1y < I(w;chy, fch, ch)ley), (2.14)
re + 1y < I(x; %, (CA,CB)|CZ), (2.15)
< I(x;¢hley, f(ch, cp)), (2.16)

< I(x;cpley, £l cp)), (2.17)

ry < I(w; f(c, c%)|cs, c5), (2.18)

where (2.12), (2.13)-(2.15) and (2.16)-(2.18) are the corresponding third, second and first
order cut-set bounds (respectively). As we show later, the CC MAC region (as defined
by (2.12)-(2.20)) provides a reasonable estimate of the maximal achievable source trans-
mission rate pair (1, r5) in WBN.

Now, since the superposed data sub-words D%, D% are mapped to orthogonal ASK sets
(Algorithm 1), the 2nd order cut-set bound I(x ¢y, ch|f(ch, c)) (2.13) is equivalent to
I(x;csy|c, f(ch, cB)) +I(z; cglcy, f(c%, c%)) (defined in egs. (2.16) and (2.17)), which
can be proven easily by the chain rule for mutual information of orthogonal signal sets
(see [32]). Moreover, due to the assumed WBN system symmetry, the cut-set bounds
defined in equations (2.16), (2.17) are identical, and the same is true for the pair of cut-
set bounds defined in (2.14), (2.15). Consequently, the CC multiple-access capacity region
is completely defined by the four inequalities in (2.12), (2.14), (2.16) and (2.18).

For a detailed discussion on the cut-set bound evaluation of MAC capacity regions see [32,39,40].
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Figure 2.11: Numerically evaluated cut-set bounds (mutual information for finite input
constellations) for (N, = 2, N; = 1) source constellations and 16-QAM at
the relay. The particular SNR conditions are available in the titles of both
sub-figures.

Effective HSI channels

In addition to the successful relay decoding, the transmission rate of the basic informa-
tion stream 1}, has to guarantee that the HSI (given by the unintended data sub-words
DY at Dy and DY, at D 4) can be decoded at both destinations (after perfect IC of super-
posed data codewords C? at Dy and C% at D4 from the stored MA phase signal). Note
that since we assume that the relay has already successfully decoded f(D%, D%) at this
step, it can be efficiently exploited in the decoding process, resulting in the following
upper-bounds on the source rate r:

ro < I(z)5; Y| f(ch, c%)), (2.19)
rp < (2l | f(ch. b)), (2.20)

where 2I{, 2IS are the efficient HSI observations (after perfect IC) at D4, Dp (respect-

ively) — see Figure 2.10. Both (2.19), (2.20) are identical in the symmetric WBN system.

Relay broadcast channel

The relay rate rp has to guarantee that its data word Dy = [D%,, D3, (Db, Db)] with
length |Dg| = 2k§,+kb = N(2r,+7;) can be sent to both destinations in N channel uses.
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In addition to this, to enable successful decoding of the relay data at both destinations,
the relay transmission rate r has to be below the CC capacities of the corresponding
relay—destination channels. Thus, the relay rate should be set to g = r}, + 2r, which
gives us the last two inequalities for 7, 7:

TR:2TS+Tb§[(yA;CR), (2.21)
TR = 27”5 + Ty S I(yB; CR), (2.22)

where both cut-set bounds (2.21), (2.22) are identical due to the system symmetry.

2.2.4 Transmission rate region for fixed source constellation

To identify the region (13, ) € RVo:Ns) of eligible transmission rates for a fixed ( Ny, N,)
source constellation, we can evaluate numerically’® the set of relevant cut-set bounds, i.e.
(2.12), (2.14), (2.16), (2.18), (2.19) and (2.21), for given SNR conditions in the symmetric
WBN system (ymac; YBc; Yusi)-

An example analysis of the source transmission rate region R>") for the (N, = 2, N, =
1) source constellation is visualised in Figure 2.11 for two different SNR setups. The
cut-set bound rate region RV»:"s) is emphasised by the shaded area and the rate pair
with maximal 7, + r; is identified in the figure. We have assumed that the source—relay
channels are AWGN (or equivalently that perfect source phase prerotation [11,41,42] is
implemented) in the numerical evaluation.

2.2.5 Performance of the adaptive encoded system

As shown in Figure 2.11, the performance of the encoded WBN system is, like in the
uncoded case, influenced by the immediate SNR conditions (given by vyiac, vsc, Yusi),
and hence an adaptive modulation-coding scheme is again of interest. However, before
we introduce the SNR mapping operation for the encoded system, we show that the
cut-set bound rate regions RV»Vs) (as introduced in the preceding section) provide a
reasonable approximation of achievable source transmission rate pairs in the symmet-
ric WBN system. In the whole section we assume (for simplicity reasons) that perfect
source phase prerotation [11, 41, 42] is implemented in the system, virtually reverting
the source—relay channels to the AWGN case.

1°The (conditional) probability density function p(z|c?, ¢, f(c%, c%)) which is required for the eval-
uation of particular mutual information in (2.12)-(2.20) can be obtained by a proper marginalisation
operation p(z|c%,cy, f(c4,c%)) = Pr {f(cig, c%)} . Zcz’c%:ﬂc%c%)p (x\cjl, ¢y, ch, c%), where
p(z|cs, ¢, Y, %) is the likelihood function. For more details on the evaluation of CC capacity for

finite input constellations see [1,39,40].
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Numerical simulation of encoded WBN system throughput

We implement all constituent channel encoders in the WBN system (see Figure 2.10)
as parallel concatenated turbo codes with random interleavers of length N' = 10° sym-
bols. By a proper puncturing [43] of the channel encoders’ outputs we are able to set
the source transmission rates (separately for the basic and superposed streams) to an
arbitrary value.

We set the initial source transmission rates to the maximum 7, + 7, € ROVoNs) (as
evaluated in Figure 2.11) and by proper adjustment of the puncturing operation we suc-
cessively decrease the source transmission rates 7, r; until the SER performance drops
to zero. As one can see in Figure 2.11, the achieved transmission rate pairs are relatively
close to the maximal permissible values, and hence we can consider the cut-set bound
rate region R(":Ns) (as discussed in Section 2.2.4) to be a reasonable approximation of
the achievable source transmission rate region.

Maximal throughput of the adaptive modulation-coding scheme

The source nodes S4, Sp in the adaptive modulation-coding WBN system has to be
aware of the particular mapping operation:

(Anac, dBc, Just) — (V' N25 ot el (2.23)

providing the set of optimal (in the sense of maximal throughput) constellation/encoder
parameters for the given SNR conditions (Ymac, YBc, Jusi).- Note that, in general, all
adaptive system parameters are functions of the actual SNR conditions in the system.
However, we mostly omit the explicit notation in the following text for a better readab-
ility.

The desired adaptive system parameters can be obtained in the following two-step pro-
cedure. First of all, we analyse the cut-set bound rate regions R(Np,N) (as discussed in

Section 2.2.4) to identify the maximal encoded system throughput TéNb’NS) for a fixed
source constellation (V,, N):

TéNb’NS)(VMAc, YBC, Yus1) =  max  (rp 4 7rs), (2.24)
rp,rs ERNb:Ns)
= 1y (Ny, Ni) + 13 ( Ny, Ny). (2.25)

Then, an exhaustive search over the constellation parameters /V,, N, can be performed
to find the maximum encoded system throughput 77 for the given SNR conditions

(YMAC, YBC, YHSI):

max NH7N.£I N 7Ns
TE™ (ymac, YBC, YHSI) = Té ’ = (ng%@()Tc(* ’ )» (2.26)
byiVs
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Figure 2.12: Maximal encoded system throughput 77** for 3¢ = 7.5dB and vpc
15dB.

where (N}!, NI} are the optimal source constellation parameters. The corresponding
optimal source transmission rates (2.25) are given simply by rj' = rP®(N1 NI, rIl =
,r,max(NH NH)

s b s/

The SNR mapping regions (including the throughput 75**) for the adaptive modulation-
coding scheme in WBN are evaluated as a function of y\ac, Yusr in Figure 2.12 for
vpc € {7.5dB, 15dB}. The optimal source transmission rates 1., r! of the basic and
superposed data streams are depicted in Figures 2.13 and 2.14, respectively. The optimal
constellation parameters (N}!, NI1) are emphasised in all figures.

As one can see in Figure 2.15, the increased reliability of transmissions on all individual
channels in WBN (as compared to the uncoded system) translates directly into a signific-
ant enhancement of throughput performance in the whole range of observed SNRs. This
observation justifies the viability of the proposed channel coding scheme (Figure 2.10).

2.2.6 Conclusions

In this section we have introduced a channel coding scheme for source constellations
designed in Section 2.1. Even in the uncoded scenario, the constellations designed in
Section 2.1 are able to significantly boost the WBN system throughput, and hence their
implementation could be interesting especially in some basic wireless networks, where
the channel coding operation is avoided due to simplicity requirements, e.g. sensor
networks. Furthermore, in this section we have shown that the proposed source con-
stellation design can be readily extended with appropriately designed channel encod-
ing/decoding operations, significantly improving the reliability (and maximum through-
put) of the resulting adaptive modulation-coding scheme.
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Figure 2.13: Optimal rate r;' of the basic data stream for ypc = 7.5 dB and ypc = 15dB.
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Figure 2.14: Optimal rate r!! of the superposed data stream for ygc = 7.5dB and ypc =
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Figure 2.15: Throughput enhancement AT = T5** —T g in the coded WBN system for
vpc = 7.5dB and yg¢ = 15 dB. Note that 0.75 < AT < 2 in the analysed
range of channel SNRs.

In future work, we would like to analyse the robustness of the proposed adaptive sys-
tem in a full HW setup, where the impact of several parameters (e.g. MAC channel
fading, asymmetry of channel gains, imperfect source phase pre-rotation or a direct
source—destination visibility) can significantly affect the system performance and pos-
sibly even require modification of the adaptive system design.
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3 Compute and forward based NCM

3.1 Non-cooperative CaF

Network coding has been a very promising topic since introduced by Ahlswede et al.
in [44]. The concept of network coding in wired networks is very well investigated
and first implementations for industrial usage are emerging [45,46]. Wireless networks
on the other hand are still subject of intensive research. The properties of the wireless
channel allow network coding on different layers. The superposition property can be
exploited by the relays and enables WPLNC. Since the introduction of physical layer net-
work coding [47], different schemes have been developed, e.g. [41,48-50]. A framework
that has drawn a lot of attention is compute-and-forward [22]. It uses lattice codes and
exploits their structure to allow the decoding of linear equations of codewords without
decoding the codewords themselves. This enables the relaying nodes to decode the equa-
tions at higher rates than it would be possible by decoding the individual messages, e.g.
by decode-and-forward. A further important advantage compared to e.g. amplify-and-
forward is the possibility to avoid noise accumulation, which reduces the performance
in large networks. Also this has a lot of advantages and high rates are achievable, this
comes with the need for network diversity. The final destination needs to collect enough
independent equations to jointly decode the transmitted data.

The performance of compute-and-forward highly depends on the alignment of the chan-
nel coefficients with the coefficients of the decoded equation. Several algorithms have
been proposed to solve for the optimal equation in terms of achievable computation
rate [51-53]. While most of these algorithms perform a local optimisation, they ignore
the network structure and the possible linear dependence of the equations at the final
destination. This will result in outages because the destination is not able to decode
the messages if it has not enough linear independent equations. This is a very serious
problem in real applications, especially in large networks with several hops because re-
transmissions from all sources to the destination are not applicable. The delay might
be extremely large and the signalling will pollute the network. This problem can be
overcome by allowing cooperation between nodes [53]. In realistic setups however, this
might not be applicable due to the large signalling overhead to allow this kind of co-
operation. Further, it is not very robust against channel state changes. Therefore, the
question arises if it is possible to exploit the network structure such that no cooperation
between nodes is needed except for a network initialisation phase.

In this section we introduce some non-cooperative schemes which enforce linear inde-
pendence of the decoded equations at the destination. We compare the performance of
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these schemes in multi-source multi-relay networks and show that correlation between
channel coefficients plays a crucial role. We find that correlation can decrease the achiev-
able sum-rate of compute-and-forward by 1.5 bit/cu whereas our proposed schemes are
robust against correlation and can achieve twice the sum-rate. The section is organised
as follows. We define the system model in Section 3.1.1 and introduce the different re-
laying schemes in Section 3.1.4. We discuss the performance of these schemes with the
help of simulation results in Section 3.1.5 and conclude this work in Section 3.1.7.

Notation

Let log*(z) £ max{0,log(r)} and F, a finite field of size p, where p is a prime. We
denote by 27 the transpose of vector z and by e; the unit vector with a one at position 4
and zeros elsewhere.

In the following we recall some lattice definitions that are used throughout the paper.
For further details on lattice codes see [17,48,54,55]. An n-dimensional lattice A C R"
is a group under addition with generator matrix G € R, ie. A = {Gc : c € Z™}. A
lattice quantiser is a mapping ()5 : R™ — A that maps a point z to the nearest lattice
point in Euclidean distance, i.e.,

Qa(w) = argmin [l — Al (3.1)

Let the modulo operation with respect to the lattice A be defined as [x] mod A = x —
Qa(x). We call V = {x : Qa(x) = 0} the fundamental Voronoi region of the lattice A
and denote by VolV the volume of V.

Two lattices Ac and A are called nested, if Ac C Ap. We call Ax the coarse lattice
and Ap the fine lattice. A nested lattice code £ is formed by taking all of the points of
the fine lattice Ap in the fundamental Voronoi region V¢ of the coarse lattice A¢, i.e.
L = Ap N'V¢. The rate of a nested lattice code is given by

1 1 VOIVC
= —log|L| = -1
" n og || n 08 VolV 5

. (3.2)

3.1.1 System model

We investigate an L x M relay network consisting of L source nodes, M relay nodes
and one destination node as depicted in Figure 3.1 and in more detail in Figure 3.2. Each
source node ¢ has a message w, that has to be transmitted to the destination node. Be-
cause there are no direct links between the source nodes and the destination, the trans-
mission has to use the help of several relays. For the ease of simplicity we assume that all
M relays are used. The relays can apply several relaying strategies which are explained
in detail in Section 3.1.4. The used relaying strategy is common to all relays and a system

D4.03 DIWINE



3.1 Non-cooperative CaF 51

Figure 3.1: System model of a L X M relay network
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Figure 3.2: System model of a L X M relay network

design parameter. We will investigate which relaying strategy is best to use for certain
system parameters.

We want to stress that we assume no cooperation between the relays because this would
drastically increase the complexity in realistic scenarios. The cost for network providers
in terms of infrastructure complexity is much less when the nodes are independent. For
example we have less signalling overhead. Further, node independence increases the
robustness of the network against topology changes.

We will focus our work on the communication between source and relay nodes and the
decoding at the relay nodes. There might be other layers or networks after the relays
which are beyond the scope of the investigation. Therefore, we assume that the channels
between the relays and the destination are bit-pipes with large enough capacity. They
are error-free and do not interfere with each other. This might be achieved by FDMA or
similar techniques.

3.1.2 General definitions

Definition 3.1 (Messages). Each source node ¢ chooses a length-k message vector w, €
]F’; iid. from a uniform distribution over the index set {1,2,...,2"Rd} Because we
will build linear combinations of these messages, we zero-pad them to a common length
k = maxy l{}g.

Definition 3.2 (Encoders). Each source node is equipped with an encoder,

& Fr — Ap NV, (3.3)
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that maps length-£ messages over the finite field to length-n real-valued codewords of
a lattice code L = Ap NV, ie. zy = E4(wy). Each codeword is subject to the power
constraint ||z,||> < nP. Therefore, A¢ is chosen such that the second moment of Ag
equals P.

Definition 3.3 (Channel model). Each relay receives a noisy linear combination of the
transmitted signals through the channel, i.e.,

L
Ym = Z hméxf + Zm, (3-4)
/=1

where h,,, € R are the channel coefficients and z,, is i.i.d. Gaussian noise, i.e. z,, ~
N(0,1,,). Let hyy = (hp, - - -, hour)T denote the vector of channel coefficients to relay
m and let H = {hy,,} denote the entire channel matrix. With this notation the m-th
row in H is hl.

Definition 3.4 (Desired equations). The goal of each relay is to reliably recover a linear
combination of lattice codewords

L
Uy = [Z amgxg] mod Ac. (3.5)
=0
The desired equation is represented by a coefficient vector a,, = (a1, - - -, amL)T.

Definition 3.5 (Message rate). The message rate of each source node is the length of its
message normalised by the number of channel uses,

k
Ry = f log, p. (3.6)

Definition 3.6 (Computation rate). The computation rate R(h,,, a,,) is achievable if for
any ¢ > 0 and n large enough, there exist encoders and decoders, such that all relays
can recover their desired equations with average probability of error ¢ so long as the
underlying message rates R, satisfy

Vee{l,....,L}: Ry < min R(hpy,an). (3.7)

Mgy 0 70

3.1.3 Decoding at the destination

The destination node receives M linear combinations of the lattice codewords from the
relay nodes, i.e.,
Yp = A z, (38)
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where # = (21,...,21)7 is the vector of transmitted lattice codewords from all source
nodes and
air a2 air
@21 a2 - A2L
A=1 | o . (3.9)
ami am2 QML

is the coefficient matrix of the linear combinations. Please note that the m-th row in A
is equal to the coefficient vector a,, of the linear combination decoded at relay m. The
destination can solve the system of linear equations in Equation (3.8) via matrix inversion
if the coefficient matrix A has full rank, i.e. rank(A) > m. Otherwise an outage occurs.

Definition 3.7 (Outage probability). The outage probability F,, is the probability that
the destination node is not able to decode each single codeword x, transmitted by source
node ¢, ¢ € {1,...,L}.

Definition 3.8 (Achievable sum-rate). The achievable sum-rate is defined as the good-
put of all source nodes to the destination,

L
Rsum - (1 - Pout) : Z RZ) (310)
(=1

where P, is the outage probability.

3.1.4 Relaying strategies

In this subsection we introduce the relaying strategies. All of them are based on compute-
and-forward as introduced in [22]. This means each relay decodes a linear combination
of lattice codewords with coefficient vector a,,. The achievable computation rate at relay
m is given by

1 1
R(hp,, ) = = logd | ——— |, 3.11
(s = 31085 (o ) B1)
where
Gep =1 —L-h hr (3.12)
CF — {LxL 1+P||hm||2 m! b, - .

Compute-and-Forward is able to achieve a high computation rate due to the fact that it
decodes a linear combination of messages and not each single message like for example
decode-and-forward. However, this does not take the network structure into account. In
a large network with multiple hops we get outages due to linear dependent equations at
the destination. Even for a single hop with multiple relays the outage probability is very
high (see Figure 3.3). This motivates us to modify the optimisation problem of finding
the best equation such that the network structure is exploited. Therefore, we introduce
some modified compute-and-forward schemes which differ in the way a,, is chosen.
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Figure 3.3: Probability of rank failure in classical compute-and-forward for 3 source
nodes and M relay nodes.

Classical compute-and-forward

With the term classical compute-and-forward we refer to the unaltered scheme intro-
duced in [22]. In the classical compute-and-forward scheme each relay solves the fol-
lowing optimisation problem individually to maximise the achievable computation rate,

REE = max  R(hm, am). 3.13
CF,m am€ZE\{0} ( ) ( )

This can be solved by several algorithms, e.g. [51-53].

Because we assume no cooperation between the relays, it is not guaranteed that the
relay nodes decode linear independent linear combinations. Therefore, the destination
node cannot always decode all codewords. The outage probability P, in this case is the
probability that the coefficient matrix A does not have full rank, i.e.,

P,y = Pr{rank(A) < m}. (3.14)

A possible method to reduce the outage probability is to decode only non-zero equations
an, [22, Sec. X]. However, this will significantly reduce the achievable rate and does not
guarantee zero outage probability.

In real world applications we have to ensure that the transmitted data is decodable at
the destination. In a point-to-point channel with outages this is usually done by an ARQ
protocol. In the compute-and-forward framework one would have to re-transmit the
codewords from all sources. In multi-hop networks this is usually not applicable due to
large delays and large overhead.

Single user decoding

By single user decoding we refer to a special case of compute-and-forward, where relay
m decodes the linear combination a,,, = e,,. This means each relay decodes only a single
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codeword and treats all other signals as noise. Because each relay decodes a different
codeword, it is guaranteed that the coefficient matrix A at the destination node has full
rank. Therefore, we do not have outages, i.e. P,,; = 0. However, this comes at the cost
of achievable computation rate because we choose a sub-optimal coefficient vector in
Equation (3.13). The achievable computation rate at relay m is given by

R = Ry €m). (3.15)

Subspace compute-and-forward

In the following we introduce subspace compute-and-forward. We reduce the feasible
set of possible coefficient vectors in the optimisation problem in Equation (3.13) for each
relay such that the subsets are linearly independent. We get the following optimisation
problem at relay m

R, = Inax R(Pmy @), (3.16)
where 8,, C Z%. For the construction of the subsets we restrict ourselves to the case
where L. = M, i.e. the number of relay nodes equals the number of source nodes. It
is obvious that in the case of M > L we get M — L linear dependent equations at
the destination which are not necessary for decoding. This becomes a problem of relay
selection and is beyond the scope of this paper.

Let B € Z"*L be a basis matrix for Z*. We define B,, to be a sliced version of B
containing only the first m rows of B. The subset §,, is then constructed by

S = {BZ:L Bm : ﬁm € Zmaﬁmm 7& O} (3-17)

The achievable computation rate at relay m is the solution to the following optimisation
problem

et = max, R(lm, By, fm). (3.18)
b me m
Brmm#0
which can be written as
R, = Jnax %1082; (W) ; (3.19)
’ m€E m * * m
BTIL"VL#O m SCF
where P
Gsegp = BwBY — ———— . B, h,h: BT, 3.20
SCF m 1+PHhmH2 m—m ( )

Please note that the optimisation problem has the same structure as the one for classical
compute-and-forward (see Equation (3.13)). If a sorted channel vector h,, is assumed,
then the constraint sets are also equivalent (see [51] for details). Therefore, we can use
the same algorithms to solve this optimisation problem.
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Hierarchical compute-and-forward

Hierarchical compute-and-forward has been introduced independently and from differ-
ent points of view in [56] and [57]. This scheme fixes the equations that are decoded
at each relay independently from the channel realisations. Therefore, the equation coef-
ficients can be chosen such that linear independence at the destination is guaranteed.
This comes at the price of a lower performance because the channel coefficients and
the equation coeflicients are not well aligned. The key technique used to improve the
performance is interference cancellation. The decoder at relay m decodes an auxiliary
equation a,, and subtract this from the received signal to create a new virtual channel

[ S (3.21)

The auxiliary equation has to be chosen such that the decoding performance of the de-
sired equation a,, is increased for this virtual channel. The coefficient 7 € R has to be
chosen such that the mean squared error between the virtual channel h.,, and the desired
coefficients a,, is minimised. To obtain the optimal auxiliary equation one has to solve
the following optimisation problem at relay m,

RgFCfn = max min{R(h,, an), :R(iLm, am)}, (3.22)
, ac

m

where A, = {am : R(hum, @) > R(hm, am)} is the set of all auxiliary equations which
improve the performance. So far the optimisation problem in Equation (3.22) lacks an
efficient algorithm to solve this problem. It is basically a combinatorial problem which
can be solved by an exhaustive search with high complexity.

Please note that hierarchical compute-and-forward can be combined with single user
decoding as well as subspace compute-and-forward to improve the performance of the
respective scheme. However, one has to keep in mind that this will increase the com-
putational complexity for solving the respective optimisation problems drastically and
might not be worth the performance increase.

3.1.5 Simulation results

In this section we provide simulation results showing the performance of the relaying
schemes introduced above. We use the algorithm in [51] to obtain the coefficients for
classical and subspace compute-and-forward. Further we use an exhaustive search for
hierarchical compute-and-forward. Please note that we measure the performance solely
in terms of achievable sum-rate. Some practical concerns about signalling overhead and
delay are already raised in Section 3.1.4. In addition to the non-cooperative schemes, we
also plot the achievable sum-rate for compute-and-forward with cooperation between
the relays as an upper bound. Therefore, we use the algorithm provided in [53].
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Figure 3.4: Achievable sum-rate for i.i.d. Gaussian channel coefficients. 10,000 channel
matrices per SNR value.

3.1.6 No correlation

In the following we compare the achievable sum-rate of the different schemesina 3 x 3
relay network, where the channel coefficients are ii.d. according to a Gaussian distri-
bution, i.e. A,y ~ N(0,1). As one can see in Figure 3.4 the classical non-cooperative
compute-and-forward scheme achieves approximately half a bit less sum-rate than the
cooperative scheme. The subspace compute-and-forward strategy performs well for low
SNR but losses its performance benefit in the high SNR regime.

The performance of hierarchical compute-and-forward highly depends on the chosen
desired equations as one can see in Figure 3.4 where we plotted the achievable sum-rate
for two different desired coefficient matrices, i.e. A = I343 and

110
A == AHCF == 0 1 1]. (323)
1 0 1

A good choice for the desired coefficient matrix is A = I. One might think that this
should results at least in the same achievable sum-rate as single user decoding. Unfortu-
nately this is not true as one can see from Equation (3.7). The achievable computation
rate of relay m only constraints the rate of the source nodes whose codewords are de-
coded with a non-zero coefficient. If relay m decodes with a,, = e; it would only effect
the achievable rate of source node i. If relay m decodes additionally an auxiliary equa-
tion with more non-zero entries, the computation rate of that auxiliary equation effects
more relays. Because each source node is constrained by the minimum achievable com-
putation rate of all relays, it is possible that the sum-rate is reduced by using an auxiliary
equation at a relay although the individual computation rate at the relay benefits from
using an auxiliary equation. This is one side-effect of having no cooperation between
the relays.
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S .
corridor

room 1

Figure 3.5: 3 X 3 indoor relay network.

The optimal desired coefficient matrix A for hierarchical compute-and-forward for a
given channel distribution is still an open question and will be subject of future research.

Correlation

In this subsection we want to show the influence of correlation on the achievable sum-
rate. Therefore, we model the channel between source nodes and relay nodes by the
Kronecker model,

H=R}>W-R/” (3.24)

where W ~ N(0, I/« ) and Ry and Ry are the receive and transmit correlation matrices,
respectively. For the simulations we assume a 3 x 3 relay network with different correl-
ation scenarios:

« strong correlation between two sources and two relays:

1.0 09 0.1 1.0 09 0.1
Rr=1(09 1.0 01) Rp =109 1.0 0.1 (3.25)

0.1 01 1.0 0.1 01 1.0

+ weak correlation between two sources and strong correlation between two relays:

1.0 0.9 0.1 1.0 0.1 0.1
Rr=109 10 01] Rp=1{01 1.0 0.1 (3.26)

0.1 01 1.0 0.1 01 1.0

Equation (3.25) is motivated by an indoor set-up as depicted in Figure 3.5.

As one can see in Figure 3.6 the correlation in the network plays an important role.
Strong correlation even between only two source nodes or relay nodes significantly de-
creases the achievable sum-rate of the classical compute-and-forward scheme (compare
to Figure 3.4 without correlation). This is due to the fact that a strong correlation in-
creases the probability that the relay nodes will decode a linear dependent equation.
Subspace compute-and-forward and single user decoding however are robust against
correlation and do not show a decrease in performance. In fact subspace compute-and-
forward shows a superior performance for high correlation.
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Figure 3.6: Strong receive and transmit correlation between source 1 and 2 as well as
relay 1 and 2 according to Equation (3.25).
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Figure 3.7: Strong receive and weak transmit correlation according to Equation (3.26).
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—— Cooperative CF —e— Classical CF
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Figure 3.8: Achievable sum-rate with receive correlation p according to Equation (3.27).

To get a better impression on the dependency between achievable sum-rate and correl-
ation, we plot the achievable sum-rate over the correlation in Figure 3.8. We consider
two scenarios:

« receive correlation between relay 1 and relay 2, i.e.,
1.0 p 0.1 1.0 0.1 0.1
Rr=1|p 10 01]) Rp=1{01 1.0 0.1 (3.27)
0.1 0.1 1.0 0.1 0.1 1.0

« transmit correlation between source 1 and source 2, i.e.,

1.0 0.1 0.1 1.0 p 0.1
Rrp= {01 10 01| Rp=| p 10 01 (3.28)
01 01 1.0 0.1 0.1 10

One can see in Figure 3.8 that a large correlation factor decreases the performance of
classical compute-and-forward drastically. On the other hand it can be seen that the
non-cooperative schemes show a stable performance.

3.1.7 Conclusion

Because cooperation is an obstacle in large networks we focused on non-cooperative
versions of compute-and-forward and proposed new strategies for choosing the desired
equations at the relay nodes. We show that the choice of these equations is essential for
the performance of the complete network and analysed the impact of correlated signals
in the network on the achievable sum-rate. The results can be summarised as follows:

+ In networks with several hops, where re-transmissions from source to destination
are not applicable, one should use subspace compute-and-forward. The decrease of

achievable sum-rate compared to classical compute-and-forward is approximately
1bit/cu for an SNR of 10 dB.
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—— Cooperative CF —e— Classical CF
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Figure 3.9: Achievable sum-rate with transmit correlation p according to Equation (3.28).

« Hierarchical compute-and-forward can increase the performance of subspace compute-
and-forward as well as single user decoding in the high SNR regime but comes at
the cost of high computational complexity.

+ Correlation plays an important role on the performance of classical compute-and-
forward and can reduce the achievable sum-rate to 0bit/cu. Subspace compute-
and-forward, hierarchical compute-and-forward as well as single user decoding
are robust against correlation.

« If a high correlation between two or more nodes in the network occurs, subspace
compute-and-forward shows a superior performance.

As one can see subspace compute-and-forward looks like the winning strategy. It has no
increase in computational complexity compared to classical compute-and-forward. It is
robust against correlation and has a good performance in almost all scenarios.

3.2 A multi-level framework for lattice network coding

Nazer and Gastpar’s work on compute-and-forward (CaF) generalises the traditional
WPLNC of a two-way-relay channel to wireless multiuser relay networks by utilising
structured nested lattice codes, giving essentially an information-theoretic approach for
improving the network throughput and for the network energy saving compared to the
traditional routing. Especially to dense wireless cloud networks, the theory behind CaF
is appealing, and it is of great interest to investigate the practical design approach based
on CaF. We formulated a general algebraic framework, termed multilevel lattice network
coding (MLNC), which subsumes the CaF and lattice network coding (LNC), and inher-
ently provides the engineering-applicable design guideline for wireless cooperative net-
works. MLNC lays the theoretical foundations for solving the ring-based LNC problem
in practice, with greatly reduced decoding complexity. It generalises the traditional LNC
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and CaF by exploiting the rich ring features over the algebraic module, providing a prac-
tically feasible solution to the open problem of LNC and CaF. The technique proposed
breaks the bottleneck of high-throughput transmission with feasible complexity restric-
tions over CaF and LNC, which is the most powerful way so far available to manage the
complexity, and hence is promising to be engineering-applicable in the dense wireless
cloud network.

3.2.1 Introduction

There has recently been a resurgence in research on lattice codes for wireless communic-
ations, as a result of two recent developments. The first is recent work [16,58] which has
shown that lattice codes with lattice decoding are capable of approaching channel capa-
city. The second is their application to WPLNC [47] for ultra-dense wireless multihop
networks [59]. In particular Nazer and Gastpar have developed CaF [22], which applies
structured nested lattice codes to WPLNC for multiuser relay networks. However it is
difficult to increase the transmission rate using previous lattice constructions such as
construction A lattices, since this requires linear channel codes over large finite fields,
for which the decoding complexity is typically unaffordable. In this section, we lay the
foundations for a multilevel structure for lattice codes, and uses it to introduce a general
lattice construction approach and two multistage decoding approaches which greatly
simplify decoding, and which can exploit iterative techniques to approach capacity.

Previous work, e.g. in [49, 60, 61], has given LNC design guidelines when quotient lat-
tices are constructed from existing channel codes using complex construction A. In this
section, we consider a multilevel structure for lattice network coding, which provides a
practical solution to the ring-based network coding problem. We also propose an effi-
cient lattice construction approach (which we term the elementary divisor construction
(EDC)) based on the theorems developed, which also subsumes the most important pre-
vious lattice constructions. The EDC lattice has a multilevel algebraic structure, and is
well suited for multistage decoding. Note that the recently proposed product construc-
tion [62] used in CaF is a special case of EDC. The EDC approach is a straightforward
result of the theoretic framework developed in Section 3.2.3. We give explicit represent-
ation of the generator matrix for the EDC lattice, propose a new concept of the primary
sublattice, and derive the nominal coding gain and kissing numbers for the EDC lattice
in all forms. The main contributions of this section are summarised below:

1. We develop a generic multilevel lattice network coding scheme based on some
algebraic theorems. This approach keeps beneficial compatibility of the traditional
LNC scheme, whereas enabling more flexible coding design techniques. Note that
MLNC makes also no particular assumption about the structure of the underlying
nested lattice code.

2. We propose a novel lattice network decoding approach based on MLNC, termed
layered integer forcing (LIF), which
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« improves the overall throughput for network coding with greatly reduced
decoding complexity.

« decodes lattices which are no longer a vector space.

« allows flexible linear labelling design for additional performance enhance-
ment.

3. We develop a modified Viterbi algorithm which implements LIF.

4. Building on the algebraic framework developed for MLNC, we present a novel
lattice construction approach (EDC approach), show its good structure properties,
e.g. the explicit form of the generator matrix, in reducing the decoding complexity,
and derive its nominal coding gain and kissing numbers. Mathematically we also
prove that EDC lattices subsume the most important complex lattice constructions.

5. We propose a soft detector specifically designed for EDC lattices (as an alternative
to LIF for decoding EDC lattices). We evaluate its non-binary extrinsic information
transfer characteristics, and propose an iterative multistage decoding approach for
EDC lattices, which shows a substantial improvement in decoding performance.

6. We show how multistage detection, iteration-aided multistage detection, and LIF
can be applied to MLNC. We also show, by simulation, that iterative decoding
performs better than the Viterbi detection approach used in the traditional LNC.
This provides the basis for further work, and opens a new research area of iterative
decoding for lattice network coding.

The remainder of this paper is organised as follows. In Section 3.2.2 we review some
algebraic preliminaries which will be useful in setting up our multilevel framework. Sec-
tion 3.2.3 studies the algebraic properties of MLNC and presents the practically feasible
encoding and decoding solutions. Section 3.2.4 presents a new general lattice construc-
tion approach based on MLNC theorems developed and proves that it subsumes some
important lattice constructions that have been widely known. Section 3.2.5 presents
the soft detector for MLNC and studies the iterative decoding and multistage decoding
approaches designed for MLNC. Section 3.2.6 presents the simulation results based on
different decoding modes. Section 3.2.7 concludes the paper and presents the future
work.

Notations

Notations used throughout this paper are defined as follows. N, Z and C denote the fields
of natural numbers, integers and complex numbers, respectively. F,, ¢ > 1, ¢ € Z de-
notes the finite field of size ¢. F; denotes an n-tuple finite field where the field size for the
i*" dimension i € {1,2,--- ,n} is determined by ¢; € Z. We also use boldface lower-case
to denote a vector, i.e. a = [a!,a?, - ,a"]. VV & [VL V2 ... Vol yitl ooy

represents a set including all elements except the i'" one. The upper-case letter, e.g. V,
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represents a random variable and its realisation is denoted by the lower-case v. The
direct sum and direct product are denoted as & and X, respectively.

3.2.2 Algebra preliminaries

We present some definitions and theorems in abstract algebra, which can be found in
relevant textbooks, e.g. [63].

Ideal and principal ideal domain

Let R be a commutative ring with identity 1, and R* = R\0. A unit U(R) in R refers
to any element z in R such that xr = rz = 1 for some » € R. Any root of unity in a
ring R is a unit. An element z in R is called a zero divisor Z(R) if xr = rx = 0 for some
r € R*. Anelementp € R, p ¢ Z(R), p ¢ U(R), is called a prime in R when p | ab for
some a,b € R*, then either p | a or p | b.

An ideal J of R is anon-empty subset of R that is closed under subtraction (which implies
that J is a group under addition), and is defined by:

1. Va,beJ,a—bel.
2. Va€J,Vr € R,thenar € Rand ra € R.

If A={ay, - ,a,} is a finite non-empty subset of R, we use {(a;, - - ,a,,) to represent
the ideal generated by A, i.e.

<CL1,"' 7am> :{a1T1+"'+(lme:T1,"' s T'm S R}
Note that R has at least two ideals {0} and { R}.

Anideal J of R is said to be proper if and only if 1 ¢ J. Anideal J,,,.y is said to be maximal
if Jinax is a proper ideal and the only ideals that include J,,,x are R and I, itself. We
say that an equivalence relation a ~ b on the set R is defined by Jif and only ifa —b € J.

An ideal J of R is principal if J is generated by a single element a € J, written as J = (a).
A principal ideal ring is a ring whose every ideal is principal. If R is a principal ideal ring
without zero divisors, then R forms an ideal domain, and more precisely, a principal
ideal domain (PID). Examples of PIDs include the ring of integers, the ring of Gaussian
integers Z[i] and the ring of Eisenstein integers Z[w].
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Modules over PID and structure theorem

Again, let S be a commutative ring with identity 1. An .S-module M over S is an Abelian
group (M, +) under a binary operation +, together with a function .# : S x M — M
which satisfies the same conditions as those for vector space. Note that modules over a
field are the same as vector spaces. An S-submodule of M is a subgroup N of M which
is closed under the action of ring elements, and hence the submodule N forms also an
S-module under the restricted operations.

An S-module is said to be finitely generated (fg.) if M has a finite basis {m,--- ,m,}
such that ) . Rm; = M.

The annihilator of an element m € M is the set of elements s € S such that sm = 0.
The annihilator of M is the elements s € S such that {sm = 0|Vm € M}, denoted by
Anng(M) = ({Anng(m)|m € M}. If M is a free S-module, then Anng(M) = (0).

If M is annihilated by ideal J of S, we can make M into a quotient S-module M /N by
defining an action on M satisfying,

m(s+3J)=ms, VYmeM

The torsion submodule M., of M is defined by:
Mo, = {m € M : Anng(m) # {0}}
A torsion free module is trivial.

Let M and N be two S-modules. An S-module homomorphism is a map ¢ : M — N,
which respects the S-module structures of M and N, i.e.,

P(s1my + sams) = s19(m1) © s2¢(my)

Vs1, 89 € S, Vmy,my € M. An S-module homomorphism ¢ : M —— N is called an
S-module isomorphism if it is both injective and surjective, which is denoted by M = N.
The kernel of ¢ denotes the elements in M which makes the image of ¢ equal to zero.

3.2.3 Multilevel lattice network coding
Algebraic approach for multilevel structure

Briefly if there is a matrix G, € C"'>*n n/ < n such that all its n’ row vectors

ga1, -, 8aw €C"

are linearly independent, the set of all S-linear combinations of g5 1, - , g, forms
an S-lattice A € C", written by, A = {sG, : s € S”/}, where G is called the lattice
generator.
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Following the explanation in Section 3.2.2, an n-dimensional S-lattice is precisely an S-
module over PID, and similarly the sublattice A’ in A forms a S-submodule. The partition
of the S-lattice, denoted by A/A’ represents |A : A’| < co (the index of A’) equivalence
classes. Assume S is a PID, we have the following theorem.

Theorem 3.1. Let A and A’ be S-lattices and S-sublattices, \" C A, |A : A'| < oo such
that A/’ has nonzero annihilators. Then A/A' is the direct sum of a finite number of
quotient sublattices,

AN = Ay /N, @ Ay /N, @ - @ A, [N, (3.29)

where Ay, /N = {X € A/N : p]\ =0} for some~ > 1, and everyp;, i = 1,2,--- ,m is
a distinct prime over S.

Proof: The quotient S-lattice A/A’ has non-zero annihilators; this implies that A/A’
forms a f.g. torsion module. Let A € A/A’ and suppose that Anng(A/A’) = Sa, where
a € S and a # 0 (the property of the torsion module). Since S is also a unique factor-

isation domain, so a = p{'ps”> - -+, p¥m. We now write a; = a/p;* which is the product
of irreducible factors that are relatively prime to p;. There must exist s1, g, , S, in
Ssuch Y " sia; = 1since ged(ay, ag, - -+ ,a,) = 1; Now we have

siplta; A =0 (3.30)

since a annihilates A/A’. Theorem 3.1 states that the sublattice A, /A} has to satisfy
the condition p/*A = 0 for some ~;s. Hence, if ) is annihilated by some powers of p;,
then s;a, A € A,/ A;,Z,. Based on the statements above, > ", s;a;A = A, this proves that
the S-lattice

\E Am/A;,1 + Am/A;,2 + -+ Apm/A;,m (3.31)

We suppose \; € A, /A;, and Y7 A\; = 0. Then

j=1
where (3.32) follows from the fact that a;\; = 0 for ¢ # j. Since a; is non-zero, \; has
to be zero. Based on the same proof, we can conclude that {\; = 0|Vi = 1,2,--- ,m}
provided that > ;" | A\; = 0. This suggests thatevery A € A/A’ can be uniquely expressed
as the summation of the primary sublattice A\;,7 = 1,2, --- , m. It implies that there exists
a map

Apl/A/p1 EB APZ/A/pQ @ T @ Apm/A/m
— Ay, /A;,1 + Ay, /A;2 + A, /A;m (3.33)
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defined by
7T<Ap1/A;;1 D Apz/A;m DD Apm/A/m)
=Ap, N, Ny /AL, A AL (3.34)

which is an S-module isomorphism, and also that

Ap /N, 00D A, /A, =0 (3.35)

=1,
This proves that the sum Z;n:l A,/ A;j is direct, and hence the map 7 is an identity map
which belongs to automorphism. Theorem 3.1 is thus proved. [ |

Theorem 3.1 proves that A/A’ can be decomposed into the direct sum of m sublattices
Ay, /A, (the primary sublattices) which itself forms a new lattice system. Hence, A/A’
can be regarded as an m layer quotient lattice.

Theorem 3.2. Every primary sublattice Am/A;i is isomorphic to a direct sum of cyclic
p;-torsion modules:

Ap /N, = S/l @ S/ (pl) @ -+ @ S/(p]) (3.36)

for some integers 1 < 0) < 0, < --- < 0, which are uniquely determined by A\, /A, .

Proof: Theorem 3.1 implies that A, /A}, is an f.g. torsion module. Here we write M, =
Ay /N, let @y, -+ xy be generators for M, where f is minimal. This means that
M, /Sz is generated by f — 1 elements, and hence it is a direct sum of < f — 1
cyclic torsion modules. Thus, if A\ € M,, satisfies p*\ = 0 and p? '\ # 0, then
M,, = SA@ N = (S/(p!))F & N, where N is the submodule which is not annihil-
ated by pf‘ although it is annihilated by some other powers of p;. Given this, we have
M, /pM,, = (S/{p))* & N/pN (if S/(p) exists), the dimension of the second term,
dim(N/pN) = dim(M,, /pM,,) — k. It is clear that the dimension is reduced when the
power of p; increases, until the process ends. This proves that A, /A}, consists of a dir-
ect sum of cyclic torsion modules, and hence has to be isomorphic to a direct sum of
quotient rings over some powers of p;. This proves the existence of (3.36).

There exists a chain 0 = pf* M, C --- C p!M, C p;M, C M, Consider that
p My, 2= 0SS @ - @ pl TS/t = S/ (pi ) @ - @ S/ ("), This
follows from the third isomorphism theorem and that for those 8 > 6;, p?(S/(p?)) = 0.
Hence, p! ' M, /p!M,, = (S/{p;))* forms a vector space over S/(p;) where k is the
number of elementary divisors p¢* with a > 6. Thus, dim(p! ' M,, /p! M,,) is the number
of elements in (3.36) whose 6; > 6. This proves that the dimension of p{ "M, /p! M, is
invariant with M,,, and the number of summands in a particular form S/ (p?i) is uniquely

determined by M,,,. This proves the uniqueness of (3.36). [ |

Theorem 3.2 implies that the quotient primary S-sublattice system A, / A}, is isomorphic
to a cyclic p;-torsion module. The right-hand side of (3.36) can be viewed as the message
space of A, /A, which is detailed in Lemma 3.1.

DIWINE D4.03



68 3 Compute and forward based NCM

Lemma 3.1. There exists a map:

9.
612 Ay, — EP S/ (0)7) (3.37)
J
which is a surjective S-module homomorphism with kernel X(¢;) = A},. To ease the
abstract representation, we consider A, = A’ in the sequel. Thus, X(¢;) = A fori =
1,2,--- ,m. If the message space is taken as the canonical decomposition of (3.36), i.e.

v~vi = @j S/ (pfj>, there exists a surjective homomorphism ¢ and also an injective map
¢ (wh - w™) —> A such that

dowW e ow))=wa - ow" (3.38)
Proof: The statement of (3.37) follows immediately from Theorem 3.2 and the first iso-

morphism theorem. The statement of (3.38) follows from Theorem 3.1, Theorem 3.2 and
the first isomorphism theorem. [

Lemma 3.2. The generator matrix of the S-sublattice A\, at thei™™ layer can be expressed
in the form of:

Diag(p{' --- Py, 1, piiy - i) O
Gy, = e Ga (3.39)
0 In—k
and
$i(WGa,,) = (W™ + (pf"), -+ w™ + (p")) (3.40)

where w't € S/ {(p?

(2

Yandw € w! @ --- ® w™. G, is the generator matrix of the fine
lattice A, p?j, j = 1,2,--- m is a vector, with all elements being the same elementary

divisorp?j over S, andt = dim(A,, /).

Proof: Every matrix over a PID has to have a Smith normal form (SNF) with unique
invariant factors up to multiplication by units. This complies with the structure theorem
of modules over PID in invariant factor form. Hence, there exists an equivalent SNF
matrix Mgnp such that Mgnp G Ay, 18 the generator matrix of the lattice A’ which is
isomorphic to the kernel X(¢;) = A’. Based on the theorems mentioned above and the
fact that the invariant factors are uniquely determined, the invariant factors in Mgnp
has to be some powers of p; which naturally satisfies the divisibility relations, and we
claim that, now A’ = A’. The statement of (3.40) follows from Lemma 3.1. [ |

Lemma 3.2 shows a way to produce the quotient S-sublattice of each layer defined in
Theorem 3.1. A,,/A’ forms an independent lattice system, and the direct sum of all
Ap, /N i=1,2,--- misequal to A/A"
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Figure 3.10: System diagram of the multilevel lattice network coding and multistage decoding.
The right-hand side of H represents the decoding for a single relay.

Construction of multilevel lattice network coding

Based on the theorems developed in Section 3.2.3, we show in this subsection the detailed
description of the MLNC scheme, and a way of multilevel network decoding (named
layered integer forcing), which provides an efficient way of decoding the linear combin-
ation of the multi-source messages with greatly reduced complexity.

Traditional approach. Lemma 3.1, Theorem 3.1 and Theorem 3.2 imply that the mes-
sage space with large cardinality may be expressed as a set of smaller message spaces
over the hybrid finite field and finite chain ring. Figure 3.10 depicts a multilevel lattice
network coding architecture, with L sources and a single relay. The encoder &, at the
™™ source maps the original message w, = w} @ --- & W} to a fine lattice point A
(assuming n-dimension) via the injective map ¢ defined in Lemma 3.1. Then we add a
dither d;, € C" which is uniformly distributed over the fundamental Voronoi region V /
of A’. The dithered lattices pass through a nested shaping operator in order to restrain
the power consumption. This operation is performed via the sublattice quantisation:

)\IZ = Q/y(ﬁZE(W% S---Bw,) +dy) (3.41)
where \; € A/, and Qu/(-) : C* — A’ is a coarse lattice quantiser. The output of the
(*® source is given by:

oW, @ OwW) +dp— N, (3.42)

Note that x, is uniformly distributed over V,, due to the effect of the dither. The average
power of the transmitted signal x; is given by:

1
P=—F——— 2d 3.43
g o, % I o 6.)
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which is the second moment per dimension of x, over V.. The message space at each
source consists of a direct sum of 7 small message spaces (assuming there are m levels)
over different finite fields or chain rings. The encoder &, constructs a one-to-one relation
between the message space and the coset system A/A’.

At the relay, given the received signals y and an S-integer vector & = [dy, dg, - -+ ,az]” €
S, the decoder aims at computing a new lattice point which is regarded as an S-linear
combination of transmitted lattice points from all sources. The homomorphism designed
for the coset system will be used for decoding the lattice point to a linear combina-
tion of the original messages. We assume in this paper that the fading coefficients
h = [hy,hy, -+, hz], and dithers are perfectly known at the relay. The decoder can
be described, generally, by:

D (C",CE, S5, C,CE) — W (3.44)

Thus, the output of D(y|h, a, o, d) is the estimates of the linear combination of the ori-
ginal messages of each source. Here « is a scaling factor [22] which maximises the com-
putation rate. Note that the aforementioned decoder (3.44) may vary according to the
specific problem. There may be additional information available to the decoder, and the
decoder may also have extra outputs. However, basically the core idea for the decoding
remains the same. Based on the quotient lattice A/A’, we have:

= D(ylh,a,a,d)

L
(é) (b (QA (ay — Z &gd@)) (3.45)
=1
L
® ¢<QA(;@($(WZ) - \) + neﬂ)) (3.46)
L
(é) gb ( Z dgqg(Wg) + QA(neﬁr)) (3.47)
/=1

L
(:) @ ayWy EE’ ¢ (QA(neH)) (3.48)

(=1

where (a) follows from the fact that we expect to quantise a set of scaled received signals
which are subtracted from the corresponding dithers. (b) follows from the manipulation
of:

njcff
L L "L h
ay = Z arxy + Z apd; + Z(ahe — ag)X¢ + Qz (3.49)
=1 =1 =1

(c) follows from the definition of the lattice quantiser, and (d) follows from the properties
of a surjective module homomorphism, and also Lemma 3.1. Note that here ¢(a,) = a, €
Wl @ e @ Wm_
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Equations (3.45) - (3.48) reveal the decoding operations for the traditional lattice-based
WPLNC. We are able to decode a linear combination of messages @521 aywy over all
sources without errors provided that ¢ (Qx (neg)) = 0. Thus, the successful decoding is
guaranteed iff the effective noise is quantised to the kernel of ¢, K(¢).

The problems left unsolved are: 1. How to exploit rich ring features in order to make
it practically applicable in lattice-based network coding. 2. When the cardinality (the
coset representatives) of A/A’ is large, the complexity of the lattice quantiser becomes
unmanageable, which restricts the application of LNC. What is the practical lattice net-
work decoding approach that could greatly relieves the decoding load in LNC. We study
a new decoding solution which is specifically designed in terms of MLNC, and which
relaxes the two problems mentioned.

Layered integer forcing. The breakthrough of MLNC (based on theorems and lem-
mas in Section 3.2.3) is that

« The original message space over A/A’ can be decomposed into a direct sum of m
smaller message spaces in terms of A, /A", i =1,2,--- ,m.

+ The relay can decode each layer independently, thus the decoder tries to infer
and forward a linear combination of messages of each layer separately over the
message subspace defined in Theorem 3.2.

Let us recall the traditional decoding operations explained in (3.45) — (3.48). If we are
only concerned with the linear combination of a particular layer, the quantisation of the
effective noise need not necessarily be the kernel of ¢. There has to exist other lattice
points in A /A’ such that the homomorphism of these points does not interfere with the
linear combination of that layer following the aforementioned theorems.

Theorem 3.3. There exists a quotient S-lattice A /A, with generator matrices G for A,
and Gy, for Aj, which satisfies:

Diag<17pfl7' o ’p?t’I) 0
Gy = e G, (3.50)
0 In—k

and there is a surjective S-module homomorphism ;:
i A S/ @ S/ (p) @ -+ © S/(pi") (3.:51)

whose kernel X(p;) = Al. The quotient S-lattice A/ A} is isomorphic to the direct sum of
cyclic modules:

AN 2= S/l @ S/ () @ -~ @ S/ (p]") (3.52)
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Proof: By applying the equivalent SNF explained in the proof of Lemma 3.2, we can prove
(3.50) in similar way. Now we begin the proof of (3.51). The sublattice A} can be written
as:

A= {wGr:w' e () & & ()}
in terms of the generator matrix for A in (3.50). It is clear that:
pi(wGy) =0 iff w' e (") @& (")

and hence, the kernel of ¢;, K(¢;) has to be Al. It is also obvious from (3.51) that ¢;
is indeed surjective and S-linear. The proof of (3.52) follows immediately from the first
isomorphism theorem. [

Note that although both A, /A’ and A /A are isomorphic to S/{(pi*) & S/(p?*) & --- @
S/(p?), they belong to different coset systems. A, /A’ is related to the construction of
lattices that have multilevel structure, whereas A/A! is related to the decoding issues,
ie. LIF.

Theorem 3.3 defines a new sublattice A, which plays a key role in decoding MLNC, as it
is the kernel of the quotient S-lattice that possesses a surjective homomorphism ; for
the 7' layer. Hence, it is possible to decode an S-linear combination of fine lattice points
to an S-linear combination of the original messages of the i'" layer. This is explained in
Lemma 3.3.

Lemma 3.3. Given the embedding injective map ¢ : (w',--- ,w™) — A, there exists a
surjective S-module homomorphism @;, i = 1,2, --- ' m, defined in (3.51), satisfying:

m wiwi ¢ (pi) @@ (pf)
o ”‘{o, wie @) e o )

oi(dw @ (3.53)

Proof: The injective mapping ¢ is an inverse operation of the homomorphism ¢ defined
in terms of the quotient S-lattice A/A’, which maps the messages into a lattice point
A, as explained in Lemma 3.1. Following the second statement of Theorem 3.3, the S-
module homomorphism ¢; of the i*® layer indeed maps the lattice point A to the message
subspace. When w' € (/) @ --- @ (p?), ¢(w' @ - - - ©w™) maps to the lattice point A/
which is the kernel of ;. Hence, according to (3.50), the linear labelling of the new coset
system in A /A’ coincides with the labelling of the i*® layer of ¢. This proves Lemma 3.3.

|

Based on Lemma 3.3, it is now possible to decode the linear combination of the messages
of each layer separately and independently. Assuming the messages at the i'" layer is of
interest, the relay computes:

u' = D'(y|h,a’, o', d) (3.54)

= Qi (QA (Oéiy - s dﬁde)> (3.55)
/=

1
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where
D (C”,CL,SL,(C,(C”XL) —s W (3.56)

and o € C and a’ are scaling parameter and S-integer coefficients of the i'" layer, re-
spectively, which are determined by some optimisation criterion in terms of the quotient
S-lattice A /A

Theorem 3.3 and Lemma 3.3 lay the foundation of the layered integer forcing. The linear
combination of Ui’ can be recovered in terms of LIF by:

L
a @ wi(QA(Zaw(wé G- @ W) = N) +neﬁ))
© soi(Zazas(w; B D W) — Ny — Ny + QA<neﬁ>)
EL )
0, ( S ddwie e w;”)) B, (QAmeﬂ))

L
@ @ ayw) B ¢; (QA(neﬁ‘)> (3.57)

where (d) follows from (3.42) and basic arithmetic manipulations; (e) follows from the
definition of the lattice quantiser Q,, and also the S-linear combination of the lattice
points is restricted in V; (f) follows from the property of a surjective S-module homo-
morphism, and also the fact that \' C X} and K(p;) = \.. (g) follows from Lemma 3.3,
and note that ¢;(a}) = a, € W

Lemma 3.4. The linear combination of the messages at the i layer 0’ = @_, aiw’ can
be recovered iff Qp(neg) € Al. Thus, Pr(0’ # u') = Pr(Qa(neg) ¢ AL).

Proof: Following (3.57), it is clear that 0’ = @5:1 ayw) can be decoded correctly iff
©i (QA(neg)) = 0. According to Theorem 3.3, the kernel of ¢;, K(¢;) = A, thus the

quantisation of the effective noise Q) (neg) € Al. This proves Lemma 3.4. [ |

Lemma 3.4 reveals that the lattice A defined in Theorem 3.3 plays a key role in decoding
the messages of the i'" layer.

The message space of the traditional CaF scheme is determined by the size of the lattice
partition. Hence, to increase the network throughput, the sublattice A’ needs to be more
sparse in order to allow the messages to be over a larger field or commutative ring (LNC).
In this case, the decoding complexity is normally unaffordable.

One example is associated with a group of lattice codes directly designed in the Euc-
lidean space, e.g. complex low density lattice codes (CLDLC). It has prohibitive compu-
tational complexity when the cardinality of the quotient lattice is too large, since the

DIWINE D4.03



74 3 Compute and forward based NCM

decoding metrics are continuous functions (a mixture of multiple probability density
functions), and the periodic extension that occurs at the variable nodes [59] runs over a
large S-integer set, which seriously increases the overall computational costs over the
iterative parametric belief propagation decoding, even if the Gaussian mixture reduction
algorithm is employed.

The S-lattices can also be constructed through the existing channel codes based on some
lattice construction approaches, e.g. Construction A or D. However, the decoding com-
plexity of the channel codes over a large algebraic field increases rapidly, e.g. a small
increase of the memory for convolutional codes gives rise to an exponential increase in
the number of trellis states, making the codes eventually undecodable. When the cardin-
ality of the quotient lattices become larger, the decoding complexity for convolutional
codes with even small memory is unmanageable, but the performance is still very poor.

MLNC together with LIF provides a realistic solution to this problem. Being supported by
the theorems and lemmas in Sections 3.2.3 and 3.2.3, the quotient S-lattice having large
cardinality can be decomposed into some primary quotient S-sublattices which have
smaller cardinalities. Each primary quotient sublattice forms a layer, and determines
the message subspace over this layer. With the aid of the lattices A, we can perform
multilevel lattice decoding at the relay, where the linear combination of the messages of
all sources at each layer can be independently recovered over the message subspace. In
this case, the overall computational loads are greatly relaxed.

LNC [49] shows the possibility of ring-based linear network coding, extending the tradi-
tional linear network coding defined over the finite field to a more general notion. Fur-
thermore, MLNC leads to a practically feasible encoding and decoding design approach
for lattice network coding over commutative rings, thus, with greatly reduced decoding
complexity. MLNC inherently gives an appealing solution for this since now we are able
to construct multiple layers based on the decomposition theory mentioned above, with
each layer operating over a finite field or chain ring in a new coset system. Note that
the elements in a finite chain ring can be uniquely represented by v + 1 elements over
a fixed residue field where v is the nilpotency index of this finite chain ring. We will
introduce this in the subsequent sections.

Achievable rates and probability of error

As discussed in Section 3.2.3, the message of the i'!' layer corresponds to the decomposed
quotient S-sublattice A, /A’, which should be decoded separately at each layer, based
on a new S-lattice partition A/A]. Suppose that each layer is given an S-integer coeffi-
cient vector a’ € St, and A = [a'|a?|---]a™] € SL*™, we can obtain the achievable
rate following Nazer and Gastpar’s method, under the assumption of that .S is Gaussian
integers Z|i]
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Theorem 3.4. Given channel fading vectorh € C%, non-zeros S-integer coefficient matrix

A ¢ {0}, and the message subspace W' = (Z[z]/(p))k, the probability of decoding error
Pr(u’ # u'lh, A) can be arbitrarily small if the overall message rate R satisfies:

= : Pilpfai?2 \ '
R <R(h,A) = Xlzlog2 (( B _H—]LZ—H}|1|\2> ) (3.58)

for sufficiently large lattice dimension n and prime factor p;. P is defined by

. 1
o / x, ||? dx 3.59
nVol(VA/A;) VA/A,_ || ¥4 || { ( )

Proof: Suppose there are m layers, we can construct a quotient Z[i]-lattice A/A} which
is isomorphic to the message subspace W*. The computation rate of each layer follows
from Nazer and Gastpar’s method in [22]. Since each layer is decoded independently,
the sum of computation rate of all layers is the overall achievable rate. [ |

Recall Lemma 3.4, the error probability of decoding a linear combination u in terms of
a’ for the 7' level is equal to the probability of Pr(Q,(n.g) ¢ A’). The union bound of
the error probability for MLNC is given by:

Theorem 3.5. Given h € CL, non-zeros S-integer coefficient matrix A ¢ {0}, and the
optimal scaling factor cop, the union bound of the error probability in decoding the linear
combinations of all levels in MLNC is given by:

Pr (ﬁ #ulh A, ozopt)

:Ep(Z.) {Pr(ﬁz 7é u’|h, A, aopt)}

—d*(A/N)
SFE NAAgex( ! . ) 3.60
e [N P G o + Plfacpal — aTF) .
where Z is a random variable with its outcomes taking on {r = c(liiin;—((u:))ﬁ =1,2,--- ,m}.

Proof: At the i'" layer, the decoding operates over the lattice partition of A/A} = {A \
A} U {0}. d(A/A)) is the minimum inter-coset distance of the lattice partition A/A]
defined by

d(A/A;) = min ||’l91 — ’l92||2,’l91,’l92 - A/A;,’l?l 7é ’192

We denote N(A/A}) as the number of d(A/A}) in the i*" layer coset system. Following
the steps in [49], we can prove that the probability error of effective noise quantisation
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is bounded by the probability of effective noise which is not within the Voronoi region

Vo:
Pr(QA(neﬁ) ¢ A|h,a’, Oéopt) < Pr(neﬁ ¢ Vilh,a’, aopt)
with
Vo={0€C":|[¥— 0[] <[[J — AlI*, YA € A\ A}

The probability of Pr(n.g ¢ Vph,a’, aop) is upper bounded by the term within the
bracket of (3.60). The proof closely follows from the method given in [49], based on the
Chernoff inequality, the moment generating function of a complex Gaussian random
vector, and hypercube Voronoi region A,. We refer to [49] for the detailed proof, and
also [60] for the proof under Eisenstein integers. Since each layer decodes the linear
combination independently, the average error probability is the expectation of Pr(u’ #
u’lh, A, a,pt) over the probability function p(Z). According to Lemma 3.3, we know
that the probability Pr(Q’ # u'|h, A, aopi) < Pr(nes ¢ Vi|h, a’, aop); this gives (3.60).

u

One way to design the homomorphism of A/A’ at the i*! layer is implied in Theorem 3.5.
Thus, N(A/A}) should be minimised and d(A/A}) is maximised such that the probability
of error is as small as possible at the 7' layer. It is clear that MLNC has good flexibility in
the design of the homomorphism, which determines the achievable rate at some levels.

3.2.4 Elementary divisor construction

In this section, we study a new lattice construction approach, based on the theorems and
lemmas developed in Section 3.2.3.

Lemma 3.5. Let A and A’ be S-lattices and S-sublattices, A" C A, |A : A’| < oo such that
A/A" has a nonzero annihilator w which can be uniquely factorised into distinct powers of
primes in S, w = W(S)p]'ps> - --p)r. Then A/N' is the direct sum of a finite number of
quotient sublattices, A, /N = {\ € AJA' : p/'\=0},i=1,2,--- ,m, and given by,

AN = Ay /N @A, /N & - B A, N (3.61)

Proof: Lemma 3.5 is a special case of Theorem 3.1 where the annihilator of A/A’ is a
single S-integer. Therefore, A/A’ has to be the direct sum of some new quotient S-
lattices. The annihilator of the A, /A’ is precisely p;". [
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Elementary divisor construction

We outline a possible lattice construction solution based on Lemma 3.5 and the state-
ments in Section 3.2.3.

Elementary Divisor Construction (EDC): Let p1, pa, - - - , pm, be some distinct primes in a
PID S, and @ = U(S)p]'ps? - - - p)m is a unique factorisation, v; > 1. Let €', €% ... €™
be m [n, k;] linear codes over S/(p]*), S/(p¥m),---,S/{plm), respectively. The element-

ary divisor construction lattice is defined by:
A=2{desS":c(\)eCaa.-..pem} (3.62)

and the sublattice is:
N2 {wh:Ae S}

where ¢ : S™ — (S/(p]"))" & (S/(p3’))" &---® (S/{p);))™ is a natural map obtained
by extending the ring homomorphism o : S —— S/(p]") x S/(p3?)) x --- x S/{p)™) to
multiple dimensions. Apparently A’ C A. The message space under EDC is

W= (S/piN" @@ (S/ ()™ (3.63)
where k; is the message length of the i*" layer which sums up to k = 27:1 k;.

The elementary divisor construction is a straightforward extension of Lemma 3.5, which
defines a class of lattices constructed by m linear codes, with each operating over either
a finite field or a finite chain ring. Hence, the quotient A /A’ has to consist of m primary

sublattices A,, /A, with each constructed by the i*" linear code. The primary sublattices
A,, of the i*" layer is defined by:

Api 2 {)‘pz € 0,5 5—1<>‘pz) S CZ)} (3.64)
where 7; is a natural map:
Gi 1 (0:S)" = (8:5/p}"6:5)" = (S/(p"))" (3.65)

obtained by extending the ring homomorphism o; : ;S — 0;S/(p;?0;S) to multiple di-
mensions. The scaling factor §; = z% can be proved in terms of the proof in Theorem 3.1.

We consider three scenarios based on different algebraic fields which the linear codes
may belong to.

Scenario 1. Assume that the primary sublattice at each layer is constructed by a linear
code over a finite field, thus, 7, = 75 = -+ = 7,, = 1. Then, € € (6;S/(p;5;))™. Since
the coarse lattice A’ is generated by a single element w, A/A’ forms a cyclic torsion
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Figure 3.11: Layer structure of a 2-layer EDC lattice. The green points and blue lines represent
the primary sublattices and Voronoi region of V. for the corresponding layers,

respectively. Dotted lines represent the Voronoi region of the fine lattice.

module which allows us to produce the generator matrix of the i layer lattice A,,. It
will have a form described in Lemma 3.2, given by:

. k ki_ k; km
Dlag (pg v "'pz(—l 1)7Ikiap£+f1) pgn )) 0

G,, =
' 0 Imn—k

] G (3.66)

(ks)

where p;”*’ is a length-k; vector with each element p;. G,,, in (3.66) gives the generator

matrix for the i*" layer lattices, when the message input

w=[w,w - W' d - -dp, (3.67)

where Wi € (5ZS/<pZ(51>)k’, CL € Sn_ki.

Since EDC lattices are constructed by some linear codes, the matrix G has to include the
generator matrix of each linear code €. Let 6,([Iz, B}, (n—k;))) De @ generator matrix for
a linear code C’ (without loss of generality, we consider that the linear code is systematic
in this case.), then G is an n X n matrix defined below,

Ikl B]1€1><(’n7k21)

Ik? B]%QX('H,—ICQ)

G= L, By i (3.68)
0 wIn_kl
0 wIn_km
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Equation (3.68) follows from Lemma 3.5 and part of the proof of Theorem 3.1, i.e. (3.34).
The generator matrix of the coarse lattice A’ is therefore given by,

GA/ =

(ki)
Diag (IZZ Lk Pi aIZg —it1k ) 0 Gr (3.69)
0 Imn—k "

It can be easily observed that these generator matrices are consistent with the theorems
and lemmas proposed in Section 3.2.3. Note that the generator matrix for linear code €'
is 7 ([I, B};ix(nf k,)]) where 0; is defined in (3.65). Theorem 3.3 establishes the theoretic
fundamental for low-complexity lattice decoding, i.e. LIF, of MLNC, and states that there
exists a surjective S-module homomorphism ¢; which satisfies Lemma 3.3, with kernel
K (i) = A, which plays a key role in decoding the i*" layer linearly combined messages.
Its generator matrix has a form:
Diag(I,p{"),I) 0
Gy = — G (3.70)
0 Imnfk

We can easily verify A/AL 2 (S/(p;))* in terms of these generator matrices.

Scenario2. WhenVi =1,2,--- ,m,; # 1, the primary sublattice A,, at each layer is
constructed by a linear code over a finite chain ring 7' = 6,;5/(p;*d;) [64]. A finite chain
ring is a finite local principal ideal ring, and the most remarkable characteristic of a finite
chain ring is that its every ideal (including (0)) is generated by the maximal ideal, which
can be linearly ordered by inclusion, and hence, forms a chain. The finite chain ring T’
has a unique maximal ideal, and hence the resultant residue field is ) = 9,5/ (p;J;) with
size ¢ = [0;5/(p;d;)|- The chain length of the ideals is indeed the nil-potency index of p;
which is, in this case ;. We refer to 7" a (g, ;) chain ring.

At the ™ layer, the generator matrix Giog of a linear code over T has a standard
form given in (3.71), where Iki,t denotes an identity matrix with dimension kg’t,l 7 =
1,2,---,mand ¢t = 0,1,--- ,v — 1. Hence, Gig has a dimension k. x n where
k=37t ki, Here Zyj, | = t+41,2,--- 7, denotes a kj, x kj ., (ki = n — k)
matrix which is unique modulo pi%'_t [65]. In (3.71), 9;71- is an upper trlangular matrix
with dimension k; x kj, and By, , 4/ has a dimension of k! x (n — k}). Note that the
codeword is row spanned by G}~ and all rows of G,y are linearly independent.

To study the message space of the linear codes over the finite chain ring, we first examine
the kernel of the generator matrix GFCR Thls is equivalent to finding the null space for
the encoder &' : w' — €, where £(w') £ W'Gjcyand w' = [wy Wy |,

)

» Wi
i,7;—1
Here w' is grouped into blocks of size Wy which corresponds to the row blocks defined

"Here, the index i used in k! , is the indicator of layer.
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B 7 7 7 ) ]
Loy Zog  Zop Zp- Zo
0 pily, piZip - pZZim PiZi
; 2 7 271 *
%CR = 0 0 D; Ik;',Q o D 22 Yi— Pi ZQv'Yz = [ gpz% Pk :|
0 0 0 . %—11 , ’Yz—lzz
L pl kl ;Y —1 p'L ’71_1771 .

(3.71)

n (3.71). In order to obtain the all-zero codeword G’ = 0, we solve the homogeneous
system w'Gcy = 0, which gives wyy € pltT e +=0,1,--- 7 — 1. This result is
based on the fact that if d € T", then pld = 0 = d € pz-iftT”. The null space of the
encoder &° is therefore:

W/ — I:p;yZTk;;,O7 e 7p7:Tk§”yi_lj| (3.72)

According to the first isomorphism theorem, the codeword €’ is isomorphic to a direct
summation:

=, (T/p%T) Lo @ (T/p%—l ) Kig...q (T/p‘T)kg”yi71
= (5,5 (py 0o @ (8:5/(p716)) 5 @ - @ (8:5/ (pidi))orimt (3.73)

The right-hand side of (3.73) denotes the message space W' of the linear code over the
finite chain ring 7" in terms of the generator matrix G- Note that each component
in the direct sum of (3.73) forms another module or vector space, and the size of the '
component is ¢ "Y%.:. This leads to the overall message size |C| = qzzigl(w_t)kg«t.
Of course, we can obtain this result directly from the kernel of G%CR,

Z;_Ol(pr)kgyt which gives the same result.

Let p be a length-k/ vector:

57
D;’

)]

where p’ k/ denotes alength-k; ; vector, with each component being p;*. Note that p,*

Ay
- [p7( ;, )7p ( 1)7”' » Pi (k!

i,77;—1

is closely related to (3.72). Followmg Lemma 3.2, the generator matrix of the primary
sublattice A, of the i*" layer in this scenario has a form:

G, — |PRe (PP L P Bl) 0 ]

= 3.74
0 Imn—k’ ( )
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where k' = )", k. The EDC lattices in this scenario are constructed by some linear
codes over different finite chain rings, and the matrix G has to be be associated with the
generator matrix of each linear code C’ over the finite chain ring. Let 5;(d - [j :’Zi B Kon—k!])
be the codeword of €' = wW'Gl,y over the finite chain ring 7, d € §;S*. Then, G in

(3.74) is an mn X n matrix defined below:

M %

T Biaon

*
I Bryn-y

G = j;:nm @k';nvn_k;n (3.75)
0 w:[n—k'l

0 wIn_% ]

Hence, we are able to construct A,,, and hence the EDC lattice A for this scenario based
on the generator matrices presented above. Note that message space of each layer fol-
lows from (3.73), and k7, should be selected such that

vi—1

yiki =Y (v — )k}, (3.76)

t=0

in order to guarantee the consistency to the message size of the i*" layer EDC lattices
defined in (3.63). It is easy to prove that there exists kj, € Z%, ¥Vt = 0,1,--- ,v; — 1,
satisfying (3.76).

The generator matrix of the coarse lattice A’ is given by,

Di (I 1 P Tsem ) 0
Gy = | B \timik P Ik ] Ga,, (3.77)

0 Imn—k

Following (3.77), it is obvious that A/A’ = W' @ ... @ W™, The generator matrix for
A has a form:

Gy =

3 . ~i
Diag (IZ}L? kP In ’“9) e (3.78)
0 Imn—k

which will be used for LIF detection.

Every ideal of 7' is generated by the maximal ideal, which forms a chain with chain
length ~;. Hence, the residue field () plays an important role in producing the linear
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codes over 7. We now consider a matrix in the form of:
) g
. i—1 i,
p = Diag (p?,(kgﬁo)a T ’pZ(k’- )) . ' (3.79)

where g};g , € QZ; xn and QZ; xn is a ki, X n matrix with each entry over the coset

representative of the residue field Q = 6;S/(p;d;). Each row of G} has to satisfy the
condition that none of its rows are linear combinations of the other rows. The mes-
sage space of G could be partitioned into 7; — 1 levels. We first define the vector

,(j) = [ﬁ%j), éj), cee ,8) ], whent = 0, where j =0, 1, - -7; — 1, is the level indicator,
i,t i,t

and B,(i)t = [ﬁ/gg)t_1+1’5’gz)t_1+2’ e ,ﬁ,(i)t] whent = 1,2,--- v — 1. Accurately B,(cz)t

represents a length-k; , segment of the 7' level message over the vector space QFit. The
full message space of the j'" level is given by,

1N /
ki—>1_0 ki,t

where the powers of p; cannot be negative integers. Hence, the message space of G} is
Wi=p0 4 BM 4 ... + 305~ The codewords € can be produced by

Cl = WZ'G% = (ﬁ(O) + ﬁ(l) N ﬁ(vrl)) G%

=ch+cip+-- e pl! (3.81)
Since none of the rows of G, are linear combinations of the other rows, c! is therefore

row spanned by
8c; = |Bhi, 8k, T gz;,t] (3.82)

Itis obviousthatci,t = 0,1,--- ,7;—1 forms a set of nested codesc}) C ¢} C --- C cii_l
over Q*. Following the ()-adic decomposition theorem of finite chain rings [65] [64], we
assert that the codeword € in (3.81) generated by Gi, is indeed over 7.

In terms of (3.79) and (3.80), the message space corresponding to gi, should be written
it
as:

vi—1
Wi=>p ey (3.83)
=t

this complies with the ()-adic decomposition and leads to the result that the message
space corresponding to g}, s (T/{p}*~*))¥.t. This implies that the right-hand side of
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(3.73) is precisely the message space of G},. Mathematically the primary sublattices A,,
can also be represented in the form below:

-1 X

A= D0D 0isY el +07S" 8 € Quxn (3.84)

=0 (=1

(52)

where %g’ = kio+- -+ ki, Itis interesting to see that (3.84) has the same structure as
complex construction D. Now we conclude that the primary S-sublattices constructed
by a linear code over a finite chain ring subsumes construction D.

Based on this result, we may now construct EDC lattices for this scenario using a set of
nested linear codes over a finite field. Let gznf k) € Qh_pix, bean (n — k}) X n matrix,
then the G matrix is:

T
T m T m
G = G]l) sy T T GDT; wg%n_k;) sy T wg(n_k;)T (385)

Scenario 3. This corresponds to a hybrid case of Scenario 1 and 2, and we give the
following summaries:

1. m = 1, 73 = 1, then the EDC lattice in (3.62) is a complex construction A lattice
which is indecomposable.

2.m=1,v > 1,y € Z" then the EDC lattice in (3.62) is a complex construction
D lattice which is indecomposable.

3. m>1,m,y €Z",i=1,2,---,m,thenthe EDC lattice in (3.62) is decomposable,
and consists of some sublattices constructed by either construction A or D.

Note that in 3), a new class of lattices over S is generated by a number of linear codes
over either finite field or chain ring, which generalises the scenario 1 and 2. Scenario 3
suggests that the design of EDC lattices is very flexible, and we also give more detailed
discussion about why EDC lattices are good at low-complexity decoding and throughput
improvement for WPLNC in the next sections.

Nominal coding gain and Kissing number

In this section, we study the nominal coding gain and kissing number of the EDC lattices
for all three scenarios. The definition such as the minimum-norm coset leaders and
minimum Euclidean weight of the codeword follows from [49].
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Scenario 1. We first study the nominal coding gain and kissing number of the i
layer primary sublattices in this scenario. Following (3.64) and (3.65), we know that €’ is
a linear code of length n over §;5/p;5;S. Thus, ¢! = (¢} + (@), - , ¢, + (w)) € C". We
denote w?(c?) the Euclidean weight of a codeword ¢’ in €, and w'”) (€*) the minimum
Euclidean weight of non-zero codewords in €. Let 1) be a scaling factor depending on

which PID is used, and N (w(i) (C")) be the number of codewords in €’ with the minimum

Euclidean weight w'’) (€1).

Proposition 3.1. Let C' be a linear code over §;S/p;6;S, and A,/ \' the primary quotient
lattice system of the i'" layer constructed by €', A,, O A', then the nominal coding gain is
given by:

(@) (@i
N <")min<e )
oAy, /N) = TR (3.86)
and the kissing number is:
i (©)
( i N 312
KA /&) = § N @) (355) "7 Ipil =1 < Nus) (3.87)
N (wfﬁn(ei)), Otherwise
Proof: See Section 3.2.8. [

Here Ny (g) represents the number of units in S.

It is of interest to study the nominal coding gain and kissing number of A/A’ in terms
of the m linear codes €. Following the proof of Theorem 3.1, and the descriptions in
Section 3.24,¢ = c' + ¢+ --- +c¢™, ¢ € Cand € € (S/(w))". Thus, the nominal
coding gain of EDC lattices is determined by the m linear codes € over §;5/p;0;S, i =
1,2,---,m.

Proposition 3.2. Let C' ---  C™ bem linear codes over 6;S/p;0;S,i = 1,2,--- ,m, re-
spectively. Let ¢ = ¢! +c*+---+c™, ¢ € C and ¢’ € C'. The nominal coding gain of the
EDC lattices A/\ in scenario 1 is given by

2(kg—F1)

ujmin(é> HT:Q ’pj‘ n

o(A/N) =
I|pr [20=50))6, |2

(3.88)

wherek; < ko < --- <k,

Proof: See Section 3.2.8. [
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Scenario 2. This corresponds to the case where v; > 1,v; € Zforv = 1,2,--- ,;m.
The primary sublattice of the il layer can be constructed by a linear code C’ over a finite
chain ring 0;S/(w), where §; = 5. This follows immediately from (3.64) and (3.65).

Here we are more concerned with the nominal coding gain and kissing number when the

b primary sublattice is constructed by a set of nested linear codes over the residue field
Q, since the linear code over a finite field is easier to generate. Let €Y C ... C @%i1
be nested linear codes of length-n over ), where C"* is an [n,>,_, K, ¢ linear code for

the ¢ nested code at the ' layer, and we denote w0 (@i ") the minimum Euclidean

weight of non-zero codewords in C"*. We have:

min (

Proposition 3.3. Let G0 C ... C @i~ pe~; nested linear codes of length-n over
Q, and A,/ N’ be the primary quotient lattice of the i'" layer constructed from €', t =
0,1,--+,7 — 1, then the nominal coding gain of the i*" layer is lower bounded by

25 (=R, 12t,, 00 (@it
Q(ApZ/A/) > ’pl| mlg(‘);tﬁ%—lﬂpll mm( )} (389)

and the kissing number is upper bounded by:

(Z f)(gl t)

i N 2
K(A,,/N) < o' Ny(whin (€)) <|pj‘z(f)1> L pP = 1< N (3.90)
%_1 Ny(wlD(eity), Otherwise
Proof: See Section 3.2.8. [ |

It is of interest to study the nominal coding gain of A /A’ in this scenario. If each primary
sublattice is constructed via a set of nested linear codes over a finite field Q) = 6;5/(p;0;)
for the i*" layer, the nominal coding gain o(A/A’) will be related to overall Y " | 7; linear
codes since there are 7; nested linear codes for each i. Let C be a composite code such that
¢ =c'+---+c™ wherec' = c"? 4 pict' 4 - - +p~'ci~1 Hence, €' € 6;5/(w) and
€ € S/(w). We denote wp, (C€) the minimum Euclidean weight of non-zero codewords
in G, then:

Proposition 3.4. Let C*Y C --- C C"7%~! be ~; nested linear codes of length-n over Q,

and let C be a composite code such that ¢ = ¢! + - - - + c™ wherec’ = c"? + p;ct! + - +

pl "'t~ The nominal coding gain for A/\' in scenario 2 is given by:

/ Wmin é
o(A/) = —mnl®)
(V(V(A))»
(E Yi—1 ki
Wmin e :1 Di QZtLO ('Yi_t)T;
B Gl 119||w||2 (3.91)
Proof: See Section 3.2.8. .
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Scenario 3. As explained in the preceding section, in this case, v; > 1, ; € 7Z, and
hence the EDC lattice consists of a number of primary sublattices which can be con-
structed by linear codes over either finite field or finite chain ring. The nominal cod-
ing gain and kissing number of the primary sublattices in each case have been derived
in Proposition 3.1 and Proposition 3.3. We are more interested in the nominal coding
gain of A/A’ in this scenario. Again, we consider the primary sublattices of scenario
2 is constructed over a set of nested linear codes. Let C be a composite code such that
¢=c'+ -+ c™ where

i Cz" = 52,5/]%.51.5’ v =1
- Ci,o +pici71 + e —i-piiilci”yi_l; ei7t € Q7 ’}/’L > 1

We can easily prove that o(A/A’) has similar form as (3.91) if we set k; , = k; for v; = 1.

3.2.5 Iterative detection of EDC and the EXIT chart analysis

In this section we present an iteration-aided multistage decoding approach specifically
designed for EDC, which provides a feasible way of improving the performance of decod-
ing the linear combinations, and also of increasing the overall rate with low decoding-
complexity. In the remainder of the paper, we consider S to be a ring of Eisenstein
integers Z[w]. However, the results can be readily extended to other PIDs.

Section 3.2.4 clearly reveals the possible encoding structure for EDC. Recalling the defin-
ition for EDC, we know that the map ¢ : S™ — (S/(p{"))" & (S/(P3*))" & -+ &

(S/(p¥m))™ is a natural projection of a surjective ring homomorphismo : S — S/(p]*) x
S/(p3?) x -+ x S/ (pm) +— Fz x -+ x Fj by applying it element-wise [66] (7; = 1,
Vi =1,2,---,m). Note that in this case, o is actually an f.g. Abelian group homomorph-
ism. It is easy to see that each level S/(p;) is coded by an [n, k;] linear code €’ over Fj,

(a finite field or finite chain ring determined by p;).

The Type-1 Eisenstein primes are those primes p € Z which either have a form 65 + 5,
Jj € Z, or p = 2. Their associates are also categorised as Type-1. The Type-2 Eisenstein
primes have the form 7 = a + bw, a,b # 0 where the norm N(7) of 7 is a prime p € Z
satisfying p = 1 mod 6. Note that if 7 = a + bw is a prime in Z[w], 7" = b+ aw is also a
prime in Z[w]. Hence, 7 and 7’ are distinct primes categorised as Type-2. Together with
the Type-3 Eisenstein primes, @ € Z[w] can be uniquely decomposed into:

K1 K9 K3
o =UZW)2 [ T [] o (1 + 2w)° (3.92)
=1 k=1

j=1

Accordingly, Z[w]/(2) = Fo2, Z[w]/(T) = Fxry, Ziw]/(p) = Fpe, Zw] /(1 + 2w) = F3.
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Soft detector for EDC

Section 3.2.3 gives a general decoding method LIF for MLNC, based on the optimised
scaling factor «, S-integer coefficient vectors a;, and a good EDC lattice quantiser, e.g. a
Viterbi decoder with modified metrics (see Section 3.2.8). Thus, when EDC is employed
in MLNC, LIF is also feasible. In this section, we explore another detection approach
designed specifically for the EDC-based MLNC (which follows from the structure of the
EDC lattices). Especially an iterative detector is developed, which exploits the multilevel
structure gain of EDC by using multistage decoding.

First, we consider the non-iterative multistage decoding. The detector tries to decode
the linear function of each level stage-by-stage, with the aid of the a priori information
from the preceding layers. The detection structure is similar to the point-to-point multi-
level codes, e.g. [67,68] whereas here the a priori information is the soft estimation. We
develop a layered soft detector (LSD) which calculates the a posteriori L-vector (a vector
of Log-likelihood ratio) for each layer with the aid of the multiple a priori L-vectors. The
detailed derivation is given in Section 3.2.8.

The LSD decodes the linear function of each layer over the corresponding non-binary
finite field, and hence the a prioriinformation of each layer is no longer a scalar value. We
define the a priori information A’ to be a vector-based random variable with realisation:

i Pf(ﬂvi = Ui) Pr(§|Vi = U;i;i—1)
= oe (hiigmoy) o ()] o

where V' denotes the possible linear combinations at the i*® level, which is a uniformly
distributed random variable whose k" realisation is vi € Fj, k = 1,2---p; — 1.
Pr(¢|V" = v}) is the probability of the a priori channel outputs = = ¢ given the event
V' = vj. Assume that w’ € Fp, i = 1,2,--- ,m, j = 1,2,--- , L to be the message
of the i*" level and the jt{1 source, the linear function is defined by f'(w!,--- ,w%) =
@, aiw} over Fj,. Note that the integer coefficient a} can be determined either by the
lattice reduction approach as introduced in [49, 69] over the i quotient lattice A /A’ as
defined in Theorem 3.3, or by the maximum mutual information criterion as described
later.

In the multistage iterative decoding, the proposed LSD outputs the extrinsic L-vector
e’ for the i*® level, based on the a priori L-vector a/, j € {1,--- ,m},j # i. Assume
that there is a two level EDC and the decoding proceeds from layer 1 (which is regarded
as the 1% stage decoding) to layer 2 (the 2"¢ stage decoding). The extrinsic outputs of
layer 1 feed into layer 2 to assist the 2" stage decoding. With the aid of the a priori
L-value, layer 2 estimates and forwards the extrinsic information (which serves as the
a priori information of layer 1) to layer 1. The process is repeated and all layers are
activated in turn for the second and subsequent iterations. We refer to this approach as
the iterative MSD (IMSD) scheme for MLNC. The detection process is similar to iterative
decoding of multilevel codes, e.g. [70] whereas the nature of the detection is different. As
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Figure 3.12: (a) The EXIT function for each layer. (b) Achievable information rates of the linear
combinations at each layer; h; = hy = 1. (c) Achievable rates of the linear com-
binations at each layer with fixed fading coefficients h; = —1.17 4+ 2.15 * 17 and
ho = 1.25 — 1.63 x 14. (d) Achievable rates of the linear combinations at each layer
with Rayleigh fading.

the iteration proceeds, each layer will produce more reliable extrinsic L-vector e’ which
also serves as the a priori information of the soft-in soft-out non-binary decoder for the
corresponding €.

Non-binary EXIT chart analysis

We now evaluate the extrinsic information transfer characteristics of the soft detector
developed in Section 3.2.5, based on the non-binary case. Alexei et al. [71] has proved,
based on the binary iterative system, that the extrinsic information Ej, (the k'" time
instant) of an a posteriori probability (APP) decoder contains the same amount of in-
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N
o = H(V) + B[ 3 S Pr(Vi = vly. z) - loa(Pr(Vi = oly. )] (399

k=1 Yv

formation as the physical channel outputs Y and the outputs of the a priori channel
Z\j;. We can prove that when the extrinsic outputs are non-binary-based, this theorem
also holds. In this case, E, becomes the vector-based random variable E;, and can be
expressed as:

I(Vi|Ey) = I(Vi|Y, Zvy)

The proof [72] is based on the fact that Pr(V}, = v|e,) = Pr(Vi, = v|y, z\). The average
extrinsic information Iy = S v, I(Vi; Eg) can be obtained by:

Figure 3.12(a) illustrates the extrinsic transfer characteristics for a two-level EDC lattice
over the 2-WRC, where @w = 2 + 4w = 2(1 + 2w). Based on the definition of EDC and
(3.92), the linear codes C! and C? are over [F; and a binary extension field IF,2, respectively.
The extrinsic information I} for the linear combinations of the 1°¢ level depends only on
the a priori information I2 from the 2"¢ level, and similarly for I2. It can be observed in
Figure 3.12(a) that there is an increase of the average extrinsic information I around 0.8
at 10dB when the soft detector has the ideal a priori information at the 2nd Jeyel, com-
pared to the non-iterative case. Hence, the iteration-aided multistage detection implies
a large potential to improve the reliability of decoding the linear combinations at each
level. Due to space limitation for this paper, we show here results only for hy = hy = 1.
However the results can be easily extended to the faded MAC. Note that the optimal

linear functions f!,--- , f™ should be selected in terms of:
freofm=argmax I(Y;VIVZ...v™) (3.95)
fl...fm

which maximises the achievable rate. Note that V* is a random variable with its out-
comes from the linear function f*. Hence, the conditional probability density Pr(Y|V?)
is a function of the messages wj-, j=1,2,--- L. Figure 3.12(b) gives the numerical in-
tegration results for the achievable rates at each level. It can be observed that the mutual
information chain rule is satisfied, which gives theoretical support for multistage iterat-
ive decoding. Figure 3.12(b) also well matches the EXIT chart results in Figure 3.12(a),
e.g. the extrinsic information of the linear combinations for the first level is around
I(Y;V1') = 0.8 and I(Y;V!|V?) = 1 at 10dB which precisely match the black line
in Figure 3.12(a). Figure 3.12(c) and 3.12(d) give the achievable information rates of the
linear combinations at each level based on the fixed fading and Rayleigh fading, respect-
ively. The detailed calculation of the these are described in Section 3.2.8.

It is seen that the maximum achievable rates for the network coded linear combinations
are RV = log, 3 and R = log, 4 for level 1 and 2. The allowable rate at a certain
level is higher when the a priori information from another layer is available. We assume
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two memory 3, 1/2-rate convolutional codes are used at both levels (over I35 and Fo2
respectively). EDC lattices achieve overall rate %log2(12), with the number of trellis
states 27 and 64 at the corresponding levels. However, a single convolutional code over
ring R, needs 1728 trellis states. The complexity reduction is obvious.

3.2.6 Simulation results

In this section, we evaluate the performance of the MLNC scheme, based on the detection
approaches proposed. These results give strong support for the theorems and lemmas
developed in previous sections. In this paper, we focus mainly on the applications of EDC
lattices in MLNC. However, it is not necessarily limited to EDC lattices since MLNC
design applies in principle to the general case. For example, high coding gain lattice
codes (e.g. complex low density lattice codes [59, 73] and signal codes [74]) which are
directly designed in the geometric space can be used in the MLNC framework. This is
interesting and will be investigated in our later work.

We are mainly concerned (in this paper) with the performance of the multiple access
channel (MAC) of the 2-WRC, which can be viewed as the building block for more com-
plicated network topologies. All simulations are based on a two-layer EDC lattice which
has the same configuration. Thus, the two layers are constructed via linear codes Cl € Fyq
and €2 € Fy. The linear codes at both layers are non-binary convolutional codes, with
their generator polynomials defined in Table 3.1. Note that the decoder of the non-binary
convolutional codes is based on the maximum a posterior (MAP) probability criteria and
modified BCJR algorithm, where the soft output of the component symbols is produced.
We do not give detailed explanation of the decoding in this paper since it is not our main
concern, but we will provide the algorithm when requested. Unless otherwise stated,
the convolutional decoder employs the same algorithm in the sequel.

Table 3.1: Code type and code rate assigned for each level.

i g(D)

1| [—2w? + 2w D3 2w? + (—2w?) D + 2w? D3|
—2+(1—w)D?*+ (-2)D?

=2+ (=2)D + (—2)D* + (1 — w?)D?

2

Figure 3.13 depicts the symbol-error rates and frame-error rates for EDC-based MLNC
as a function of SNR, where the soft detection approach is used. We examine the per-
formance with and without multistage decoding when iterations and fading are not con-
sidered. The convolutional code at the i*" level is defined as a [2(¢* + v/), /] linear block
code, where * and ' denote the data and memory length, respectively. Therefore, the
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Figure 3.13: SER and FER performance for an MLNC constructed from a two layer
EDC lattice; Soft detection; Multistage decoding/Non-multistage decoding;

Rinds = L logy 3; Rk = Llogy 4 hy = hy = 1.

overall message rate is given by:
1 .
Rines ~ E(log2 3 4 log, 4) bits/symbol

Note that we use the approximation sign here since the actual coding rate is smaller than
1 due to the tail effect of memory. When the block length is sufficient large, this effect
can be ignored. Without multistage decoding, it is observed from Figure 3.13 that the
SER gap between layer 1 and 2 is around 0.8 dB at BER=10"%, and layer 1 is 8 dB from the
capacity of layer 1. When multistage decoding is performed from layer 1 to layer 2, we
expect that the SER performance of layer 2 can be improved as a result of the additional
a priori soft information from layer 1. Note that layer 2 operates over Fy2 whereas its
a priori soft information is over [F5. The simulation results confirm this anticipation in
that the SER of layer 2 has 2 dB gain over non-MSD at 10~°. However this leads to only
slightly better overall performance. When multistage processing starts from layer 1, it
is obvious that MSD and non-MSD should give approximately the same performance at
layer 1. The overall performance is dominated by the layer which has the worst SER
performance over all layers, and in this case, it is layer 1. This explains the reason why
the performance improvement of layer 2 gives small contribution in the overall SER.

To further increase network throughputs, and examine the performance of MSD based

on the asymmetric coding rates over each level, the rate of layer 2 is set to R(?) = %.

Thus, the sublattice A, is constructed via a higher rate linear code. The overall message
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rate is given by

Rines & % log, 3 + % log, 4 bits/symbol
Note that the SER curve of level 1 (red dashed circle) without MSD should closely match
that with MSD (red solid circle) when multistage decoding is used in layer 1. Simulations
in Figure 3.14 confirm this. Based on the increased coding rate, we are more concerned
with the SER performance of layer 2. It is observed from Figure 3.14 that the SER per-
formance of layer 2 is greatly degraded if MSD is not employed, with approximately 3 dB
loss at 1075 compared to the half-rate code used at this level. However, when MSD is
used, the SER (blue solid square) of layer 2 has more than 3 dB gain over the non-MSD
case (blue dashed square) as a result of the reliable a priori feedback from layer 1. The
overall performance of MSD-based detection is determined mainly by layer 1, whereas
for non-MSD-based detection, the overall performance is dominated by layer 2. That
is the reason why the overall SER of the MSD-based scheme performs better than the
non-MSD scenario, with 2 dB gain obtained at 107°. It is interesting to note that when
the decoding of the A,, /A’ which is constructed from a higher rate linear code occurs
at a later stage of MSD, the overall SER performance of MSD over non-MSD performs
better. Hence, MSD is particularly suitable for the detection of EDC lattices in terms of
MLNC design, since each layer of EDC operates over an asymmetric finite field or finite
chain ring. Now the overall SER is 4.5 dB from the capacity. Note that the measure of
SER is based on the correct recovery of the linear combinations of original messages at
each source over the respective algebraic field.

Iterative multistage decoding: We believe that there is room to improve SER and FER
performance further. Based on the soft detector developed in Section 3.2.5, and also the
soft decoder developed for the non-binary convolutional codes, we propose to apply the
iterative technique to EDC-lattice-based MLNC.

Figure 3.14 depicts the result when IMSD is used. It is observed that with 5 iterations,
the SER curve (black solid thick line) has a sharp turbo cliff reaching SER = 107° at
10 dB, which is only 1.4 dB from the capacity. Thus, iterative decoding gives 3.3 dB gain
over the traditional MSD decoding, and 5.3 dB gain over non-MSD decoding, as shown
in the figure. Note that the simulation result is well consistent with the EXIT functions
in Figure 3.12(a). When sufficient iterations are given, the L-value outputs from the soft
detector at both layers are sufficiently reliable that the decoder can make the estimation
with small probability of error. The simulation result also validates the soft detector
algorithm specifically developed for EDC-based MLNC, and implies that there is large
potential in employing iterative decoding in the multilevel lattice network coding.

Layered Integer Forcing: We have presented a general framework for the multilevel lat-
tice network coding in Section 3.2.3. The work implies that any lattices with multilevel
structure can be used in MLNC, and the essence of MLNC is to decode each layer separ-
ately such that the lattice decoder at each layer operates over smaller finite field or chain
ring. The layered integer forcing is a network decoding technique developed in terms of
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Figure 3.14: SER and FER performance for an MLNC constructed from a two layer
EDC lattices; Soft detection; Multistage decoding/Non-multistage decod-
ing/IMSD; Asymmetric coding rate; ROk = 1 1og,(3); RE, = 3 log,(4);
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the algebraic structure of MLNC and hence, is generally applicable to any MLNC design.
Thus, LIF is in principle capable of decoding EDC-lattice-based MLNC. According to
Theorem 3.3, each layer forms a new quotient S-lattice A/A/, and there exists a surject-
ive S-module homomorphism ¢; for the i'" layer such that K(yp;) = Al. The general
form of the generator matrix for A} based on the EDC lattice is given in (3.70). Note that
A is the coarse lattice for the new coset system A /A,

In order to implement the LIF decoding for EDC lattices, we develop a modified Viterbi
detector (see Section 3.2.8) which can be viewed as a lattice quantiser based on the quo-
tient S-lattice A/A/ for the i*" layer,i = 1,2,--- ,m.

Figure 3.15 illustrates the SER and FER performance based on LIF. It is observed (black
solid line) that the overall SER has a good slope which validates the correctness of LIF
and the modified Viterbi quantiser designed for the EDC lattice. The SER performance of
LIF has approximately 0.8 dB loss at 10~ in comparison to the soft detection approach.
This is what we anticipate. First, the soft detection approach employs the BCJR algorithm
for the convolutional decoding, which typically slightly outperforms Viterbi detection.
Then, the soft detector developed in Section 3.2.5 and (3.96) — (3.99) outputs the soft
information that the BCJR decoder uses to produce more reliable estimation than that
for the Viterbi decoder.

The soft detection approach is designed specifically for EDC lattices, and it is not strange
to see that it gives better performance than LIF. Despite of this, we emphasise that LIF
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Figure 3.15: SER and FER performance for an MLNC constructed from a two layer EDC
lattices; Soft detection; LIF; R\l = 11og,(3); RE, = 21ogy(4); hy = hy =
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is universally applicable to any lattices having multilevel structure as detailed in Sec-
tion 3.2.3, rather than just EDC lattices. For example, LIF is capable of solving MLNC
problem when the lattices are directly designed in the Euclidean space, e.g. LDLC and
signal codes. In summary, the application of the soft detection approach is more restrict-
ive (which applies only to EDC lattices) and has relatively large complexity, but gives
the best performance compared to LIF with Viterbi detection. However, LIF provides a
solution for any kind of MLNC problem. Which method is preferable depends on the
trade-off of factors relevant to a particular scenario.

In Figure 3.16, we also show the performance of the LSD when the fixed fading is con-
sidered. The channel fading vector is set to h = [-1.17 + 2.15¢, 1.25 — 1.63i], which is
the same as the fading vector used in scenario 1 of [74]. We employ a half-rate code for
layer 1, and %—rate code for layer 2. The optimal S-integer vector for the two layers are
selected in terms of (3.95). We employ multistage decoding with 5 iterations between the
two layers. A sharp turbo cliff occurs, which reaches SER = 1075 at 3.9 dB, approxim-
ately 1.7 dB from the capacity. When no iteration is employed, there is more than 5 dB
loss. This implies that small number of additional iterations to generate more reliable
values is worthwhile in improving the overall SER performance. The iterative multistage
soft detection for EDC lattices achieves the overall rate of R, ~ 2.29 bits/symbol at
3.9 dB. This demonstrates the potential of iterative decoding in improving the perform-
ance of physical layer network coding.
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Figure 3.16: SER and FER performance for an MLNC constructed from a two layer
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3.2.7 Conclusions

The paper has laid the foundations for a new research area in multilevel lattices for LNC,
and built on the theoretic work for MLNC which inherently allows practically feasible
decoding design for network coding, and correspondingly we have developed a layered
integer forcing approach which plays such a role. We have proposed a general lattice
construction, i.e. EDC, based on MLNC theorems, given the generator matrix forms and
shown its merits, especially for complexity reduction and code design flexibility. We
have considered three possible EDC lattice structures, and mathematically proved that
EDC subsumes the most important previous complex constructions, e.g. A and D. We
have laid the foundations for another new research area in iteration-aided multistage
decoding for EDC-based MLNC, which is based on the layered soft detector developed
in Section 3.2.5, and have explored its extrinsic information transfer characteristics. The
results well support our viewpoint that LSD works well with multistage iterative decod-
ing in MLNC, and provides better performance than the traditional non-iterative system.
We have developed a modified Viterbi decoder based on LIF for EDC-based MLNC, and
made performance comparison between iterative decoding, multistage decoding and LIF.

We expect that all of these will provide the basis for extensive further work, both to ex-
plore the rich algebraic features of the new construction and the homomorphism design,
and to exploit it in practical implementations of LNC in 5G wireless systems.
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3.2.8 Appendices
Layered soft detector for EDC-based MLNC

We show here the calculation of mutual information/ conditional mutual information
between the received superimposed signals (faded and noisy) and the network coded
symbols at the ;' level. We denote by w; = [w}, co,wit], j =1,2,- -+, L the realisa-
tions of a vector-based random variable W representing the messages of all m levels

at the j*® source, and w' = [w!,--- ,wi], j = 1,2,--- ,m the realisations of a vector-
based random variable 1V representing the messages of all L sources for the i‘® level.
We refer to w = [wy, -+ , w] as the realisations of another vector-based random vari-

able W. Note that w) € Fj, is the message of the i*" level and the j* source, which is
uniformly distributed over Fj,. V* is a random variable which takes on a set of possible
values of fi(wi, - wi) € Fj, and v’ is the corresponding realisation of V* for the i*"
layer.

The a posteriori probability of the event VV? = v at the ' level conditioned on the MAC

outputs Y = y and the a priori channel outputs E = £ = [¢!,--- [ £™], is given by
P Pr(Y|V1...v™ &Pr(¢|VE-- - V™)Pr(V...ym™
b v = Sy PO OPHEV - VPV V)
— Pr(Y, )
VisvtviieRg Tt
= PV = o)
Z Z Pr(Y‘Vl .. Vm)Pr(E\i\V\i)Pr(Vl Y™
Pr(Y,
Viso Viierg ! H(Y:€)
PV =)
N Pr(Y,€) Z , Z Z .
V(wi,wp ) VV\Zqu\i V(w}l,--- ,w]\f):
fl(wzl,"',wlL):U fl(wl):vl,-“,fm(wm):vm
Pr(Y|W = w)Pr(¢V|V\)Pr(W = w) (3.96)
where F7' ! £ [Fp, ---Fp_,Fp.,, - Fj,.] consists of a set of finite field and finite chain

ring. [F, is defined in Section 3.2.4. Note that if p; is not a prime number, [F;, can be de-
composed furthermore in terms of the p-adic decomposition theorem [64], and small
modifications of (3.96) are required accordingly. The conditional probability density
function is given by,

Pr(Y|W =w) =Pr(Y|wy, -+ ,wp)

2
1 _ |h10'_1(w% ><~-><w1n‘)+m+hLa_1(wi,><»-»XWT)7y|
= e No (3.97)

vV 7TNO

The a posteriori L-value di, for the event V* = v} is defined in (3.98) which can be further
separated into two terms in (3.99), where a}, is an element in (3.93) which serves as the
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a priori L-value. Note that v} is the k'" realisation of the random variable V*. Following
(3.93), we have

ek

LD kovi e, wi 0 €°F

Pr(¢|V =) =

The second term of (3.99) serves as the extrinsic L-value e} for the i" level and the k™
realisation of the vector-based random variable E? which is the extrinsic information of
the i*" level.

di = log ( kK (3.98)
: Pr(Vi =0y, &)
= al +el, (3.99)
where

> V(w), ) Zvv\iqu\i > ) w ) Pr(Y|W = W)Pr(g\i|V\i)

e} = log | i FHwh=vt e wm) =
k— iV \i
Z V(wivai) ZVV\iEFq\i Z V(W}i,m,wzi): PI’(Y’W = W)PI‘(E\ ‘V\ )

fz(wia“'awlL):O fl(wl)zvl,---,fm(wm):vm

Mutual information for linear combinations

The mutual information between the received signal and the decoded linear combination
at the i'" layer is:

[QﬂfVQ:Emwﬂ{b&fggggﬁ]
:Z}ww:@A}Mﬁémejm%ﬁﬁg%ﬁhmm

(3.100)

The probability density function P(Y|V*, H) conditioned on V* = v’ should be calcu-
lated by:

A : 1
PY|V =v H) = > P(Y|W =w,h)P(W =
( | v, ) PI’(VZ — UZ) =y v : ( | w, ) ( W)
v\ Wi, ,WL):

fl(wl):vlv”'v m(wm):Um

(3.101)
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The conditional mutual information I(Y;V*|V!... V1) gives the maximum achiev-
able rate at the i'" layer when the linear combinations of the preceding stages are per-
fectly known, which can be calculated by:

. o PY|V...Vi H)
v ‘rl Vi 1 _ ) ’
IY; VAV ) = Eyyi..vim [10g2 P(Y|V...Vi-l H)

= Z PI"(VlZUl,'--,VZ:’Ui_l)'

plogi—l

Z/(CP(H)/CP(KVﬂVl---Vi1,H)-

" P(Y|V... Vi H)
82 py |Vl Vil H)

dYdH

where the conditional probability density function P(Y, Vi |[V!... V"1 H) should be
calculated in terms of the random variables of the messages, which is given by:

P(K VZ|V1 = 1}17. .. ,Vi_l — /Ui_le)

1

= — > > P(Y|W = w, h)Pr(W = w)
Pr(vt, .- vih) _

Vv (vl--vt) ) V(wi, - ,WpL):

(3.102)
where P(Y|W = w, h) is given in (3.97). Note that V?, i = 1,2,--- ,m is a random

variable defined by the linear function of the i*" layer over F;,. Every V' operates over
different finite filed or chain ring.

LIF quantiser

We show here a LIF quantiser Q(LlI)F implemented via a modified Viterbi decoder. The
quantisation problem for the i'" layer can be mathematically expressed as:

argmin [|a’y — (57(c") + A))|[? (3.103)
=argmin||(a’y —5'(c") — Q((a'y — 67 (c"))[] (3.104)
subjectto: ¢ € C, N €A (3.105)
iNeC (=) --C" (3.106)

where Qx/(x) is the coarse lattice quantiser for the i*" layer and can be expressed as a
modulo operation x mod A/ (as defined in Theorem 3.3). ¢! ( - ) is the inverse operation
of ¢ which produces a set of lattice points .

We can construct trellis for the non-binary convolutional code €°. Assume that the states
of the k™ and (k + 1)*® time slots are s and s, respectively. The codeword of the
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branch that exists from s, and arrives at 5,1 is denoted as ¢}, _,
branch is given by

sny,- The metric for each

where 07! ( - ) is the inverse operation of o ( - ) defined in Section 3.2.4. We employ Viterbi
algorithm to estimate the best possible outcome c’. This implements the LIF quantiser

QSI)F for EDC-based MLNC.

Proof of Proposition 3.1 and Proposition 3.2

The codeword of the " layer is ¢' = (¢} + (@), -+ , ¢}, + (w)) € C". €' is a linear code
over 0;5/(w) which is generated by 7; ([T, By, «(n—ky)) where I, B};Z_X(nfki)] isak;xn
matrix over ¢;S. These are defined in (3.64) and (3. 65) The minimum-norm coset leader
in the i'" layer primary sublattice system is given by:

5i,A(Ci) = (011 Qi(c4 /pidi)pidi, - - - 702 - Qi(C;/Pifsi)piéi)
= (d| — @Q(c} /@), -, ¢, — @wQ(c) /) (3.108)

where Q(z) is a quantiser which sends z € C to the closest point in S. We denote
d?(A,, /) as the length of the squared shortest vectors in the set A, \ A/, then

P(Ap/N) = min[I5,a(e)]P = wll,(€) (3.109)

ci#£0,cteC?

The volume of the Voronoi region of A’ is V(V(A’)) = 9"|w|*", where ¥ is a scaling
factor depending on which PID is used, e,g., ¥ = V3 /2 when S is Eisenstein integer.
The nominal coding gain for the i*" layer primary sublattices is:

Wi (€7
(V(V(Au)))
e

(el )
e

19|pz‘|2(1_7

Q(Api/A/) =

3=

(3.110)

We now prove the kissing number for the i*® layer primary sublattices. Let N (w mm((ﬂl))
be the number of codewords in €’ with the minimum Euclidean weight wfm(el) and
Ny(s) be the number of units in S, e.g. Nyz(w))) = 6. When |p;|> —1 < Ny(g), recall that
€’ is a linear code over §;5/(cw). The number of non-zero elements of coset leaders in
6;S/(w) is |p;]* — 1, and these elements have to be a subset of §,U(.S). Hence, there are

N . : .
\p-LILZ(i - elements in the coset leaders which are formed by the same codeword and give
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the shortest \(Ie):ctqr. This means the number of the non-zero elements in a codeword
is precisely W‘T‘(;‘—g) When [p;|> — 1 > Nys), every neighbour point is represented by
different codewords, and hence the kissing number of the i‘" layer primary sublattices

is given by:

Wi (€D
7 i N 2
KA /N) = § N (©) (p%) "7 o2 = 1< Ny (3110
N (wr(rzlgn(ei»? Otherwise

and now Proposition 3.1 is proved.

From the proof of Theorem 3.1, we have & = ¢! +c?+---+c™, & € Cand € € (S/(w))".
The minimum-norm coset leader for A/A’ can be represented by codewords used for all

layers, thus:
Ga(€) = <El—wQ (ﬁ) e Gy — w0 (C—")> (3.112)
w w

where &; = ¢+ + -+ and ¢, j = 1,2,--- ,n,i = 1,2,--- ,m, denotes the ;"
element of the codeword c’. Then, the squared shortest vectors in the set A \ A’ can be
represented by the m linear codes used at each layer,

EA/N) = i (154 @)] = win(©)

¢#0,¢
The nominal coding gain for A/A’ is
wmin(é)
PN
(V(V(A)))"
2(kp—Fk1)

_ W@ TT, o™ (3.113)

I|py 2455, |2

o(A/AN) =

where we assume k; < ky < -+ < ky, in (3.113). Let N(wnin(C)) be the number of
codewords in C with the minimum Euclidean weight wy,i,(€), the kissing number of
this kind of lattices is:

K(A/N) = N(wnin(@)) (3.114)

Proposition 3.2 is thereby proved.

Proof of Proposition 3.3 and Proposition 3.4

As explained in Section 3.2.4, the codeword €' of the i*® layer operates over the fi-
nite chain ring €' € 6;5/(w), where 6; = w@/p;". Following (3.71), 5;(W'Ghcgr) —
(6:5S/(w))™, here the message space of the i'" layer is defined as:

W' = (5,5/p)6,5)M0 @ - - @ (8:5/pi6S)
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Then the minimum-norm coset leader of A,, /A" has similar form as (3.108) with ¢' €
C’. The nominal coding gain o(A,,/A’) can be obtained based on the same derivation
in (3.109) and (3.110). We are more interested in constructing the primary sublattices
with some linear codes over the finite field. This can be implemented via the complex
construction D approach, based on a set of nested linear codes, as proved in Section 3.2.4.
The residue field is now defined as Q = §;S/(p;6;). Let €0 C ... C €™ ~! be nested
linear codes of length n over ), where C*' is an [n, Z;ZO k; (] linear code for the th level

of the i*" layer, ¢ = 0,1, - -+ ,7; — 1. Note that €' is row spanned by the vector space:
i,
g
geit = kl (3.115)
8.

where gt, € Qi . None of the rows of ge:.+ are linear combination of the other rows.
K, X e

It is obvious that the primary sublattice point \,, € A, \ A’ is given by:

Api = pi'0is + p,l el 4opiett et (3.116)
A;% !
AEL’ >
A

Py

where ¢*! has to not be zero for all possible ¢ values. The outer lattice A;fl = {p, Y pidist

chitl) = _lAfv s eS8t ¢t e QM\ 0} Here AL forms a lattice Whic}r has
the same structure as the one in scenario 1, with A} | = {p:dis : s € S"}. Thus, ¢ =
(& 4+ (0:0), - -+, b+ (pid;)) € €. The minimum-norm coset leader for AL /AL

and the minimum Euclidean weight w"" " (€#—1) can be readily obtained in the same

min

way as (3.108) and (3.109). It is obvious that A} ™" € piFlA%%__1 \ p~ 1AL _, and we

have || AYi=! [|2> |p]*” 2w m’lzl_l)((‘fim_l) The squared shortest Vectors of the inner lat-

tice, e.g. H AV ||? has to be at least larger than || A} [|* where Ajy = {\) = pidis+c*0 :
s € 5", ¢"? e Q"\ 0}, and we have || \) [|*> w! ZO (G’O) The squared shortest vectors

min

in the set A, \ A’ is therefore lower bounded by

(A /N) = min {]p*wii)(€)

0<t<y;— “min

where wfmn) (CH) is referred to as the minimum Euclidean weight of non-zero codewords

in C € Q" (an [n, >}, k; ;] linear code) for the " level of the i*" layer. The nominal
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coding gain for the ' layer primary sublattices in scenario 2 is lower bounded by

. it i
o(A, [N) > Ming<<q, 1 {pi| 7w (€11}
yZ3 - 1
(V(V(A,)))"
i—Lle i . i i
paPE0 005 mingepen, o { a2l (€59}
= e (3.117)

Let Nt(w(i’t)((z’i’t)) be the number of codewords in €' with the minimum Euclidean

weight w!"" (CH?) for the ' level and the i*" layer. The kissing number of the i*" layer
primary sublattice is upper bounded by

min

PG

min

i—1 it) (@i N il?
KA /A < { St Nl ©n) () T P -1 N 311g)
T N (Wil e, Otherwise

This completes the proof of Proposition 3.3.

We now define the code € such that ¢! = ¢*° + p;ct! + -+ + pi%_lcimfl, and hence

€' € 6;S/(w). From the theorems developed in sections 3.2.3 and 3.2.4, we are able to
generate a new code € such that ¢ = ¢' + - - - + ¢ which makes € € S/(w). Thus, the
codeword of € is generated by the nested linear codes C*' of all layers. The minimum-
norm coset leader for A/A’ can be represented by:

5a(E) = (51 - %0 (C_l) e @0 (C_)> (3.119)
w w

where ¢; = c;#—c?—l—---—l—c}” andc;'.,j =1,2,---,n,i=1,2---,m, denotes the j
element of the codeword c’. Then, the squared shortest vectors in the set A \ A’ can be
represented by the m linear codes used at each layer,

2 no__ : =~ ()12 — . (C
EA/N) = min [155@)] = woin(®)

)

The nominal coding gain for A/A’ is

/ Wmin é
o(A/N) = —();
(V(V(A)™
C Yt ki
C'L)Inin(e) H?:l |p£|22t=0 (ve—t)—

= 3.120
Il (3.120)

The nominal coding gain of the EDC lattice in scenario 2 is related to the minimum
Euclidean weight of the composite code € and the code rates of all nested linear codes
at each layer.

D4.03 DIWINE



103

4 HNC maps and node operations in large scale
scenarios

WPLNC based communication networks deliver the information from sources to des-
tinations through the complex relay network. In order to properly design the Network
Coded Modulation (NCM) transmitted by network nodes and the relay processing in-
cluding the Hierarchical Network Code (HNC) maps, we need a formal description of
the global network processing function. Any practical implementation also implies the
half-duplex constrained relays which imposes the network to work in multiple stages.
We present a polynomial based formalism defining the Hierarchical Network Transfer
Function (H-NTF). It captures all phenomena related to the stage dependent transmit
and receive activity over the network, including potential buffering, and mainly the hier-
archy of forming the local HNC maps into the global hierarchical flow description. Us-
ing the polynomial formalism of H-NTF, we develop the half-duplex constrained stage
scheduling algorithm. It starts with finding a causal minimal latency (or close to min-
imal) critical sequence with subsequent doubly (first Rx then Tx) greedy mapping of the
node activity compliant with the half-duplex constraint.

4.1 Hierarchical network transfer function

4.1.1 Introduction

WPLNC based communication networks deliver the information from sources to destin-
ations through the complex relay network. Each node demodulates, decodes, processes
and re-encodes the hierarchical information (many-to-one function of the component
data) directly in the constellation space. Various aspects of the design ranging from
the NCM (in many flavors: Compute and Forward, Denoising, Hierarchical Decode and
Forward, etc.) over the relay node strategies (decode, compress) to the Hierarchical In-
formation (HI) and Hierarchical Side Information (HSI) decoding strategies are discussed
in number of works, e.g. [22,75-79].

This paper deals with a specific problem of WPLNC design related to the half-duplex
stage scheduling. In order to properly design the NCM transmitted by network nodes
and the relay processing (including the Hierarchical Network Code (HNC) maps), we
need a formal description of the global network processing function. Any practical im-
plementation also implies the half-duplex constrained relays which imposes the network
to work in multiple stages.
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It appears that all works on WPLNC assume either quite simplistic (e.g. two-way relay-
ing) or at least a priori given and fixed stage scheduling. At the best, the given fixed
scheduling is parameterised by adjusting the time proportions of the stages. The fixed
scheduling is then followed by either purely ad-hoc choice of HNC maps or some sort of
the optimisation but only inside a very limited constraints of the selected stages schedul-
ing, e.g. compute-and-forward requires “layered” type of scheduling. The uniting gen-
eric model capable of describing the hierarchy of the WPLNC processing for arbitrarily
complicated network is still missing. Also the generally applicable synthesis of the stage
scheduling in complicated topologies is unsolved. The scheduling of network resources
is, indeed, a wide and deeply investigated area of the theory of networks. Its main target
is however rather aimed on data/packet flows in the network. It should not be confused
with network stage scheduling. It is rather physical layer related and defines how the
network should be split into its per-state (stage) defined sub-networks and what type
of activity are nodes supposed to do and how the local edge/node properties/behaviour
unfolds into the global network description.

The background theory frequently used to solve the tasks of global network description
is the graph theory, e.g. [80]. The graph theory gives the global view and properties
of the network (the graph) based on its structure description typically represented by
the adjacency matrix. The local edge or node properties are represented by scalars only.
They represent node adjacency by 0 or 1, or are extended to scalar integer or real values
describing the multiplicity of capacity of the edges. This local description is however
insufficient for describing complex behaviour of WPLNC networks. On the other side,
the coding theory uses polynomial formalism frequently for the analysis of trellis free
path properties of codes that can be described by the finite state machine, e.g. convolu-
tional and turbo codes [43]. A specific situation when the network (graph) changes in
time appears to have received only limited attention, and if so, it still remains within a
perspective of simple scalar local description on the edges. The work [81] introduces the
graph unfolding but still tightly bound to scalar edge description, in this particular case
even using Boolean operations.

This paper builds on these ideas and develops a network graph model that can handle (i)
complex local description of the edge and node properties using polynomial formalism,
and, at the same time, (ii) allows for time dependent network graph with discrete ordered
causal states (stages). The local and per-stage description is unfolded into the global
description capturing the whole hierarchy of local properties. The model is then used
to synthesise half-duplex constrained stage scheduling. The motivation and goals are
outlined here.

(1) The design of a WPLNC network involves the synthesis and optimisation of re-
lay strategies that process many-to-one functions (hierarchical information) of the data
streams represented in the constellation space. At the same time, we have to guarantee
the end-to-end solvability for the desired data at the destination based on the observation
of multiple hierarchical information carrying signals. Having a description connecting
the local and the global behaviour is a first step in this design.

D4.03 DIWINE



4.1 Hierarchical network transfer function 105

(2) Let us assume that the building blocks of the WPLNC cloud are half-duplex con-
strained relays performing their front-end strategy (multiple stage Hierarchical Multiple
Access Channel (H-MAC)), back-end strategy (Hierarchical Broadcast Channel (H-BC))
and relay processing strategy described by HNC map x and it corresponding processing
metric u. We are also given a connectivity map of the network.

(3) The goal is to develop a technique that will allow to build the whole encapsulation
hierarchy of the information flow between the source and its target destination respect-
ing all involved HNC maps, Tx activity stages, received signals participating in a given
HNC map, mixed stages flows and potential buffering at nodes.

The paper provides the following contributions and results.

(1) We develop a polynomial formalism describing all node activities (involved HNC
maps, Tx activity stages, participating Rx signals, buffering). This will be used to define
Hierarchical Network Transfer Function (H-NTF) capturing the whole encapsulation of
these phenomena in the network. It can be used to identify the end-to-end solvability for
the information flow including all hierarchical encapsulations, scheduling of the stages
and it will help identifying the critical bottlenecks. Since complex networks usually
have a high diversity potential and also the processing and scheduling provide many
possible options, it will also set the model for optimising the node operations. The name
“hierarchical” emphasises that the NTF captures the encapsulation hierarchy rather than
the input-output transfer [82].

(2) Using the H-NTF formalism, we develop the doubly greedy half-duplex constrained
stage scheduling algorithm. It starts with finding a minimal latency (or close to minimal)
causal critical sequence with subsequent doubly (first Rx then Tx) greedy mapping of
the node activity compliant with half-duplex constraint.

4.1.2 Polynomial formalism

Assume WPLNC cloud network with nodes numbered by integers § = {1,..., K}.
Sources and destinations are included in this set. Let the set of source nodes indices
be 85 = {i1,...,ixs} C 8 and corresponding (correctly ordered) destination nodes
Sp = {%1, cee %Ks} C 8. Indices in 8 p can repeat if a given node is a destination for mul-
tiple sources. We also (additionally over the numerical indices) denote the sources and
destinations with letter indices, S;;, = Sa,5;, = Sp...and D; = Da,D; = Dp,...
Nodes participating in /-th stage have indices from the set 8, C 8,¢ € {1,...,L}.

A directed connectivity K x K matrix for /-th stage is H, where columns correspond to
Tx activity and rows to Rx activity. Its i-th row j-th column entries H, ;; are equal to 1 if
i-th node receives the signal from j-node in the /-th stage, otherwise they are 0. Notice,
that the connectivity matrix under the half-duplex constraint has zeros on the main
diagonal. We also define a global directed connectivity matrix Hy which describes the

connectivity regardless of the stage and its entries are Hy;; = U (Zle H gyij) , where U(.)
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is a unit step function. Entries are equal to 1 if any of the per-stage directed connectivity
element is 1.

For each stage, we define per-stage K x K network transfer matrix
G, =W, (XH/V,+ By) (4.1)

. The polynomial formalism denotes the passing of the network flow through ¢-th stage
by W,. The K x K diagonal matrix X, represents the event of the network flow passing
through the i-th receiver’s HNC map in /¢-th stage by the polynomial variable X/ ;,
ie. X, = diag[Xs1, Xro, ..., Xy x| where diag[ay, ..., a,] denotes a diagonal matrix
with ay, ..., a, on main diagonal. Similarly, the K x K diagonal matrix represents
the transmit activity of j-th node in the ¢-th stage by the polynomial variable V/ ;, i.e.
V, = diag[Vi1, Via, ..., Vi k| The diagonal K x K matrix B, represents the buffering
at j-th node at stage /. It adds diagonal entries on G, matrix, i.e. the node virtually re-
ceives what it has transmitted B, = diag[By 1, B2, . . ., B x|. In summary, the matrix
G/ has nonzero entries (1) on main diagonal W, B, ; which represent buffering, and (2)
on i-th row and j-th column W, X, ;V} ; if node 7 receives the signal from node j in ¢-th
stage.

4.1.3 Hierarchical network transfer function

The Hierarchical Network Transfer Matrix (H-NTM) is defined as a compound network
transfer matrix over all stages'

V4
[[Gn=Gi+ GG+ + GGy ... GGy (4.2)

1 m=1

L
F—
/=

The Hierarchical Network Transfer Function (H-NTF) is multi-stage network response
z on the excitation from the sources s evaluated at the proper destination indices z =
[z, 755KS]T where destination nodes have indices Sp = {i1,...,ix,} C 8, the full
response for all nodes is z = F's and s is the source excitation vector with entries \5; on

positions i € 8¢ = {i1,...,ix,} C S otherwise zeros.

Hierarchical network transfer matrix is the network response combining the results from
all stages, e.g. G1s is the response after first stage with source excitation s, GoGs is the
response after first and second stage, etc. The H-NTF contains a complex information
about the network flows. It can be simplified and interpreted in various was as we explain
later. The example of the polynomial formalism and H-NTF is in Figure 4.1.

This follows similar ideas as [81] unfolding accessibility principle but with generalised polynomial
entries. Also, in the per-stage network transfer matrix product, the subsequent states (the later stages)
are left-hand matrix multiplications. We however do not use an explicit notation for this in the product
operator. We also assume a finite number L of stages and no pipelining over several repetitions of
L-stage sequence.
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The complete H-NTF z contains complex information about the data flow in the WPLNC
network. For specific purposes, we can simplify it in order to reveal what we want. Also
we can optimise the cloud operation by selectively switching on/off various functional-
ities and subsequently analysing the result.

The most important aspect is whether the desired source found its way to the intended
destination. This is fulfilled if the source appears in the corresponding destination H-
NTF. However it, on its own, does not guarantee the solvability (generalised exclusive
law), it is only a necessary condition. Buffering can be switched off by simply setting all
B = 0. We can also do that selectively for individual nodes and/or stages. We define zero-
buffering H-NTF z3 = z|5_,. The hierarchical encapsulation of the WPLNC network is
revealed by identifying the HNC maps at particular nodes and particular stages where
the source participates in. For this purpose we evaluate zg x = zp|j_; y—;. If the net-
work has high hierarchical information path diversity, we can selectively switch off some
nodes’ transmission by setting V; ; = O for agiven ¢, j, i.e. zg x v, . = ZB|W:17‘~/:17W7J_:0.

In the network with high diversity of the end-to-end flows having a non-uniform number
of stage activity over the paths, we need a tool to recognise the role of signals in terms
of HI and HSI. Components (or sub-components) of H-NTF can be HI or HSI only if they
have the same number of W, variables. It indicates that the source data come from the
same epoch (defined by the stages) and therefore have a chance to support themselves
(HI) or help resolve a friendly interference (HSI). Otherwise the data comes from different
epochs and they are independent (if the source data are IID).

4.2 Doubly greedy stage scheduling

The polynomial formalism of the network transfer matrices can be used for the design of
the half-duplex constrained scheduling. There are many possible half-duplex scheduling
possibilities. Apart of the half-duplex constraint, we impose additional requirements to
reduce the number of possible solutions. A natural additional requirement is to minimise
the latency while keeping the multi-stage data flow causal.

The forthcoming algorithm solves the half-duplexing systematically while the latency
and causality is solved by enforcing an ad-hoc solution which, however, in many case
gives the minimum latency solution. Essentially, we will identify the per-stage network
transfer matrices Gy fulfilling the half-duplex constraint while enforcing the critical
transmission sequence. It guarantees that the data flow on the critical path (typically the
longest path) will causally find its way to the desired destination with minimal latency.
The algorithm is doubly greedy in a sense that (1) all receivers that can hear transmitters
on critical path are set to the reception mode on a given stage, (2) all transmitters that
do not violate the half-duplex constraint (dictated by the previous point) are allowed to
transmit. We can later switch them off selectively after analysing and optimising the
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Figure 4.1: 3-source 3-relay 1-destination example network. Sources are 8¢ = {1,2,3},
s = [S1,55,53,0,0,0,0]", destinations are Sp = {7,7,7}, S1 = S4, 5> =
Sg,S3 =S¢, Dy = Da, Dy = Dp, Dy = Do. H-NTF at final destination is
ZABC-

H-NTF. Putting first the greedy reception before the greedy transmission attempts to
minimise the number of interacting signals in the WPLNC cloud.

Half-duplex constrained stage Rx-Tx greedy scheduling algorithm with enforced latency-
critical causal sequence is given by the following steps.

1. Global directed connectivity. The node global radio visibility is defined by global
directed connectivity matrix Hy and we assume that it is known.

2. Minimum latency causal path. We identify the minimum latency causal path. It
is the longest directed and sequentially numbered path in the network graph between
any of the sources and their corresponding destinations. Thus, it is the minimum num-
ber of hops if we respect only the directed connectivity regardless of the half-duplex
constraint. This can be obtained by observing the source flow propagation through the
network with increasing number of the hops. We observe the response (HyV,,,) x - - - X
(HoV2)(HoV;)s with sequentially increasing m = 1,2, .... The smallest m (denoted
by M in) such that all sources find their way at least for some m < M, to their corres-
ponding destinations becomes the longest path ensuring causal delivery of source flow
to the destination. The sequential multi-hop and causality principle also guarantees
that the nodes on one individual path of given source flow (ignoring other sources and
paths) are consistent with half-duplex constraint. The corresponding ordered set S,
of transmitting nodes can be easily identified from the set of variables {V3;,,..., Vini. }
associated with given source variable S5;. It will be the minimum latency causal path
and it defines mandatory transmit activity of the nodes. If there are multiple of them,
we choose randomly (or the one which is better for WPLNC used on top of the stage
scheduling) one and cross-check the end-to-end flow for all sources in the following

steps. If it fails, we choose a different one until all options are exploited. The complexity
of this step is O( K%My ).
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3. Critical sequence. The previous step however does not generally guarantee, when
we later impose the half-duplex constraint, that the all other sources find their way to
their destinations in the number of half-duplex hops limited by M,;,,. If this happens, we
have to ad-hoc choose another enforced and possibly longer sequence of the transmitting
nodes (not violating the half-duplex) and cross-check that the subsequent half-duplex
schedule guarantees the end-to-end flow. This sequence 8. of transmitting nodes will be
called enforced latency-critical causal sequence, or simply the critical sequence. The crit-
ical sequence guarantees the minimum latency causal network if the step #2 succeeded.
Otherwise the minimum latency network does not exist and the critical path becomes ad-
hoc solution. However, if the minimum latency path from the step #2 remains a subset
of the critical path we get a solution which is close to the minimum latency one.

4. Mapping the critical sequence on stages. The critical sequence of transmitting
nodes 8. = {my, my,...,my} defines the stages. The node m, belongs to the stage
¢ e {1,..., L}. Itmeans that the node m, mandatory (by the critical sequence) transmits
in stage ¢. This mandatory transmission is represented by multiplying m,-th column
(corresponding to the m,-th Tx activity) of the matrix H by the stage variable I¥,. The
critical sequence transfer matrix is G, = Hy diag[w;, we, . .., wx] where w; = W, if
my = i otherwise w; = 0,7 € {1,..., K}, € {1,..., L}. Columns of G, that belong to
mandatory transmissions are labeled by the corresponding W,. Columns which do not
participate in mandatory critical sequence transmission are set to zero. Since the critical
sequence was set as a causal Tx activity sequentially mapped on the stages, each stage
appears only once in the matrix G,.

5. Critical sequence Rx nodes (greedy Rx). All nodes that can receive the signals
from the critical sequence are set to the receive mode in the corresponding stage. These
nodes, regardless whether they are on the critical path, i.e. greedy Rx, can be found by
evaluating r., = Giwherei= [1,1,...,1]7. The i-th component of r., contains the
sum of variables W, of the stages received by the i-th receiver. The complexity of this
step is O(K'L).

6. Half-duplex constrained Tx (greedy Tx). Nodes that do not receive in the given
stage are allowed to transmit in that stage (greedy Tx). The set of allowed transmis-
sion half-duplex stages is simply get by subtracting (in polynomial representation) the

. .. L .
reception vector r, from the vector containing all stages vig = (> _,_; Wg) 1— rg.

The allowed Tx stages are then mapped onto the half-duplex transfer generating matrix
G = H, diag(vpq). The generating matrix has nonzero entries on the positions inher-
ited from the directed global connectivity matrix Hj and each nonzero entry is a sum of
W, variables representing the half-duplex consistent allowed Tx stages. The complexity
of this step is O(K L). The half-duplex generating matrix only guarantees that the critical
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path nodes comply with the half-duplex constraint and otherwise it gives doubly-greedy
freedom of Rx/Tx which can but does not have to be utilised.

7. Per-stage connectivity matrices. Per-stage directed connectivity matrix Hj is
simply get by taking the generator matrix and setting W, = 0 for all stages (' # ¢
H; = Glw,—1,w, =0 for /¢

Algorithm needs to performed by the centralised entity with Hy knowledge and then
subsequently the nodes are informed.

4.2.1 Example application.

The half-duplex Rx-Tx greedy scheduling procedure with enforced latency-critical causal
path is demonstrated on example network in Figure 4.1. Minimum latency causal path is
obtained from evaluating (HyV,,,) X - - - x (HoV3)(HV)s and observing the response
at node 7, i.e. the 7-th component of the responses

(HoV2)(HoVy)s], = S1ViaVas + S35 (VigVas + Vishas), (4.3)

[(HoV3)(HoV2)(HoVi)s|, = SiVi1VauVse + S2Vi2Va Vi (4.4)

We see that S, S5 reach the destination in two steps while S; needs three steps. Then
the minimum latency causal path (and also the critical sequence) is dictated by S5 and it
is 8. = {2,4,6} (there is no other option) and the number of stages is L = 3. The cross-
check of the end-to-end flow is simplified by the fact that all source have a common
destination and therefore only one component z4p5c of H-NTF needs to evaluated. All
three sources reach the destination and we can use the H-NTF to analyse and optimise
stage activity, buffering and HNC maps.

4.3 Cloud access node scheduling and validation

Alarge body of research has been recently devoted to the problem of wireless multi-user
communications. Traditional approaches of multi-hop relay networking use the ortho-
gonal separation of resources. However, in dense multi-relay ad-hoc networks these
approaches scale poorly with network size due to the increase of the overall interfer-
ence [83]. Recently the dense WCN architecture has been proposed [84-87] as a prom-
ising paradigm for multi-user communications based on the use of intermediate relay
nodes. The key feature of this architecture is low latency and high reliable multi-user
communication enabled by interference mitigation techniques at the PHY layer of the
relay nodes. This is referred as cloud-relaying and it is a cluster of densely deployed
relay nodes with the same ad-hoc properties. In order to accelerate the proliferation
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Figure 4.2: Super dense wireless cloud network (WCN) reference architecture.

of such a high throughput and reliable communications consistent with 5G vision the
quest for some required technologies is started in terms of: (i) introducing novel system
architectures and resource allocation schemes, (ii) advance transmission techniques and
strategies, (iii) new relays or new functions in current relays.

In the WCN, transmitted signals from multiple flows are flooded from the source CA
nodes to destinations through densely deployed relay nodes, in a layered architecture as
shown in Figure 4.2. Relay nodes (generally decode or amplify or compute and forward
relays) are cooperating directly at the PHY layer, creating a compound virtual macro-
relay that employs advanced interference processing [85]. The fundamental goal of the
relay nodes is to deal with the interference of simultaneous flows by adopting interfer-
ence processing techniques such as interference neutralisation [88], wireless network
coding [11], and successive interference cancellation [89]. The performance of the dense
WCN strictly depends on the way multiple flows coexist within the WCN. Moreover, in-
trinsic heterogeneity of the arrival traffic, caused by the mobility pattern of end-users, is
another dominant factor in CA nodes binary (ON/OFF) mode. While some CA nodes are
inactive (OFF mode) due to the lack of traffic, other CA nodes might be overwhelmed
with a high burst of traffic. Despite of the fact that WCN can perfectly mitigate the
interference impairment and accommodate all the CA nodes in active (ON) mode, this
barely happens due to the heterogeneity of arrival rates. Since the WCN capacity scales
with the number of simultaneously active CA nodes, this leads to waste resources and
decrease the cloud efficiency in handling multiple flows in parallel.

The purpose of this section is the design of CA nodes scheduling mechanism and an
offloading mechanism in the backhaul of the WCN. CA node scheduling is inspired by the
adoption of the scheduling approach proposed in [90]. Two optimal scheduling solutions,
so-called one-at-a-time and all-at-once modes and their general optimality conditions are
discussed in [90]. Intuitively, one-at-a-time is optimal if the transmitted flows pose heavy
interference to each other, such that the rate reduction due to interference is significant.
In fact, one-at-a-time is the cloud mode when baseline TDMA is the optimal transmission
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scheme. Conversely, all-at-once mode is preferable for mitigated-interference scenario,
where simultaneous transmissions have virtually no impact on each others’ transmission
rate. Considering the interference mitigation capability of the dense WCN,; all-at-once
mode is the preferable scheduling solution for the CA nodes in the WCN if interfering
signals are perfectly canceled by the WCN’s internal processing. We further enhance this
scheduling mechanism through an ad-hoc offloading mechanism devised in the backhaul
of the WCN (among CA nodes) to maximise its utility, i.e. multiple flows transmission
with the minimal cloud duty-cycle. The proposed scheme is evaluated via Matlab and
also simulations at the System Level Simulator (SLS).

4.3.1 System model

The WCN consists of a set of N CA nodes acting as N x N MIMO system toward N
destinations through a macro-relay node. We have L layers from source to destination
CA nodes. The macro-relay is a cascade of [M x M x --- x M| MIMO system with
L — 2 layers and M relays in each layer, equipped with specific interference mitigation
capability that can provide parallel orthogonalised communication channels for the act-
ive flows (up to N) originated from CA nodes. Notice that N < M and each flow can
be relayed with one or more relay nodes in each layer.

Basically, in each layer [, relay nodes are assigned to the transmission flows to provide a
robust virtual communication tunnel for each flow. We define D;; as relay set consisting
of relays (here decode and forward) dedicated to the i-th transmission flow at the [-th
layer. All relays in D;; receive their signal from ¢-th flow, decode (or denoise [11]) and
forward it to the next layer, while treating the signals from other flows as noise that are
assumed to be mitigated through functionality enabled at the PHY. This internal layered
architecture provides redundant copies of desired signals in each layer, resulting reliable
communication links between source and destination CA nodes [91]. Obviously, flows
with more stringent QoS requirements will be allocated with larger number of relays in
each layer.

Packets originated from geographically distributed clients with a Poisson-Like arrival
rates {\;}Y,, accumulated in finite size queues at CA nodes. Each CA node transmits
the packets stored in its queue through the WCN to the destination CA nodes. The
service rates experienced by CA nodes {y;}Y |, as offered by the WCN, are random
and exponentially distributed with a rate that depends on the state of the cloud s and
the internal processing gain «. Cloud state s refers to the number of simultaneously
activated CA nodes (ON mode), and the internal processing gain « € [0, 1] depicts the
ratio of the interfering signals that reach the destination after being suppressed by the
interference mitigation capability of the WCN. Just to exemplify, if « = 0 the WCN
mitigates all the interference impairments in relaying multiple flows, while for a = 1
the WCN has no interference mitigation capability. When the interfering signals are
perfectly mitigated, more CA nodes can transmit simultaneously via cloud. Potentially,
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in each transmission round, up to N CA nodes can simultaneously transmit their queued
packets to NV receiver CA nodes (Namely cloud acts in "all-at-once mode, providing for
a point to point communication model through orthogonalised channels as for a = 0).
cloud utilisation factor is defined as (%), where T4, 18 the entire transmission time
of all the CA nodes in the baseline time-division-multiple-access scheme (TDMA) where
one CA node at a time is using the WCN in a Round Robin (RR) approach, and 7}, is

the entire transmission time of all the CA nodes via WCN (namely, WCN duty-cycle).

We define W,;,,4 and W, as portions of the total bandwidth allocated to the WCN and its
backhaul communication respectively. More in detail, cloud bandwidth 1,4 is used for
the source to destination CA nodes communication through the WCN, and the backhaul
bandwidth W} is used for the backhaul communication so that CA nodes can exchange
their queue state information and offload their backlogged packets to each other (if bene-
ficial). Basically, the use of the WCN as a macro-relay with simultaneous transmissions
is beneficial, if T,jus < Tigma. The scope of this section is designing the CA nodes
scheduling and its enhancement through offloading in the cloud backhaul, assuming the
WCN resources, e.g. cloud bandwidth W,,,4, backhaul bandwidth W, and relay sets in
each layer D;;, are granted.

4.3.2 Cloud access node scheduling

In this subsection we address the CA nodes scheduling that is to find the minimum
scheduling time for emptying all queued packets at all CA nodes conditioned to the
incoming traffic {\;}¥,, inter-CA nodes coordination and queues offloading. The ob-
jective of the WCN is simultaneous transmission of as much as flows compatible with
the transmit capability of the WCN for a given internal interference mitigation gain
a. Although CA node scheduling facilitates the simultaneous transmission, it does not
necessarily guarantee all-at-once mode. In fact, the transmission rate per each flow is
impaired by increasing the number of simultaneous flows, depending on the WCN inter-
ference processing gain . Considering the fact that each CA node has a specific service
rate granted by the cloud (which can be decreased when increasing the number of simul-
taneous CA nodes) finding the optimal sets of CA nodes for simultaneous transmissions
with the minimum WCN time is the focus of this subsection. We model the minimum-
time scheduling problem of CA nodes, and verify the effect of the interference processing
gain and heterogeneity of traffic on the cloud states, in the following.

As introduced, let N = {1,2,..., N} be the set of CA nodes (or equivalently N flows)
can be activated within ¢-th round of transmission, these CA nodes are associated with
queues states q = {q1, G2, - - -, qv } Where ¢; represents the accumulated packets at the
i-th CA node before the ¢-th round of transmission. The set of all possible scheduling
subsets of N is H with cardinality |}| = 2V — 1, excluding the empty set (no usage of
the cloud). We use the term state when referring to s, € H, h = {1,2,...,|H]|}, thatis
the subset of the CA nodes that are scheduled together (ON mode) with multiple flows.
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The WCN in h-th state (s;) means that all CA nodes in the subset s, are in ON mode
to transmit their encoded flows simultaneously. For any given state s, the rate of each
CA node depends on the composition of CA nodes in s,. Let f(i,s;) denote the rate
function for a flow originated from ¢-th CA node when ¢ € sj. These rates represent
feasible rates that are within the capacity region granted by the cloud.

The minimum-time scheduling problem for a given (f,q), is to select a set of states
(s1,82,...,5), among the 2V — 1 members of H, along with their respective alloc-
ated transmission times (77, T5, . .., Ty ) such that the total time Zthl T}, is minimised,
provided that the corresponding data rate {{ f(, 1)}, {f (4, 82) } 1, ..., {f (3, sm) }X 0 }}
can empty the queues q. Based on the above mentioned points we can write

%1;1 ZTsh , (4.5)
speH
subject to the constraints
Z fl,sn)Ts, =q, i1=1,...,N, (4.6a)
speH
Ts, >0, h=1,...,|H|. (4.6b)

One optimal solution for (4.5) can be scheduling all NV flows simultaneously, in all-at-

once mode. If we consider sy as the state including all the CA nodes then f(i,sy) >

JOoNani=1 i the necessary condition for the all-at-once solution, where f(i, s3)|}s, =1

denotes the service rate of i-th CA node in the baseline TDMA scheme. Note that, if sy,
denotes the h-th state from J{ (or equivalently a subset of simultaneous CA nodes) and
i is the index of a CA node so that i € s;, the service rate f(i,s;,) < f(i, sg), if s, C sy
It means that by increasing the number of simultaneous flows, throughput of each flow
can gradually reduce, even if the total cloud throughput might be still good compared
to the baseline TDMA scheme.

Cloud service rate: For the sake of reasoning, we approximate the service rate f(.)
from Signal-to-Noise-and-Interference Ratio (SINR) on links, cloud internal processing
gain «, and the number of hops between source and destination CA nodes. Basically, the
end-to-end service rate for i-th CA node in the h-th state of the cloud can be defined as

Wc ou . Zr S pogr,r
Fli, sp) = —22 Jog, (1 +m1n{ EDit1 l}) : (4.7)

L—-1 Tl 0727+04F1(i,3h)

where p, is the transmission power, g, ,, is the gain of Rayleigh channel for two success-
ive relays (namely, (r,7;) € {D;;-1 x D;;}), and 0727 is the noise term. I';(7, s) is the
interference impairment caused by the other simultaneous flows at the /-th layer, that is
scaled by cloud internal processing gain «.. Note that the end-to-end service rate is scaled
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down by the number of hops (L — 1) according to the layered architecture of the cloud
(see Figure 4.2) that allocates orthogonal resources at every hop as for other networks.
The optimal number of layers L with the minimum outage probability is investigated
in [92] with analysis restricted to one relay at each layer. A closed-form expression for
the optimal number of layers incorporating the end-to-end throughput needs further
investigation. Considering a fixed number of layers, cloud service rate f(i, s;,) for i-th
CA node in h-th state depends on the internal processing gain o which quantifies the
efficiency of the cloud in attenuating the interference impairment. Note that for small
value of o (when a@ — 0) the number of simultaneous transmissions increases (due to
the perfect interference mitigation capability) while for large values of a (when av — 1)
the CA nodes will be scheduled closer to the conventional TDMA or one-at-a-time mode.
Finally, the average service rate of i-th CA node can be approximated as

T ,
pi= 0 =) (48)
cloud
speEH
In order to have a tractable analysis, the service rate for the i-th CA node is exponentially

distributed with parameter ;.

4.3.3 Distributed offloading in the cloud backhaul

In this subsection we highlight that the heterogeneous arrival rate can degrade the per-
formance of the cloud scheduler. In fact, even if the cloud sustains the maximum possible
service rate by perfectly mitigating the interference impairment, the traffic pattern, i.e.
the number of queued packets in each CA node, is a dominant factor in achieving the
optimal solution. Specifically, the solution provided by (4.5) depends upon two factors:
(i) the cloud service rate and (ii) CA nodes queue state. The former is a function of cloud
internal processing gain characterised by parameter o (see subsection 4.3.2). The latter
depends on the traffic rates that are not essentially homogeneous.

Figure 4.3 visualises two different solutions of scheduler (4.5), depicting the evolution of
the queue state on the scheduling and consequently cloud states. As we already men-
tioned, if we assume sy is the state that all CA nodes are activated in all-at-once mode,
with cardinality |sy| = N and f(i,sg) > % for Vi € sg, the state sy is the
optimal solution of (4.5). However, heterogeneous packet arrival rates can manipulate
the optimal solution by reducing the cardinality of the activated CA nodes, for a period

of time, increasing the cloud duty-cycle (7 ;ouq)-

Despite the fact that the cloud internal processing gain can support the simultaneous
transmission of all the CA node, the cloud state s;, strictly depends on the state of the
queues q. As is shown in Figure 4.3 a, when packet arrival rates of CA nodes are hetero-
geneous (here we consider A\3 > (A1, A\2) > A4 for a cloud with N = 4 CA nodes and
one layer of relays, i.e. L = 3 hops), the scheduler first equalises the queue length by
activating CA nodes in the groups with cardinality of two or three and finally activates
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Figure 4.3: Cloud processing state s;, depending on the queue states: a) heterogeneous
packet arrival rates (A3 > (A1, A\2) > Ay); b) homogeneous packet arrival
rates (\; = A\; Vi,j € N).

all of the CA nodes in all-at-once mode. On the other hand, when queues are almost
balanced with homogeneous arrival rates (¢; = ¢; for ¢, 7 € N) the cloud is activated
in all-at-once mode in a larger portion of the cloud duty-cycle (T{js,|=n)/Ttioud) Such
that the cloud is fully utilised, see Figure 4.3b. Notice that the cloud is fully utilised
if 15, =) /Teuowa — 1, as a larger amount of traffic can be processed and reach the
destination nodes in a shorter period of time.

We devise a distributed offloading mechanism in the backhaul of the cloud to equalise
the number of the queued packets at the source CA nodes. Parallel to the transmission
through the cloud, CA nodes partially use W, to offload some queued packets from high-
demanded CA nodes to the low-demanded ones. This scheme implicitly uses CA nodes
as cooperative relay nodes in the backhaul of the cloud and accordingly forces the sched-
uler to activate all the CA nodes as they have approximately equalised queue size. We
pair donor and acceptor CA nodes for cooperation, based on their communication delay
in the cloud backhaul. Although every CA node can potentially communicate with all
the other CA nodes, due to the scarcity of resources, each CA node constructs a group of
three CA nodes to cooperate in the offloading process. Let rj; be the normalised fraction
of packets that i-th CA node forwards to the j-th CA node and p; = u;- — Zi\;l ik Ak be
the residual service capability of j-th CA node. Note that u; = 1/(T§ +T}) where T} is
the average serving time of a packet in the j-th CA node (waiting time in the queue plus
transmission time) and Tf is the offloading delay in the backhaul of the cloud depend-
ing on the channel quality used in the cloud backhaul. In other words, ,u; is the service
rate of the i-th CA nodes’ packet when it is redirected to the j-th CA node. In compact
notation, p = p’ — RX where R is the N x N offloading matrix among CA nodes. Each
roW r; = 11,72, ..., 7;n] is the incoming portion of traffic toward j-th CA node and

D4.03 DIWINE



4.3 Cloud access node scheduling and validation 117

each column r; = [ry;, 79, ..., 7n;]T is the outgoing portion of traffic from i-th CA node
to the other CA nodes.

As mentioned earlier, we let every CA node offloads its packets toward two acceptor CA
nodes with the minimum offloading time. In fact, each CA nodes finds the nodes with the
lowest offloading delay in the cloud backhaul. Every CA node constructs the offloading
set J = {i,1, k} consists of its own index i and two CA nodes for offloading, indexed as
[, k. The purpose here is optimising the column vector r; of each CA node based on the
knowledge of the residual service capability p; for j € J. Therefore, delay for each CA
node for incoming traffic can be written as

N
DZ(R) = ZT’]'Z'TJ' (R) s (49)
j=1
where 7;(R) = pj_i__ - Regarding the above mentioned parameters, each CA node
JiNg
minimises its cost function as
min D;(R) , (4.10)

T

subject to the constraints:

WE

sz' =1 s (411&)

j=1
rji=0Vjed, (4.11Db)
Tji = 0 VJ € N\H . (411C)

Assuming that CA nodes in J are sorted based on their available capacity (p; > p2 > p3),
the optimal outgoing portion of backlogged packets from i-th CA node to the j-th CA
node in J is

1, _ VP ; ;
0 if I <
where I
> =1 VPi
VA = % (4.13)
z]‘:1 Pj — A

and [ is the minimum index that satisfies the inequality

(4.14)

1
pr < —.
Nal
Proof. In Section 4.3.6.

According to (4.10) every CA node minimises its delay by direct transmission or offload-
ing through the other CA nodes. This model implicitly selects neighbouring CA nodes,
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Figure 4.4: Cloud utilisation factor (T}gma/7Teioua) versus cloud internal gain o € [0, 1]
under heterogeneous arrival rates. N = 4.

or CA nodes with a high quality communication channel for offloading. Assuming that
the service rate of the cloud is fair to all the CA nodes (« is equal for all flows) this offload-
ing mechanism equalises queue sizes at the source CA nodes. We verify the proposed
minimum-time scheduling and distributed offloading schemes with some numerical res-
ults in the following subsection.

4.3.4 Numerical results

In this subsection, we evaluate the performance of the proposed scheduling and dis-
tributed offloading mechanism compared to the conventional baseline TDMA scheme.
Simulation is twofold. We use Matlab to evaluate the cloud utilisation factor when we
use both minimum-time scheduling and offloading mechanisms. Then we use the SLS
as a more realistic environment to evaluate end-users QoS, e.g. packet delay and packet
loss ratio. The SLS is a flexible tool with a modular object-oriented software architecture,
which allowed the rapid implementation and evaluation of the proposed schemes. It fo-
cuses on Layer-2 protocols, but it also implements the PHY functionalists, i.e. simulating
the underlying wireless channel and the WCN interference mitigation capability.

Figure 4.4 compares the cloud utilisation factor 1 < % < N versus cloud internal
processing gain « € [0, 1]. For simplicity, N = 4 pairs of transmitter-receiver CA nodes
are considered with heterogeneous arrival rates so that the packet arrival rate of the
second CA node is two times higher compared to the others (say A = 2\ and \; =
A Vi # 2). As shown for o = 0 (namely when cloud perfectly mitigates the interference)
the minimum-time scheduler joint with distributed offloading mechanism in the cloud
backhaul fully utilises the cloud under heterogeneous arrival rates and outperforms the
minimum scheduling time solely. Moreover, there is no performance gain compared
to the TDMA scheme when o« — 1 as there is no interference mitigation capability
which would facilitate parallel transmissions. Figure 4.5 highlights the effect of the cloud
internal interference processing gain « on the dedicated time portion to each state of the
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Figure 4.6: Comparison of packet delay between scheduler joint with offloading and
TDMA scheme under different average load factors A\, N = 4.

cloud, i.e. T§, as the time dedicated to the state s;,, based on the complementary CDF,
under heterogeneous arrival rates. As is shown, cloud behaves differently depending
on the value of . Cloud is operating in TDMA mode (about 70% of the entire duty-

cycle) when o = 1, while the highest percentage of the cloud duty-cycle is spent on the
all-at-once mode when o = 0.

We evaluate the packet delay and packet loss ratio of the cloud equipped with the pro-
posed schemes through the SLS. In all the simulations made by SLS maximum capacity
per each flow is assumed 54 Mbps, but varying based on the SINR value. Traffic is gen-
erated with an exponential process, and stored in CA node buffers with a capacity of 50
packets, awaiting transmission. The mean rate of the exponential process is derived from
the input load which is an independent parameter, and is expressed relative to the capa-
city. Unbalanced traffic is assumed in all our experiments, with even-numbered nodes

assigned double traffic load that the odd-numbered ones. This is to test the effective-
ness of the offloading mechanism. In Figure 4.6, 4.7 we compare the performance of the

scheduling algorithm and offloading scheme, compared to the baseline TDMA scheme,

DIWINE D4.03



120 4 HNC maps and node operations in large scale scenarios

1 T T T
0.9 || ——Baseline (TDMA)
—=—WCN with scheduling
0.8 ['| —~—WCN with scheduling+offloading
L0771
o
0.6
(%2}
L2057
3.0
§0.4
0035
0.2
017
0 me—=
0 0.1 0.2

Figure 4.7: Comparison of packet loss ratio between scheduler joint with offloading and
TDMA scheme under different average load factors A\, N = 4.

i.e. round-robin transmission. It can be seen that the proposed schemes significantly out-
perform the baseline, as they allow multiple parallel transmissions. Additionally, it can
be seen that the proposed offloading scheme further enhances performance, especially
in high traffic loads. To begin with there is a clear reduction in the packet loss ratio,
which is owed to the fact that without offloading in effect, unbalanced traffic saturates
the wireless links that correspond to the even-numbered nodes, leaving the rest lightly
loaded. Distributed offloading mechanism leads to more balanced traffic profiles and de-
creased packet loss. It also leads to lower packet delays, by keeping packet buffers better
balanced. However, as can be seen, when the WCN saturates, i.e. A\ — 1, offloading
mechanism has no effect since all the queues are full.

4.3.5 Conclusion

In this section, we proposed the minimum-time scheduling problem for the cloud access
nodes in the super dense wireless cloud networks. Packets originated from end users are
queues in cloud access nodes to be served through the super dense wireless cloud net-
work that provides the facility of multiple simultaneous transmissions. We modelled the
cloud access node scheduling as a minimum-time scheduling problem for emptying the
queued packets. We evaluated the effect of internal processing gain and traffic heterogen-
eity on the scheduler, and devise an ad-hoc distributed offloading mechanism to enhance
the cloud utilisation factor. Numerical results prove that the proposed scheduling joint
with distributed offloading mechanism ties up users QoS at a high level compared to the
baseline TDMA scheme.

4.3.6 Proof of theorem

In order to solve (4.10), we show that the cost function D; is convex in r; and the set
of feasible solutions defined by the constraints (4.11a) and (4.11b,c) is convex. It can be

D4.03 DIWINE



4.3 Cloud access node scheduling and validation 121

shown that aD =i > 0 and %2) L > (). Therefore, the Hessian matrix of D; is positive which

means that D is a convex function of r;. The Lagrangian in a compact notation is

r o r;’1—1 Tp.. 4.15
i, M) —(r -

Mz

]:1 T]z %

where yandn = [, 72, . . ., nn] are Lagrange multipliers. Regarding the KKT condition
rj; is optimal solution for the i-th CA nodes iff

887"1 - (pj _piji/\i)2_’7_nj:0’ J=1... N, (4.16)
N
% _ Z ~1, (4.17)
nri=0, 7;>0 r;>0, j=1,...,N. (4.18)
Equivalently,
7:%, ifr;>0,7=1,...,N, (4.19)
(pj = 1jiNi)
v < Pi ifr;=0,7=1,....N. (4.20)

(pj — 1jidi)*
If we sort the CA nodes based on their available capacity so that (p; > ps > p3) then
there might be some CA nodes that offloading backlogged packets to them is not bene-
ficial due to their heavy load or communication delay in the cloud backhaul. Therefore,
there might be and index I so that rj; = 0 for j > I. Regarding this fact and summing
over CA nodes we have

> VP 1
VY= 77 < : (4.21)
PO S VY/J]
where [ is the minimum index depicting the /-th CA node so that
Vo1 < (4.22)
\/_
Finally, by having the index I for each CA node we solve (4.10) for 7j; that is
Lp — & if1<j<I
rii=4q M (p] \ﬁ) th=Js= . (4.23)
0 if I <j
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5 Optimised transmission techniques

5.1 n-largest eigenmode relaying

5.1.1 Introduction

It was proved by van der Meulen in [93] that the capacity of a three node communica-
tion system can, potentially, be larger than the capacity of a point-to-point communica-
tion system. Consequently, analysis of communication systems in which the transceiver
nodes cooperatively transmit their data to an intended final receiver has been a rather
active field of research in last decade and numerous papers including, e.g. [94-97] have
investigated cooperative communication systems. During the infancy of the concept of
cooperative communications, substantial work was carried out, investigating cooperat-
ing nodes with single antennas. Several promising relaying protocols were proposed;
among them, Amplify and Forward (AF) is intensively studied in the literature; hence,
in this part, we will focus on AF relaying, too.

Employing multiple antennas in communication nodes is another technique proved to
be capable of enhancing transmission rates, see [98]. Employing multiple antennas in
the nodes of a cooperative communication system has been an active research trend
during the last few years. Assuming multiple antennas at the relay, one major task is to
design a suitable amplification matrix in the relay. Indeed, depending on the available
Channel State Information (CSI) at the relay, the amplification matrix can, potentially, be
different. Moreover, different communication systems can demand the optimisation of
different desired performance measure; hence, different “optimal” relaying protocols will
exist: for instance, the non-regenerative relaying matrices, e.g. in [99-102], are designed
to minimise Mean Square Error (MSE) but other relaying matrices, e.g. in [103-107], are
assumed to maximise the achievable rates.

Assuming statistical CSI at a transceiver node is interesting from a practical point of
view; in particular, in rapidly changing channels, assuming perfect CSI in a relay node
is, indeed, unrealistic, hence, a large body of the literature investigates AF cooperative
systems wherein a single antenna relay node has access only to the statistical CSI (see
[108]). Note that single antenna AF relaying systems, with statistical CSI at the relay, are
usually referred to as “fixed gain" AF relaying. In spite of the importance of cooperative
communication systems with statistical CSI knowledge, very few papers consider the
problem when the relay node is equipped with multiple antennas. Moreover, except
[103], we are not aware of any other paper assuming fading correlation in the relay when
only the covariance of the channels is known to the relay. Note that fading correlation at
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a transceiver can be due to an unobstructed node or space limits at the node which forces
the antennas to be closely located. Justifications to assume transceivers with fading
correlation can be found in [109,110].

The first contribution of this part is to provide a statistical analysis of the received Signal-
to-Noise Ratio (SNR) at the destination. There are two major motivations for studying
the statistical characteristics of the SNR:

« Outage probability is directly related to received SNR. Indeed, the cumulative dens-
ity function (cdf) of the SNR corresponds to the outage probability, and so, the cdf
of SNR will be derived in this part.

+ By deriving the cdf of SNR, the mathematical complexity of direct maximisation
of the achievable rate, i.e. “optimal” power allocation, will be revealed. It will
be an excellent motivation for devising alternative approaches with reasonable
complexity.

Accordingly, the second major contribution of this part is to study the problem of power
allocation in the relay, and hence to devise a new and simple power allocation scheme for
multi-antenna relays. [103,106,107,111] consider the similar problem of the power alloc-
ation in the relay when statistical CSI is available in the nodes (either the source or relay
nodes). However, while [107] considers the high SNR regime of the system, [106, 111]
assumes correlation at the source node. In [103], we study a cooperative communication
system wherein the relay node is equipped with multiple antennas that are spatially cor-
related. The considered system is studied only at low SNR and it is proved that Largest
Eigenmode Relaying (LER) is the optimal transmission method at low SNR; however, the
system is not studied in the moderate and high SNR region. To the best of our know-
ledge, the design of an amplification matrix in an AF cooperative system where only the
statistical CSI is known to the relay is an open problem, and one that will be tackled in
this part. We provide a scheme which operates in the regime beyond that where LER is
optimal, and whose performance is indistinguishable from the benchmark provided by
exhaustive search.

This part is organised as follows: In Section 5.1.2, the system model is introduced and
some preliminary existing results are recalled. Section 5.1.4 deals with characterising
the statistics of the SNR at the destination. In Section 5.1.5, a simple power allocation
algorithm is introduced for a relay with only two antennas; the proposed algorithm is
called “proportional power allocation" and has been extended for a system with multiple
antenna relay node in Section 5.1.6 and 5.1.7 and, finally, the results are summarised in
Section 5.1.8.
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5.1.2 System model and preliminaries
5.1.3 Notation

Matrices are represented by boldface upper cases (H). Column and row vectors are
denoted by boldface lower cases (h), and h; indicates the i-th element of h. The super-
script (- ) stands for Hermitian transposition. We refer to the identity matrix by I. The
expectation operation is indicated by E{ - }, the probability of a random variable is in-
dicated by P( - ) and fx (z) is reserved for probability density functions (pdf) of random
variable X'; Ay represents a diagonal matrix with elements organised in descending or-
der and \F denotes the i-th diagonal element of Ay. For simplicity of notation, (A¥)? is
abbreviated by AF2. The trace of a matrix is denoted by Tr(-).

System model

In this part a dual hop, half duplex MIMO communication system is investigated. As-
sume a source node (equipped with ng antennas) transmits data to a single antenna des-
tination via an intermediate relay node which has ng antennas. The proposed system
models the downlink of a wide range of communication systems in which the user ter-
minal is equipped with single antenna due to space limitation, for instance, cellular net-
works or sensor networks. Moreover, fixed-gain AF cooperative systems with multiple
antennas at the relay is an open problem which has received little attention and so the
proposed system model is a good step forward for understanding fixed gain AF systems.
It is assumed that a direct link between the source and the destination is not available.
The half duplex constraint is accomplished by time sharing between the source and the
relay; i.e. each transmission period is divided into two time slots: the source transmits
during the first time slot and the relay during the second one. The relay remains silent
during the source transmission and vice versa. It is assumed that the source does not
have access to any statistical or instantaneous channel state information (CSI). Moreover,
it is assumed that the antennas in the source node are sufficiently far apart and so no
correlation is assumed at the source. The signal received at the relay (yg) due to the
source transmission is given by

Yr = H1$+'UJR (51)

where the ng X ng matrix H; represents the channel between the source and the relay.
With Ps the power constraint of the source, the column vector x is the signal transmitted
from the source with Q = E(zx) = %Ins and the column vector wyg represents the
receiver noise in the relay with elements independently drawn from a complex Gaussian
random variable with variance Vy. In this part, it is assumed that spatial correlation
occurs at the relay; the correlation can be due to space limit in the relay or due to fading
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correlation due to unobstructed relay node. 3 represents the correlation matrix at the
relay and therefore, using the Kronecker model, H; can be written as

H, =X:H, (5.2)

where elements of Hy,, are i.i.d., zero mean, unit variance complex Gaussian random
variables, independent of each other. The relay multiplies yg by the gain matrix F' and
forwards it to the destination. Then, the received signal at the destination is

yp = heFyr+ wp (5.3)
= thHlﬂ'J + thwR + wp

where the row vector h, indicates the channel between the relay and the destination;
wp represents the receiver noise at the destination. For simplicity, we assume that wp
and wy are statistically independent and identical, i.e. Vg, = Noaw, = No.

Due to the spatial correlation 3 at the relay, one can factorise h, as

hy = hoy X2 (5.4)

where elements of ho,, are i.i.d., zero mean, unit variance complex Gaussian random
variables, independent of each other. Justification to assume transceivers with spatial
correlation can be found in [109,110]. The correlation matrix ¥ in the relay is decom-
posed using spectral decomposition as

where Uy is a unitary matrix whose columns are the eigenvectors corresponding to 3,
and Ay is a diagonal matrix with the eigenvalues of 3. in decreasing order, i.e.

As = diag[ A\, NS, - - ,)\,EZR},

where AT > A} > --- > A2 > 0. Moreover, some of \s can possibly be zero.

Preliminaries

Ergodic capacity is one of the main performance criterion investigated in this part. Using
(5.3), the ergodic capacity of the system is defined as

Cow = = max E{C(H., hy, F)} (5.6)
Q=321
FE{||Fyrl?}<P

where C'(Hjy, hy, F') is the conditional transmission rate. For simplicity of notation,
C(Hjy, hy, F) is abbreviated by C(-) in the rest of this part. Assuming perfect CSI of
H, and H, at the destination and Q = %Ins (equal transmit power from each antenna
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in the source, because no channel knowledge is available there), the conditional mutual
information C'( - ) for given channel matrices is

Ps hoFH,HF FHRY

O(-)=log (1+ >
() °g<+nsN0(1+h2FFHh§

>) (5.7)

where No(1 + ho FF7hIT) is the total equivalent noise power which is assumed to re-
main constant for coherence time: we make a block fading assumption. In [103], F' is
found to be symmetric as

F=G: (5.8)

where the gain matrix G is derived as
G = UgAUY (5.9)
where Us; is the unitary matrix defined in (5.5) and Ag = diag[A{, AS, -+, XS |. Note

that \¥ values are to be specified according to the power constraint of the relay so that
the maximisation in (5.6) is accomplished; indeed, this is one of the main tasks to be
handled in this part.

Assuming (5.4), (5.5), (5.8) and (5.9), the power constraint in the relay i.e.
E{|G2 e’} < P
in (5.6)) is
PTr(AsAg) + NoTr(Ag) = Fr. (5.10)
Note that the capacity will be achieved by consuming the entire power at the relay, and

so, we assume —equality— in (5.10) instead of —inequality—. By combining (5.2), (5.4),
(5.7), (5.8) and assuming s = Ps/Ny, one can write (5.7) as follows

1 1
YshowAs AZHv, HL As AZRE,

w

ns(l + thAgAgh,g{U) ,)

D

C(-) =log(l+ (5.11)

where vp represents received SNR in the destination which is a function of Hy,,, hoy,
the correlation eigenvalues matrix Ay, and the eigenvalues of the G matrix, i.e. Ag. 1p
can be simplified according to

ns 1
s Z | h2wAéA2h1w,z‘ |2
i=1
ns(l + hgwAgAghgw)

"o = (5.12)
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where h,, ; represents the ith column of H;,,. Let us assume

X; = |how|” (5.13a)
1 &

Y =— > [hiwl® (5.13b)
S i=1

It is proved in [103, Appendix 1] that vy in (5.12) can be further simplified to

& G\X2
2 ATATX

J

IESDPPVYILIE
j=1

N J/
-

X

T =Y X (5.14)

where k is the minimum of ng and Number of Non-Zero (nnz) /\]Z, ie.,
Kk = min(ng, nnz()\?)) (5.15)

Note that Y and X correspond to the S-R and R-D channels, respectively. The random
variable

)y AN X,
X =

R (5.16)
L+ 3 MM X;
j=1

in (5.14) incorporates the effect of the R-D link as well as the effect of power allocation
due to )\f. Furthermore, since we assume Rayleigh fading in both the S-R and R-D links,
hence, X is exponentially distributed with unit mean and Y has an Erlang-distribution
with rate and shape parameters equal to ng.

Although it is proposed in [103] that the optimal G should be diagonalised according
to (5.9) where A is a diagonal matrix with its components organised in descending
order, an optimal power allocation method to distribute relay’s transmit power among
different )\jGS is not discussed. That is still an open problem but will be addressed in this
part.

Contribution

There are two main problems investigated in the following sections, each leading to
novel contributions:

« We evaluate, for the first time, the statistical characteristics of the ~p introduced in
(5.14). Due to its mathematical complexity, the exact pdf of v is not derived but an
approximation to the pdf is provided in this work. The approximated pdf is then
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Figure 5.1: Pdf of X with various number of )\? parameters. Monte Carlo simulations
validate the correctness of the theoretical results.

used for calculating the outage probability and it is illustrated, by the simulations,
that the approximated cdf leads to rather accurate results. Moreover, the exact cdf
of yp will be derived for the two asymptotic scenarios of full-correlation and no-
correlation at the relay. Although this novel cdf is helpful for outage analysis of
the system, it is too complicated to be used for the analysis of the ergodic capacity.

« In order to approximate the maximum achievable transmission rate, a very simple
power allocation algorithm at the relay is introduced in this part. As the optimal
power allocation at moderate and high SNR is still an open problem’, for the pur-
pose of comparison, exhaustive search over various discrete values of the rates is
used as a benchmark. The values of the rates are obtained by allocating various
amount of the power among different eigenmodes. According to the simulations,
the proposed power allocation algorithm approximates the benchmark with insig-
nificant difference.

5.1.4 Statistical analysis of received SNR at destination

The SNR distribution in the relay is directly related to the ergodic capacity of the system
evaluated in this part. In order to maximise E {C'(-)} in (5.6), one should distribute the

'The optimal power allocation at low SNR was proposed in [103].
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available relay power appropriately among different /\]Gs in (5.14) so that E{C'(-)} is
maximised. Before we continue with the statistical characterisation of 7p, two extreme
scenarios are studied: we will investigate yp when the relay does not experience any
fading correlation and also when the antennas in the relay are fully correlated. These
two scenarios, indeed, provide performance bounds, and so, the performance of a system
with partial correlation will fall between the two bounds.

Statistical characteristics of 7p assuming full correlation

Full correlation (FC) at the relay is equivalent to considering a system where all the
elements of the X are unity?,i.e. ¥ = 1,,,x,,. Consequently, it is easy to see that \T = ng
and )\J2 = ( for j > 2, and so, the random variable X in (5.16) can be written as

)\?)\%2){1 nﬁ)\?Xl Vv
= = Np———
T+ AONX,  14+mpA0X; F14V

o= (5.17)

where, the random variable V' = ng\{' X is exponentially distributed with mean ng\{.
The following theorem introduces the cdf of 7y, for a fully correlated relay:

Theorem 5.1. Assuming fully correlated antennas at the relay, the cdf of vp is

n51

—(m+1)/2
Fy po(7) = 1 = 2(ngw)"e™" Z

)\1 nsngw) nsw

)\?TLR

Km+1(2 )

m!(ns—m — 1)!

T

where K, ( - ) is the modified Bessel function of the second kind, v-th order and w = o

Proof. See section 5.1.9 for a detailed proof. ]

The subscript “FC" in F.,|_,(x) indicates the Full Correlation scenario. One can easily
derive the pdf of 7p for the full correlation scenario by taking the derivative of (5.18)
with respect to x.

In the next section, we study the statistical characteristics of the system for the non-
correlated fading scenario.

“We assume normalised correlation for simplicity of the notation. Generalisation to a case with non-
unity full correlation is straightforward. Similar normalisation is assumed in Section 5.1.4, too.
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Statistical characteristics of 7p assuming no correlation

No correlation (NC) at the relay translates to 3 = I. Such a scenario will occur when
the relay antennas are placed sufficiently far apart and that the relay node is placed in
a rich scattering environment. Assuming 3 = I, it is straightforward to conclude that
A = A = .- = X2 = 1. On the other hand, since all X; random variables follow
the same distribution (exponential distribution with unit mean) and as all )\jz values are
equal to one, therefore all the )\]G values should be assigned the same power, and so,

let us assume )\1G = )\g = = )\G = )\gl, consequently, the random variable X will be
written as
G an . 1%
X 5.18
Ve TT )\G X, 1+V (5.18)

where V follows the Erlang distribution with rate )\% and shape ng. By substituting X ¢
eq

in (5.14), the following expression will be derived for the cdf of 4y, for the non correlated

scenario:

Theorem 5.2. Assuming no correlation at the relay, the cdf of vp is

nr—1ns—1 )\Gnsw) m+n+1

ns —nsw —nsw
Fyy ve(@) = 1—=2(nsw)™e Z Z mlm ng—mn — 1)!mem*"*1(2 )\% )
m=0 n=0 ¢

withw = £
s

Proof. Following the same lines of the proof for (5.18), one can easily prove (5.19), too.
O

Assuming single antennas at the source and the relay nodes, i.e. ng = ng = 1, the MIMO
scenario of this part reduces to a conventional single antenna relay system wherein the
relay node has access to the variance of its channels; consequently, as expected, the two
expressions in (5.18) and (5.19) are identical according to

1 = 1
( +75)$e KL (2 (1+9s)w

YsTR YSTR

Fo(r)=1-2

(5.19)
Note that F, (x) for a single antenna scenario similar to (5.19) has been reported in
numerous parts including, e.g. [112].

As discussed earlier, Iy, (and f, ) for arbitrary correlation should follow an expression
that at the extreme case reduces to (5.19) and (5.18).

On the other hand, statistical characteristics of X are also of essential importance for
understanding the distribution 7p. Assuming full correlation and no correlation at the
relay, characterising X was simple, however, characterising X with arbitrary correlation
is, actually, more complicated and will be derived in the next section.
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Figure 5.2: Approximation of F,,(z) as obtained in (5.26) where A = 4, A = 1 and
A =X =) =2

Statistical characteristics of X for arbitrary correlation

The statistical characteristics of the random variable X are not studied in the literature
but will be derived in this part.

Considering that )\12 > )\QE >0 > )\E > 0, the cdf of X in (5.16) is

0 <0

7 K
Fy(z) =41 =2 I gge N,y <z <X (5.20)

=l

1 N <z

where
1

¢; (5.21)

AGAR(NE — )

A sketch of the proof for (5.20) is provided in Section 5.1.10. To provide a better un-
derstanding of the statistical characteristics of the random variable X, the F'y(x) for
k = 2 and 3 is provided in the following. Assuming x = 2, we have

0 z <0
1_ c2 el _ c1 eC2% O <1< /\E
Fx(z) = c2—c1 c1—ez 2 5.22
x(@) 1— 2o A<z <Y (522
1 xz)\lz

and for k = 3, Fx(z) is derived in (5.23) at the top of next page. One can easily derive
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0 xr <0

1= (62_02‘2323_01)601-” - (CS—CZI)fgl—Cz)eczx o (c1—c§1)f22—03)ecs.qc 0<z< /\?Z):
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Figure 5.3: Outage probability approximated by (5.26) (ns — o0) in comparison with the
Monte Carlo simulations for various values of ng.

fx(x) by taking the derivative of F'x(x) with respect to z, i.e.,

fx(@) dzx

(5.24)
which, is a straightforward simple derivation practice. Figure 5.1 illustrates the fx(z)

assuming )\jG = 1 for various values of )\32. The agreement between the theoretical and
Monte Carlo simulations validates the correctness of the calculations.

Statistical characteristics of 7p assuming infinite antennas at the source

From the discussions provided in the previous section, it is clear that yp = Y X where
Y follows an Erlang distribution with rate and shape parameters equal to ng, i.e.

ng

ns—le—nsy

fr(ly) = Y
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and X follows a distribution as derived in (5.20) and (5.24). In order to calculate the cdf
of vp, one should calculate the following integral

Fo(z) = P{w <z} =P{YX <z}
> z
- [ P < 3 (5.25)

Fx(355)

Yvs

On the other hand, (5.25) does not lend itself easily to further calculations, and to the best
of our knowledge, the integral cannot be solved with the existing table of integrals, e.g.
[113]. However, clearly, F’, (2) is a multipartite function because X has a multipartite
cdf; to the best of our knowledge, a multipartite F', () in the context of AF cooperative
systems has not been reported in the literature and so it is observed for the first time in
this part®. The following theorem provides an approximate ., (z) for the given system
model:

Theorem 5.3. For large ns, F, (%) can be approximated by
z

F’YD(Z) ~ FX(VS

) (5.26)

Proof. The random variable Y in the previous sections, e.g. in (5.14), follows an Erlang-
distribution; indeed, Y is the sum of ng exponential random variables, each with para-
meter ng (see (5.13a)). Using the central limit theorem (see [114, Ch. 7.4]), the random
variable Y can be approximated by a Gaussian distribution with mean equal to 1 and
variance 1/ng, i.e. approximately, Y ~ N(1, 1/ns). Assuming large ng, i.e. ns — 00, one
can easily deduce Y — 1. By setting Y = 1 in (5.25), one can write

z
Fop(2) =P{w <z} =P{X < 7—}
S
and so (5.26) is proved. ]

Figure 5.2 and Figure 5.3 are intended to validate the precision of the approximation
obtained in (5.26). In Figure 5.2 an illustration of ., (2) is provided; clearly, Monte Carlo
simulations approximate theoretical ., (2) when ng is large. Moreover, considering
that the cdf F, . in (5.26) corresponds to the outage probability for large ng (ideally for
ns — 00), in Figure 5.3 we plot outage probability versus transmit power at the source
node using (5.26) and also using Monte Carlo simulations for various values of ng. It is
clear that for large values of ng, the closed form expression for the outage probability

3We use multipartite function to refer to a function that involves several distinct functions for different
domains, e.g. see (5.22) and (5.23). Note that being multipartite is not considered to be advantage (or
disadvantage) for the system but stressing on the novelty of the statistical characteristics of the SNR, in
the context of AF cooperative systems, is meant to highlight the need for further investigation on the
problem.
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approximates the Monte Carlo simulations with high accuracy. Nevertheless, for smaller
values of the ng, although the approximation is not accurate, it provides a reasonable
approximation.

As mentioned in 5.1.3, one of the main objectives in this part is to allocate available
power in the relay according to (5.10) among different )\JG variables so that the ergodic
capacity in (5.6) is maximised. In fact, for plotting Figure 5.1 we arbitrarily assumed
A = \§ = 1; however, such a random power allocation to A\’ and A’ does not guaran-
tee that the maximisation problem in (5.6) is solved. On the other hand, it was observed
in (5.25) that the F'x(-) expression derived in (5.20) is too complicated to lend itself to
further mathematical calculations. Indeed, we do not know any closed form expression
for the objective function E{C(-)} which can be used for calculating optimal \§ val-
ues in (5.6). Furthermore, not only do we not know any analytical way for calculating
optimal AJG values, we are not aware of any numerical method to calculate optimal )\JG
values. For the purpose of comparison, exhaustive search over various discrete values
of the achievable rates is used as a benchmark. The rates for the exhaustive search are
obtained by assigning various amount of the power to the eigenmodes according to the
power constraint in (5.10); moreover, the resolution of the exhaustive search is kept ad-
equately small (0.1 dB) to ensure accurate approximation. Note that resolutions larger
than 0.1 dB also provide accurate results, however, to make sure that no local maximum
is missed, we use the the resolution of 0.1 dB throughout this part when exhaustive
search is provided for comparison.

Although the proposed method in the next section is simple and straightforward, it will
be revealed that the obtained values for )\st lead to the reasonable rates that are in-
distinguishable from the benchmark rates. Also, it will be revealed that the proposed
method significantly reduces the computationally expensive calculations due to exhaust-
ive search for finding optimal /\]G values in real time practical communication systems.

5.1.5 Two antenna relay

For simplicity, as an initial step, let us assume a system with two antennas at the relay, i.e.
ng = 2, where XX = [;* ’1’ |; the parameter p indicates the correlation coefficient. As there
are only two eigenvectors corresponding to 3, the problem of optimal power allocation
reduces to calculating the optimal values of A\{ and \§, given the power constraint in
(5.10).

In [103, Eq. 34], we derive a necessary and sufficient condition under which transmis-
sion only from the largest eigenvector (the eigenvector corresponding to \T') achieves
capacity. For ease of reference, [103, Eq. 34] is provided in the following lemma:

Lemma: Transmission from the largest eigenvector achieves capacity if
< (a1 + PLAS)D(AY, Pr) — anB{ 57}

2 = 14+AFY
PlE{ 1+P21Z1 }

(5.27)
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Figure 5.4: Rate vs. transmit power at the relay. The rate values are obtained using the
proposed power allocation algorithm, equal power allocation and the bench-
mark. ng = ng = 2, Ny =1, Ps = 0dB, and inter-antenna correlation
p = 0.3. The exhaustive search is performed over discrete values of trans-
mission rates that were obtained using various values of A\ and \§' (step
size 0.1 dB) that fulfil (5.10).

with
Zy = M1 +7Y)X, (5.28)
1 1 1
DO, P) = o PY 5.29
( 1> 1) P]_)\% ( ’Pl)\?)e ( )
where P, = =% and a; = 222N Although [103] proves that LER is the optimal
L= N°PR+No L= N PR+No & p p

transmission method at low SNR, it does not discuss any method to distribute the avail-
able power at the relay among )\JG variables when (5.27) does not hold. This problem is
addressed in the rest of this part.

Proposition. Given )\12, )\22, Ps and Py, if (5.27) holds, allocate the entire power in the
relay only to \{ as

G Fr

No= "R 5.30
L Ny + P (5.30)

and set )\g = 0, i.e. LER, otherwise, when (5.27) does not hold, we propose to allocate
power per eigenvector proportionally to the strength of the eigenmodes, i.e.

AT AT

=1 5.31
NN (5.31)
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Consequently, one can assume \{' = A\ g, and S = A5 g, with g, obtained from (5.10)

as
B AP + No(A +A3)

9 (5.32)

Note that (5.30) and (5.32) are obtained from the relay power constraint in (5.10). |

Remark: The motivation for assuming proportional power allocation in (5.31) arises
from the limit behaviour of the correlation coefficients. In the case where A} much
larger than A}, i.e. AT > \J, clearly LER will be optimal transmission method and so
AY > A§ has to hold, and this is guaranteed by (5.31). On the other hand when A} and
A3 are only slightly different, both A\{' and \§' should be assigned relatively equal power;
indeed, when )\12 = /\22, the fading is uncorrelated and so, as described in Subsection 5.1.4,
N = \§ = /\gl, which again is guaranteed by (5.31).Note that the conjecture will be
validated in the following by simulations which show that the result is nearly identical
to that with power allocation by exhaustive search.

Figure 5.4 illustrates the transmission rates of a cooperative system with ng = ng = 2
when the power allocation is carried out using the proposed algorithm. For comparison,
maximum transmission rates corresponding to the benchmark are also illustrated. The
figure clearly shows a good agreement between exhaustive search, i.e. the benchmark,
and also the simple proposed algorithm. The difference between the proposed algorithm
and the benchmark is, in fact, indistinguishable. Figure 5.4 shows the transmission rate
assuming equal power allocation in the relay. Note that equal power transmission is
equivalent to ignoring the knowledge of correlation at the relay. Clearly, the proposed
algorithm significantly outperforms equal power transmission.

With two antennas at the relay, Figure 5.4 shows that the proposed algorithm leads to
excellent results. In the next section, the proposed algorithm is extended for a system
with three antennas at the relay.

5.1.6 Three antenna relay

Assuming three antennas at the relay, it is clear that according to the values of A}, A\,
A\¥, Pr and P, capacity optimal transmission can lead to three different scenarios:

+ Case 1: Transmission only via the largest eigenmode achieves capacity, i.e. trans-
mission via the eigenvectors corresponding to A, or equivalently, LER is the

capacity-optimal transmission method. This scenario will occur only when (5.27)
holds. In this case A{' > 0 and \S = \§ = 0.

+ Case 2: Transmission only via the two largest eigenmodes achieves capacity, i.e.
transmission via the eigenvectors corresponding to AT and A3, or equivalently, 2-
LER is the capacity optimal transmission method. In this case \{’ > 0, \§ > 0 and
A =0.

DIWINE D4.03



138 5 Optimised transmission techniques

+ Case 3: Transmission via all three eigenmodes achieves the capacity, or equival-
ently, 3-LER is the capacity optimal transmission method. In this case \{' > 0,
2§ > 0and \§ > 0.

Note that (5.27) specifies the LER-optimal region. In the following, we intend to specify
necessary and sufficient conditions under which, assuming proportional power alloca-
tion, transmission only via the two largest eigenmodes in the relay (2-LER) approaches
capacity. Note that proportional power allocation is motivated by the precision of the
algorithm introduced in Section 5.1.5. We emphasise that the optimality of n-LER is con-
ditioned on proportional power allocation and so it is sub-optimal, however, the results
are acceptable when compared with the benchmark®.

Conditional optimality of 2-LER

As discussed in Section 5.1.5, when LER is not optimal, transmission via the two largest
eigenmodes, with proportionally assigned power, approximates the benchmark with
reasonable accuracy; therefore, by setting

A = AFgo and AS = A gy (5.33)

we aim to derive a necessary and sufficient condition under which, the maximisation
problem will be achieved by setting A{ = 0 and assigning the available power in the
relay, proportionally, to A§ and \§'.

Considering that \Y > A > ... > )%, one can easily conclude that if \{ > 0
leads to rate loss, then all the available power in the relay has to be assigned only to
A& and \S and consequently )\]G = 0 for j > 3. Let us assume that from the entire avail-
able power in the relay, € > 0 is assigned to A\§ and, motivated by the results of the two
antenna relay scenario in Section 5.1.5, the rest of the power is proportionally distrib-

G G_py_ G_
uted between A\’ and \'. It is easy to conclude from ACA“;(C?“ ) — Canly=9 EC{“’(AS %<0
3
that C,, (A = 0) > C,,(AS = ¢); therefore, assigning € power to \§ will cause a rate
ACaw(A§)

loss. Now, let us assume that ¢ — 0, consequently,

9Cav(\S) 9Cau(A§)
NG |>\3G%0 < 0. Therefore, G

ing power to A§' (and consequently \§ forj > 3) results in rate loss, and so one has to
transmit only via A{ and \§ in this region.

ANG < 0 is equivalent to

| x¢o < 0 specifies a region in which assign-

According to the power constraint in (5.10), and assuming that \{' = AYgo and \§ = A5 go,
one can calculate the power assigned to A\{' and \§ by calculating g in (5.32) as

g2 = Py — )\ (5.34)

*Our conjecture is that the benchmark transmission rate obtained using exhaustive search is, virtually,
equivalent to optimal transmission rate.
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C(-) = log (1 + (P, — a)§) (,\1221/[/1)(1 + /\222W2X2>) (5.37)

—log (1 4+ (Py — ap)§) AT X + A Xo) + >\3G)\3EX3). (5.38)

9Can(N§) az/ Py A5 (1 +95YA5) X
9Cas(N) _ E 5.39
NS 3§50 {1+P2Z2} * { 1+ P2y } 62
- {A§X3 — as(A\F X1 + A\ Xo) } (5.40)
1+ P\ X1 + A X2) |

N % 1 » 1+ ’YsY)\3E . % ) »
- P2 {1 +P2Z2} + )\3 E{ 1+P222 } (PQ + A?) )D()\1727P2) (541)
with
Pr
P, = 5.35
2T RN ) + Ny 4 AD) 539
PY 4+ N,
ay = 325+ Mo (5.36)

Ps(AF2 + A32) + No(AF + AY)

where the index of P, and as indicates that the 2-LER condition is being considered.
Substituting (5.14) and (5.34) in (5.11) and considering that log(a/b) = log(a) — log(b),

we obtain C( - ) in (5.37), at the top of the next page, where W; = 1 + 45Y A\¥. The condi-

G
tional optimality region of 2-LER corresponds to a region determined by E)Cg“T(Qs) | 260 S
3

0, that can be calculated by combining (5.37) and (5.6) which is derived in (5.39) at the
top of page with

Zy = X2W X, + A2 WX, (5.42)

Note that the random variable X3 at the second expectation operation on the right hand
side of (5.39) is independent of Z5 and Y, hence, X3 can be removed in the first expecta-
tion operation because E{ X3} = 1. To the best of our knowledge, the first expectation
and second expectations in (5.39) cannot be further simplified; however, (5.39) can be
further simplified to (5.40) where

r0.6) o, T0&)

DAYy, Po) = 5o i )7
Wi P = pne e T By - D

(5.43)

with ¢; = (P,AY) L. Then, the conditional optimality region of 2-LER, i.e.

0C4(AS)

8/\3G |)\3G—>O <0
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5
2-LER
4,5/ LER

Figure 5.5: Blue area: Ay vs. \T'. The area shows the LER optimal region. Red area: A3 vs.
A. The area illustrates the 2-LER optimal region for A} = 0.5\7. For both
the areas PR = P = 10dB.

can be obtained by some algebraic manipulation of (5.40) according to

(ay + P2)\§)@()‘1 5y ) — anE{ 1+1£222}

)
< .
3 < P (49
2 1+P 7>
. Note that when anJTG/\” G0 < 0, L.e. not including equality, the necessary condition

is also sufficient, and so, the strict “inequality” of (5.44) specifies a necessary and suffi-
cient condition, under which 2-LER is the optimal transmission method. However, when
BCE”TG’\” g0 = 0, one should make sure that

the optimum point is a maximum point; this can be done by showing a(—()/\) | G0 < 0.

In [103, App. D], it is proved that M+A2 | 260 < 0 is always valid. Following the same

8 Ca'u

a(,\G
(5.44) is a necessary and sufficient condition under which the 2-LER transmission is the
optimal® transmission method.

equality in (5.44) holds, i.e. meaning that

lines of proof, one can, similarly, prove that | 60 < 0 and so, the inequality in

Near optimal power allocation in a relay with three antennas

Similar to the algorithm in Section 5.1.5, introduced for power allocation in a two an-
tenna relay, a power allocation method will be introduced for the three cases (Case
1/2/3) discussed at the beginning of this section.

5Optimal in the sense that we assume proportional power allocation to the two largest eigenvectors. In
the rest of this part all n-LER transmissions are conditioned on proportional power allocation
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Proposition. Allocate all available power in the relay to the largest eigenmode if (5.27)
holds, i.e. LER, otherwise check (5.44) and allocate proportional power to the two largest
eigenmodes if (5.44) holds, i.e. 2-LER; in the case when neither (5.27) nor (5.44) hold, then
allocate the power proportionally to all three eigenmodes; i.e. \{' = A\g3, AS = A\Jgs
and \§ = \Yg3 where

Py
B RO D)+ NOT+ A )

(5.45)

The algorithm is summarised in Table 5.1. |

Figure 5.6 illustrates the transmission rates using the proposed algorithm. Comparison
with the benchmark confirms that the proposed algorithm is effectively optimal.

Table 5.1: Power allocation in a relay with ng = 3

, — __h
Step 1: Set P1 = NoJr—JRDS)\%:
Step 2: Check the inequality in (5.27)
Step 3: If Step 2 is true
Set \{' = P, \§ = A\ = 0 and Quit.
Step 4: Set P, from (5.35) and a» from (5.36)
Step 5: Check the inequality in (5.44)
Step 6: If Step 5 is true
Set \Y = A\ g, AY = A go., AY = 0 and Quit.
else
Set A\{ = AYgs, \S = Mgz and \§ = M\ g3

5.1.7 Proposed power allocation in a relay with an arbitrary number of
antennas

In this section, let us assume that the relay node is equipped with an arbitrary number
of the antennas (say nr). As discussed in earlier sections, in order to achieve capacity,
the relay has to assign an appropriate amount of its available power per eigenvector.
Following the same approach discussed in Section 5.1.6, one can assume ~ cases where,
depending on the the system parameters (i.e., X, Ps and FR), n-LER will be the capacity
approaching transmission method; it means that transmission vian (n < k) eigenvectors
approaches capacity, and so, only n eigenvectors should be assigned power and the rest
of the eigenvectors should be set to zero, i.e. )\jG > (0 for j <nand )\jG =0 for j > n.

In Section 5.1.5, we introduced the necessary and sufficient condition under which trans-
mission via one eigenmode (largest eigenmode) achieves capacity; later on, in Section 5.1.6,
a necessary and sufficient condition was derived, under which, transmission via the two
largest eigenmodes approaches maximum transmission rate. One can extend the same
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= —Proposed Power Allocation|
---Equal Power Allocation
+ Exhaustive Search
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Figure 5.6: Rate vs. transmit power at the relay. The rate values are obtained using the
proposed power allocation algorithm, equal power allocation and the bench-
mark. ng = 2, ng = 3, Ny =1, 5 = 0dB, and inter-antenna correlation
p12 = 0.7, pa3 = 0.5 and p13 = 0.2. The exhaustive search is performed over
discrete values of transmission rates that were obtained using various values
of \§{ and \Y (step size 0.1 dB) that fulfil (5.10).

concept and derive a necessary and sufficient condition under which transmission via n
(n < k) eigenvectors will maximise the rate with the assumption of proportional power
allocation.

Analogous to Section 5.1.6, let us assume that from the available power in the relay,
¢ > Ois assigned to A, | and the rest of the power is proportionally distributed between

MY .- AC 1t is easy to conclude that M| G < 0 is equivalent to the fact that
1 n* Yy 3>\S+1 Apyp1—0 = q

assigning power to /\g 1 wWillresult in rate loss, and consequently, since )\? > A§ > ... /\SR,
the egienvectors corresponding to )\32 for j > n + 1 should not be assigned power.

Theorem 5.4. The necessary and sufficient condition under which transmission from n
largest eigenmodes (n-LER transmission) approaches capacity is:

(an + Pn/\g-s-l)D()‘lE,..-,m Pn) - anE{m}

A2 < (5.46)
ntl — T+AZ  ysY
PE{757
where
P
P, = _ _ 5.47
NO ZmZI A?ﬂ + PS ZmZI A?nz ( )
No + P>

an 0 PS5 (5.48)

TN A Py AL
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Figure 5.7: Rate vs. transmit power at the relay. The rate values are obtained using the
proposed power allocation algorithm, equal power allocation and the bench-
mark. ng = 2, ng = 4, Ny =1, Ps = 0dB, and inter-antenna correlation
P12 = 07, P13 = 05, P14 = 03, P23 = 07, P24 = 0.5 and P34 = 0.7. The ex-
haustive search is performed over discrete values of transmission rates that
were obtained using various values of A\ (step size 0.1 dB) that fulfil (5.10).

and
» - (M) ¢
DT P =Y D0, Gu)el™ (5.49)
m=1 T] (A}, =A%)
b
Proof. The proof is similar to that of Section 5.1.6. [

Note that (5.46) is a general form of (5.27) and (5.44). In fact, (5.46) will determine the
eigenvectors that should be assigned power proportional to their correlation power. The
power allocation algorithm is summarised in Table 5.2. The algorithm is indeed analog-
ous to the water-filling algorithm: the purpose is to find the eigenmodes that should
be assigned power for transmission and to discard the “weak" eigenmodes that result
in rate-loss if assigned power. Note that the expressions derived in (5.27), (5.44) and
(5.46) involve expectation operations that do not seem to lend themselves to calculation
in closed-form; therefore, in practical implementation of the system one should imple-
ment them using numerical methods. Please see [103] wherein a numerical integration
expression is derived.

Figure 5.7 illustrates the transmission rates for the proposed algorithm for a relay with
four antennas and correlation coefficients as described in the caption. Clearly the pro-
posed algorithm agrees with the rates obtained using exhaustive search. Moreover, its su-
periority over equal power transmission is evident. The values chosen for inter-antenna
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correlation in the numerical simulations in Figures 5.6 and 5.7 are selected to be relat-
ively high, and to reflect what might be expected in a relatively closely-spaced linear
array. In these cases the proposed algorithm demonstrates performance extremely close
to the optimum. Note that when p;; — 0 (smaller inter-antenna correlation), the spa-
tial correlation diminishes and so the equal power transmission will be the optimum
method, which is indeed guaranteed by the proportional power allocation proposed in
(5.31); this is demonstrated by numerical simulation in Figure 5.4. Hence, since our al-
gorithm is provably optimum at low correlation and is shown by simulation to be very
close to optimum for a typical case of high correlation, it is at least a reasonable hypo-
thesis that it is near optimum for all cases of practical interest.

Table 5.2: Power allocation in a relay with arbitrary ng

Initiate n = 1
whilen < k
Step 1: Set P, from (5.47) and «,, from (5.48)
Step 2: Check the inequality in (5.46)
Step 3: If Step 2 is true
Set A¢' = A¥g, for j <n
Set /\J-G = 0 for j > n + 1 and Quit while.
else
Setn < n + 1 and go to Step 1
end (end of while when n > k)

5.1.8 Conclusion

This part studies the statistical characteristics of the received SNR at the destination
in a MIMO relay network when the relay node experiences fading correlation. It is
assumed that the relay node has access only to the statistical CSI. In order to approach
the ergodic capacity of the system, based on the available statistical channel knowledge
at the relay, a new relay precoder design methodology is introduced. The proposed
method is analogous to the water-filling algorithm; it searches for the largest eigenmodes
that should be assigned power and discards the remaining eigenmodes. The simulations
demonstrate good agreement between the proposed method and the benchmark which
is obtained using exhaustive search.
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5.1.9 Proof of the SNR distribution: Full correlation

By combining (5.14) and (5.17), one can write p, = Ysnr;y, and so, assuming w = —2
we have
YV w
| T = / (1= T i (y)dy
0
1 - / 0= fy (y)dy (50)
0

Note that V is exponentially distributed, and so, P(V < 3*-) is non-zero only for Y > 0;
consequently, by substituting fy (y) in (5.50) and assuming the proper domain for the
integral, we have

00
—nsy

Fopel)=1- 25 s [ Ty (5.51)

w

by changing variable according to t = y — w, assuming

ns—l

_ (ns —1)! —m—1
t ng—1 — tm ng—m
(t+w) Zm!(ns—m—l)! v

m=0

and applying [113, 3.471.9], F.

D-FC

() will be derived as

ns—1

—(m+1)/2
F’YD—FC (w) = 1- 2 nsw ns e Y Z s

/\ nsan
K12,/ —
— 1) 1( /\?nR)

m!(ns —

and so, (5.18) is proved.

5.1.10 Statistics of the random variable X

As a complete proof of (5.20) is lengthy, we only prove the case of K = 2. Following
the same approach, the extension of the proof to larger values of , i.e. k = 3,4,--- ,n,
is straightforward. Then by the rule of mathematical induction, it is easy to obtain the
general expression in (5.20).
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Fx(x) for the case of kK = 2. The numerator and the denominator random variable

X in (5.16) include summation of random variables X; which follow exponential dis-
MEAT2 X1 +AG AT X

TIADTXAGAT X,
and derive Fx(x) of (5.20). However, in order to simplify notation, in this section, let
us substitute AJGX ; — X consequently X is distributed exponentially with mean )\jG.

One can write

tribution with unit mean. For simplicity, we assume x = 2, ie. X =

AP XL+ AP X
L+ AFPX) + A X

Fx(z) =P(X <z) =P( < ). (5.52)

Applying basic algebraic manipulation, (5.52) can be simplified according to

T+ N (z — )\QE)XQ)
AT — )

P(X <z) & P(X;< (5.53)

Let us split the problem of deriving P(X < x) in (5.53) over four different intervals: A)
r<0,B)0 <z <\ C)AN <z <A and D) \} < r and derive P(X < x) for each
interval individually.

A) x < 0. Note that the random variables X, X; and X, are non-negative random
variables. Therefore, for z < 0, we have P(X < z) = 0.

B)0 <z < \AJ. Assuming 0 < z < \}; clearly, (A} — z) at the denominator of (5.53)
is positive. Therefore, since X; > 0, the expression  + A3 (x — A\¥) X at the numerator
of (5.53) has to be positive as well and, hence,

—X

Xo < —————
2T (@A)

(5.54)

must hold. Therefore, (5.53) can be simplified to

—x

Ag(x—xzx)

AS(p — 2\ —z9/A§
P(X < z) = / IP’(X1<$+ y(@ = AY)zay e

AT (A — ) A
——
Ixq(22)

dZL'Q.

Considering that P(X; <t) =1 —e~*/ A it is straightforward to prove, from (5.55), that
for0 <z < \Y,

Co &1
ec1z o

C — C1 1 — C2

PX <z)=1- e”. (5.55)

where c; is defined in (5.21).
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C) A <z < AP. ltiseasy to deduce from (5.53) that for \J < x < AT, the numerator
and the denominator of (5.53) is positive for every value of the random variable X5 and,
hence,

r T4+ A (2 — AY)xy, e 2/AF
PX<z)= [ P(X < d 5.56
(X <= [P0 < TR g an (50
0
which leads to
PX <z)=1— 2 caz (5.57)
Cy — C1

D)z > )\12. For the given interval, clearly, the denominator of (5.53) is negative while
the numerator is positive; hence, one can easily conclude that assuming = > )\12 is equi-
valent to assuming X; < (0. On the other hand, since X; follows the exponential distri-
bution, it is necessarily positive, and so, z > A} is an invalid assumption. Consequently,

P(X < z)=1forz > A}
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Part Il

Signal processing and decoding strategies
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6 Hierarchical interference processing

6.1 Successive decoding with hierarchical interference
cancellation in wireless (physical layer) network coding
systems

The intermediate network nodes (relays) in WPLNC systems are allowed to process only
some specific (“hierarchical”) functions of user data (instead of separate decoding of in-
dividual user signals), which allows to overcome the rate limits induced by the conven-
tional Multiple Access Channels capacity regions. Unfortunately, since the mapping
between a specific decoded hierarchical function and the corresponding signal space
representation is generally one-to-many, traditional successive decoding techniques with
perfect interference cancellation (subtraction) of decoded signals cannot be directly em-
ployed in WPLNC systems. In this section we show that even in this case the knowledge
of hierarchical data can be efficiently exploited in the decoding process to significantly
reduce the impact of interfering signal on the subsequent decoding operations in WPLNC
systems.

6.1.1 Introduction
Background and related work

The invention of network coding [37,44] has provided a valuable tool to boost the per-
formance of communication networks beyond the conventional routing-based solutions.
It is not surprising that wireless systems researchers soon turned their attention to this
powerful wireline technique too.

Even though that the conventional network coding techniques can be (relatively straight-
forwardly) implemented in wireless communication systems, it was realised later that
wireless channels possess some favourable characteristics, e.g. inherent broadcast and su-
perposition nature, which can be efficiently exploited together with a modified network
coding processing [24, 47]. The techniques based on such extension of conventional
network coding to the wireless domain are usually referred to as WPLNC [1,11,21,22].

In WPLNC systems the intermediate network nodes, e.g. relays, do not have to decode
separate source data from their observations, but instead of this, they directly decode
hierarchical functions of source data, e.g. dyp = f(da,dp), allowing to achieve the
rates above the conventional Multiple-Access (MAC) capacity region, see [1,22].
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Relay .

Figure 6.1: WPLNC relay receiving transmissions from three independent sources.

Analyses of WPLNC processing in wireless systems have, however, revealed several
non-trivial research problems which do not appear in conventional wireless systems, in-
cluding the sensitivity to channel parameterisation [7-9, 25], challenging multi-source
transmission synchronisation [27-29] or partial decoding of information on broadcast
channels [4,115,116].

Goals of this report and contribution

Another interesting research problem occurs when the relay observation contains (apart
of d 4, dp) another source data, e.g. d¢), which cannot be separately decoded from the
relay observation (see Figure 6.1. In a conventional MAC channel, Successive Decoding
(SD) with Interference Cancellation (IC) is used as an optimal decoding strategy, allowing
to achieve the rates at the upper-bound of MAC capacity region [32]. The possibility to
perform perfect IC is there guaranteed by a one-to-one mapping between the decoded
source data and their signal space representation. Unfortunately, only specific functions
of source data are decoded by relays in WPLNC systems, and hence it is impossible to
perform IC (subtraction) of the decoded signal from the relay observations, as the map-
ping between the decoded function of source data and their signal space representation
is generally one-to-many (see Figure 6.2).

An alternative approach to multi-user WPLNC decoding is introduced in [117], where an
approximate sum-capacity is evaluated for a lattice-encoded, K-user interference chan-
nel. The decoding process presented in [117] is based on a decoding® of multiple (hier-
archical) functions of source signals at each receiving node, which can be then solved to
obtain the desired data. However, for the present, the system model analysed in [117]
is limited to a real-valued interference channel case with equal strength interferers, and
hence it is not able to capture the impact of complex channel parameterisation or differ-
ent interferer strengths.

In this section we discuss the successive-decoding problem in WPLNC systems. We intro-
duce a 3-user single-relay network topology, which is capable to illustrate a general back-
ground of the problem. We exemplify the relay decoding process in a binary-modulated

The decoding operation is based on a modulo-lattice operation in the Compute and Forward [22] frame-
work.
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Figure 6.2: Multiple constellation symbols correspond to the decoded hierarchical data
symbol d 45 = 0 (binary modulated sources A, B, duap = da & dp).

system, where we show that a knowledge of d4p (more precisely ¢4 (dap)) is suf-
ficient to enable the subsequent decoding of d¢ to be (under some conditions) almost
interference free, even though that perfect IC cannot be performed. We show that even in
a binary-modulated system, varying parameterisations of particular wireless channels
can significantly affect the achievable performance. We do not strive to evaluate the
capacity of the system as a function of channel parameterisation, but rather we would
like to demonstrate that successive decoding with hierarchical interference cancellation
represents a viable decoding strategy for multi-user WPLNC systems.

6.1.2 System model and definitions

The simplest network topology where the principle of successive decoding in WPLNC
systems can be demonstrated is a relay MAC channel with three independent sources (Fig-
ure 6.3). This topology can be viewed as some inner building block of a large wireless
network.

In the analysed system, three sources (A, B, C) simultaneously transmit their data to
a common shared relay (R). A signal space representation (with an orthonormal basis)
of transmitted channel symbols is s; (¢;) € AL C CV, i € {4, B,C}, where A%(.) is a
channel symbol memoryless mapper, c¢; (d;) is a source i codeword and d; is a data-word
sent from the source <.

The n-th constellation space symbol (we omit the time variable n for a better clarity)
received at the relay is

Yr = hasa + hgsg + hcse +w (6.1)
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ha

Figure 6.3: Relay MAC channel with three independent sources A, B, C.

hp
hc

where w is the circularly symmetric complex Gaussian noise (variance o2 per complex
dimension) and h 4, hp, he are scalar complex channel coefficients (constant during the
observation and known at the relay).

Without loss of generality we assume that the relay wants to recover only some function
of data from sources A, B (dap = f (da dp)), while data from source C' (d¢) has to be
decoded separately. These two decoded data streams (d 45, d¢) are then potentially re-
encoded by the relay and transmitted to the network. In this report we are interested
only in the relay decoding process, and hence we will not discuss the particular form of
the relay output signal.

6.1.3 Overview of successive decoding strategies in WPLNC systems

As we have already mentioned, successive decoding with interference cancellation (SD-
IC) is well understood to be a capacity achieving decoding strategy in conventional multi-
user MAC channels. The main principle of SD-IC resides in the fact that the decoded
signal can be perfectly subtracted from the receiver observation, thus removing the cor-
responding interfering signal from the subsequent receiver processing. Unfortunately,
this is not always possible in WPLNC systems, due to the one-to-many mapping between
the decoded function of source data and its signal space representation (see Figure 6.2).

In this section we overview three successive decoding strategies for the analysed MAC
channel (Figure 6.3). We show that only two of these decoding strategies can be imple-
mented using conventional SD-IC processing, while the last one does not allow a perfect
IC of the decoded signal, and hence it introduces a novel research problem.

D4.03 DIWINE



6.1 Successive decoding in WPLNC systems 155

Conventional single-user decoding

Single-user decoding of separate user data streams dy4, dp, d¢ is evidently a feasible
strategy, even though the fundamental goal of the relay node is to forward d 45, d¢ to
the network®. A conventional 3-user MAC capacity region [32] then defines the upper-
bound of source transmission rates, and an arbitrary rate 3-tuple within this capacity
region can be achieved using a standard SD-IC processing. However, constraints given
by the MAC capacity region does not allow to fully exploit the available performance
gains of WPLNC processing.

WPLNC-based decoding

WPLNC processing allows to overcome some constraints induced by conventional MAC
capacity regions, as only some functions of data are decoded at intermediate network
nodes (instead of separate decoding of particular user data). As we show in the following
discussion, the order in which the signals are decoded determines the possibility to per-
form a perfect IC of decoded signals and consequently also the achievable performance.

Perfect IC of sc. We assume that source transmission rates allow that only d¢ can be
decoded from the relay observation (6.1), while d 45 cannot be directly decoded. Since
mapping between the code symbol ¢ (d¢) and its signal space representation s¢ is one-
to-one, a perfect IC can be performed, and hence the influence of s can be completely
removed from the relay observation:

Yr = Yr — hesc (co)
= hasa(ca)+ hpsp(cp) +w. (6.2)

This allows an interference-free decoding of c4p (dap) from (6.2). Thus, after IC the sys-
tem becomes equivalent to a conventional 2-Way Relay Channel (2-WRC) with WPLNC
decoding of d 45 [1]. Since the perfect IC is again possible, we will not further analyse
this particular decoding strategy here.

Hierarchical IC (ImperfectIC of hys4+hpsp). We assume that source transmission
rates allow that only dsp can be decoded from the relay observation (6.1), while d¢
cannot be directly decoded. Since mapping between the hierarchical code symbol c4p
and its signal space representation (signal hass (ca (da)) + hpsg (cg (dp))) is one-to-
many, perfect IC cannot be performed. However, even in this case the knowledge of

*Note thatdap = f (da,dp) can be always obtained when both d 4, d g are available at the relay.
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cap (dap) can be efficiently exploited by the Maximum Likelihood decoder of c¢ (d¢):

Co = argnégxp (Yr | €c,CaB)

(x

/A arg max ce, €
gmax [ [ (ur | éc,ean)

= arg max o, Ca, C
gmax ] | > plyrléccaca)

n ca,cp:f'(ca,cB)=¢aB

" —h o 2
= arg maxH g exp ( [9z SSC ()l ) (6.3)
cc
)=¢an

g
n ca,cg:f'(cacB w

where v, = yr — hasa(ca) — hpsp (cp) and the approximation in (x) is given by
the assumption of per-symbol evaluated metric>. Without loss of generality we have
assumed that the hierarchical function can be evaluated element-wisely on code symbols,

ie.cap = f'(ca,cp).

Contrary to the previous case, the perfect IC cannot be performed since only a func-
tion of source data dyp = f(dadp) (equivalently a function of source codewords
cap = [f'(cacp)) is decoded, and hence the exact value of the corresponding sig-
nal space representation hass (ca) — hpsp (cp) remains unknown to the relay. Nev-
ertheless, a knowledge of a particular subset of codewords (c4, cg) conforming with
cas = f'(ca, cp) becomes available at the relay when ¢ 45 (d 45) is decoded, and hence
at least a specific subset of permissible values of hs4 (ca) — hpsp (cg) for a particular
cap can be identified. Presumably, a knowledge of this subset can help to reduce the im-
pact of the interfering signal hass (ca) — hpsp (cp) on the relay processing. Since the
knowledge of hierarchical codewords cap = f'(ca.cp) is exploited in the decoding pro-
cess, we will refer to this decoding strategy as the "Successive Decoding with Hierarchical
Interference Cancellation" (SD-HIC).

6.1.4 Binary system example

In the rest of this report we analyse the performance of SD-HIC strategy (6.3) in a BPSK-
modulated WPLNC system, where s; (¢;) € A% = {+1},i € {A, B, C'}. The hierarchical
function f’ is defined on codewords as

f'(ca,cp) =ca®cp, (6.4)

where @ is a bit-wise xor operation.

3The per-symbol evaluation of metric could be sub-optimal since p (yg”) |é(él’),6§;%) and

(n) | (n) ()

D <y P RO ) are not generally independent for n # n/.
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Cap=0 Cap=0

cc=0 cc=0 cc=0

cc=1 cc=1 cc=1

Figure 6.4: Relay observation in SD-HIC process: Pparameterisarameterisation case I

(Lha = Lhg = Zhe and |hi| = 1)

First of all, we focus on the decoding of source C' data in a genie-aided relay decoder
which has a perfect estimate of hierarchical codewords ¢4 (d ) available?*, and hence
only a subsequent decoding of ¢ (d¢) takes place. We depict the relay observation in
SD-HIC process to get a better insight into the problem and we analyse three cases of
channel parameterisations to emphasise its impact on the processing. Then, we provide a
numerical evaluation of capacity (mutual information) performance of the BPSK system
to demonstrate that HIC is capable to reduce the impact of source interference, even
though that perfect elimination of interfering signal is impossible.

Impact of channel parameterisation

The knowledge of a particular value of hierarchical code symbol c4p virtually splits the
relay observation in SD-HIC process into several sub-cases, e.g. for c4p = 0and ¢ p = 1
in the BPSK-modulated system. As a result, there are potentially multiple signal space

4This corresponds to the situation where source rates allow an error-free decoding ¢ 4 g (d 4 g) from the
relay observation in the presence of interfering signal from source C'
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Figure 6.5: Relay observation in SD-HIC process: parameterisation case II (Zhy =
Zhp =0; Zhe = 7/2 and |h;| = 1).
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leas = 0| |éas = 1|
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o {
X
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Figure 6.6: Relay observation in SD-HIC process: Parameterisation case IIl (Zhy =
0; Zhg = 7/2; Zhe = /1 and |h;| = 1).
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points conforming to a particular code symbol cc. As we show in the following examples,
the particular number of these signal space points depends mainly on the actual channel
parameterisation and particular value of c4 5.

Parameterisation case I: Zhy = Zhp = Zhe. At first we analyse the case when
all source-relay channels are synchronous in phase, i.e. Zhy = Zhp = Zh¢. As it is
visualised in Figure 6.4, the knowledge of c4p virtually splits the relay observation in
SD-HIC process into two sub-cases for each particular signal space symbol observation.

Parameterisation case ll: Zhy = Zhg = 0; Zhe = 7/2. As a second example we
analyse the case where signals from sources A, B are synchronous in phase, while the
signal from source C' is rotated by Zhe = 7/2. As it is visualised in Figure 6.5, in this
case the signal from source C' appears to be virtually orthogonal to signals from sources
A, B. Presumably, in this case the impact of imperfect interference elimination on the
performance of the system will be almost negligible. However, it is important to note
that this virtual orthogonality of signals can presumably occur only if all the sources are
BPSK-modulated.

Parameterisation case lll: Zhy = 0; Zhg = 7/2; Zhe = 7/4. As a last example
we analyse the case where all source signals are asynchronous in phase. As it is visu-
alised in Figure 6.6, under some specific channel phase rotation, constellation symbols
conforming to a different code symbols (cc = 0, c¢ = 1) can fall close to each other in
the constellation space, which will presumably result in a decreased performance of SD-
HIC processing. Note that similar behaviour (Euclidean distance shortening due to an
undesirable channel parameterisation) has been already observed in hierarchical signal
decoders, see [8].

Reference decoders

In this report we are interested mainly in the impact of imperfect cancellation of interfer-
ing signal in HIC decoder, and hence we compare its performance with two reference
successive decoders of data from source C'. The reference decoders differ in the amount
of prior knowledge about c4, cp, i.e. in the capability to remove the interfering signal
hasa(ca) — hpsp (cp) from the relay observation (6.1) prior to the decoding of source

C data.

“Perfect IC” decoder (P-IC) knows both individual user codewords c4, ¢ prior to the de-
coding of ¢, and hence it is capable to perfectly remove the interfering signal h4s4 (ca)—
hpsp (cp) from its observation (6.1). Contrary to this, “No IC” (N-IC) decoder decodes
cc¢ directly from the relay observation (6.1) and hence the interfering signal is simply
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P-IC HIC N-IC

Istdecoding ca4,Ccp cap cCco

2nd decoding co Co  Cup

Table 6.1: Successive decoders.

ignored as an additional noise. Successive processing of source information in all the
analysed decoders is summarised in Table 6.1.

For the sake of simplicity we focus only on the decoding of c¢ at the relay, and hence
we assume that the hierarchical codeword c4p (respectively individual user codewords
ca, cp) in HIC decoder (respectively P-IC decoder) is provided by the genie-aided de-
coder’. In the rest of this section we evaluate the achievable capacity (maximal mutual
information for BPSK alphabets) of source C' transmission (C) in both genie-aided suc-
cessive decoders of co with interference cancellation (P-IC, HIC) and the interference-
blind single-user decoder of ¢ (N-IC). An upper bound of transmission rates from other
sources (Cp, Cp, C4p) will be also evaluated for corresponding decoders to provide a
relevant comparison with practical (not genie-aided) decoders.

Perfect IC decoder. The capacity C’g*IC for the case where both individual user code-
words c4, Cp are available at the relay prior to decoding of c¢ (d¢) can be evaluated as:

Ce™ ' = I (coiyrleas cp) = H[yrlea, cp] — H[yrlco, ca, cp] . (65)

In a practical decoder, both individual user codewords c 4, cp has to be decoded from the
relay observation (6.1) before the actual decoding of ¢ takes place, which consequently
limits the corresponding capacities C; ', C1, 7' of individual single-user decoders. It
can be shown that these capacities are equal in a symmetric case:

1

1
CPC = 51 (easeniyn) = 5 (Hlyn] = Hlyrlea, cs)) (6.6)

for i € {A, B}, while generally any rate pair inside the conventional MAC capacity
region [32] can be achieved in the asymmetric case.

HIC decoder. The capacity CE'© for the case where the hierarchical user codeword
cp is available at the relay prior to decoding of ¢ (d¢) can be evaluated as the follow-
ing conditioned mutual information:

CE'® = I (cciyrlean) = Hyrlcas] — H [yrlce, can] . (6.7)

>This assumption is equivalent to the case where the transmission rates from sources A, B are limited
below the corresponding interference channel capacities (more details will be given later). Moreover,
the perfect availability of c4p (eventually c4, cp) represents also the case, where the particular data
are received on an independent path from the network prior to the actual decoding of c¢ at the relay.
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Figure 6.7: Comparison of achievable capacities in P-IC, N-IC and HIC decoders (h4 =
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Figure 6.8: Comparison of achievable capacities in P-IC, N-IC and HIC decoders (hs =
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The requirement to obtain a perfect estimate of ¢ 4 5 limits the corresponding hierarchical

capacity C¥ in a practical decoder as:

Chi =1 (capiyr) = H[yr] — H [yr|cas]. (6.8)

No IC decoder. The capacity CE*IC for the case where the relay decoder does not
have any knowledge about c4, cp, and hence c¢ (d¢) is decoded directly from the relay
observation (6.3) is given by:

Co'¢ =1 (coiyr) = Hyr] — H [yrlce] . (6.9)

The N-IC decoder is equivalent to a practical decoder since it does not require any a
priori knowledge about other user signals. It allows a perfect IC of signal s¢ from relay
observation (6.2) and subsequent decoding of hierarchical codeword c 45 from the res-
ulting interference-free channel. Consequently, the capacity of C35'C is given directly
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by the hierarchical channel capacity, see [1]:

CE;IC = I (caB;yr|cc) = Hyrlcc] — H [yr|ce, car] - (6.10)

6.1.5 Numerical evaluation

All alphabet constrained capacities were evaluated numerically by the Monte-Carlo in-
tegral evaluation (for details see [1] and references therein). SNR of source ¢ — relay

channel (i € {A, B,C})is defined as y; = E [Ih’lsil’/52].

A comparison of capacities Cf. ', CHI® and CN ' is provided in Figures 6.7 and 6.8

for two different examples of channel parameterisation. All capacities are evaluated as a
function of SNR on source C' — relay channel (7¢). As expected, the performance of hier-
archical interference canceller (HIC) is bounded by the performance of perfect interference
canceller (P-IC) and interference blind receiver (N-IC) as:

oyC < cpl? < ofe (6.11)

As it is also evident from Figures 6.7 and 6.8 the actual performance of all successive
decoders (see Table 6.1) is sensitive to actual channel parameterisation. To analyse the
influence of channel parameterisation on the performance, we evaluate also the mean
achievable capacities C' = E,, [C ()], where ¢ = [£ha; Zhp; Zhc]| and Zh; is uniformly
distributed on (0;27), i € {A, B,C}. The comparison of mean capacities Cf, ', CHIC
and C’g*IC is provided in Figures 6.9 and 6.10.

As it is obvious from a comparison of Figures 6.7 and 6.8 with Figures 6.9 and 6.10, the
HIC decoder performance suffers only from a minor SNR loss when compared with the
upper bound given by the P-IC decoder (i.e. CHHC ~ CF'°). This observation justifies
a viability of hierarchical interference cancellation in WPLNC decoders. However, it is
important to note again, that the maximal capacities of source C' transmission in HIC
(respectively P-IC) decoders are conditioned by the availability of perfect estimate of c 45
(respectively c4, cp) prior to the decoding of source C' data. In the practical receiver
(not genie-aided) this assumption implicitly forces an upper bound of transmission rates
from sources A, B. To make the picture complete, these limits on C}{I (HIC decoder)

or C’E_IC, C’g_lc (P-IC decoder) are evaluated in Figures 6.7, 6.8, 6.9 and 6.10 as well®.

%In the N-IC decoder, to the contrary, the capacity OEEIC represents only the maximal transmission
rate of hierarchical codewords, which can be achieved after c¢ is decoded (see the order of successive
decoding operations in Table 6.1).
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6.1.6 Conclusion

We have shown that hierarchical interference cancellation is a viable decoding strategy
in WPLNC systems, since it suffers only from some residual interference, due to an imper-
fect removal of interfering hierarchical signal. We have observed only a minor perform-
ance degradation (when compared to perfect interference cancellation) of the SD-HIC
decoding strategy in the binary-modulated 3-source relay channel. In the future work we
would like to analyse the achievable capacity regions of multi-user WPLNC system and
identify the optimal decoding strategies to respect all constraints induced by practical
(not genie aided) decoders.

6.2 Joint and recursive HIC with successive CaF decoding

6.2.1 Introduction
Background and related work

WPLNC is the network structure aware PHY layer coding technique currently receiving
a wide attention in the research community. The WPLNC technique utilises the know-
ledge of the network structure directly at the PHY layer to improve the efficiency of the
communication in a complex network. To some extent it reduces the need of separate Me-
dium Access Control or Network Routing Layer. The information is “flooded” through
the whole network directly at PHY layer coding and processing in a form of many-to-one
functions (Hierarchical Network Code maps (HNC map)) of data. This reduces the size
of (hierarchical) codebook that needs to be decoded and also the rates transmitted from
the relay while fully respecting all PHY constellation space related aspects — mainly the
parameterisation of channels. The final destination collects noisy observation of several
HNC maps and solves (jointly decodes) for the desired source data. The WPLNC can be
also seen as the step from the network coding principles [37] designed for discrete finite
field alphabets over lossless links to the signal space representation typical for wireless
communications.

There are many possibilities of designing Network Coded Modulation (NCM) and re-
lated relay processing (see [79], [21] for an overview). The NCM can be based on tra-
ditional single user codes and traditional constellations with layered approach properly
addressing exclusive law (solvability) of the HNC maps at constellation level and relays
using Hierarchical Decode & Forward strategy [1]. Selected results are available invest-
igating various particular forms of the source, relay and destination strategies: lattice
based [19], [118], [15] and other [13] network aware multi-source encoding, adaptive
relay mapping/decision strategies [12], [9], [12], [11].

CaF technique [22] is a generalisation of lattice based design approach. It uses nested lat-
tices and receiver modulo lattice operation complemented with Minimum Mean Square
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Error (MMSE) equaliser alignment of lattices misaligned by the channel fading coeffi-
cients. This performs a constellation space equivalent operation to HNC map function
on discrete data themselves. This section focuses on CaF strategy.

Goals of this section and contributions

The motivation and goals of this section can be outlined in the following points.

1. CaF relay processing technique complemented with nested lattice type of NCM is
believed to be “all-in-one” solution for designing WPLNC based networks. How-
ever we see that it has several deficiencies. The major one is the fact that receiver
lattice mismatch is aligned only through the scalar single tap equaliser. It does not
provide enough degrees of freedom for multiple misaligned sources.

2. Different HNC decodable (with complying computation rate) maps represent vari-
ous forms of structure knowledge that should be exploited at the receiver. These
maps are however still many-to-one functions having ambiguity in their constel-
lation space (lattice) representation.

3. The standard CaF assumes essentially that the number of involved source nodes
and relays is high and we have plenty of choices to optimise HNC map coeflicients
that maximise the computation rate. However in practical situations with a small
number of nodes, we are rather limited and frequently only few are allowed in
order to guarantee final destination solvability. Respecting subsequent stages of
the network (not just the MAC (Multiple Access Channel) stage of the first stage)
frequently dictates further constraints on the map that is required to be processed
by the relay. A particular HNC map is typically desired to be processed by the
relay.

4. The goal of this work is extension of CaF processing which allows to increase de-
grees of freedom in processing (equalising) misaligned lattices and to utilise all
available hierarchical codebook (HNC map) structure knowledge.

In this section we provide the following contributions and results.

1. We introduce a concept of Hierarchical Interference Cancellation (H-IFC). It de-
scribes the technique where we help the decoder of given desired HNC map by
partially mitigating the ambiguity generated by all involved sources by using other
(again many-to-one) HNC map structure knowledge. Number of known maps is
assumed not to be sufficient for fully resolving all contributing sources (thus the
name “hierarchical” IFC).

2. The H-IFC concept will be particularly used in extending and generalising CaF
technique. It will use Hierarchical Successive CaF Decoding (SCFD) where mul-
tiple auxiliary many-to-one HNC maps are decoded. They are subsequently used
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Figure 6.11: Hierarchical MAC single stage network fragment.

in H-IFC where each auxiliary map increases the degrees of freedom of equaliser
aligning lattices misaligned by channel fading coefficients.

3. This technique will be presented in two variants. The first performs H-IFC equal-
isation jointly for all auxiliary maps at once. The second form does that in recurs-
ive manner, each map at one step.

6.2.2 Preliminaries
System model and definitions

We assume a Hierarchical MAC single stage fragment of the WPLNC network (Fig-
ure 6.11). This fragment can be used as a building block of a complex network. For
the notational simplicity, we will assume only a single relay R. Generalisation for mul-
tiple relays is straightforward. Sources Si, i € {A, B, ...} with data vectors b; transmit
codewords (nested lattice points) (c; € C") ¢; = c;(b;). Channel between source Si and
the relay is a block flat fading AWGN channel with fading coefficient #; € C and noise
w with 02 variance per dimension. The received signal is

x=> hc;i+w. (6.12)

Compute-and-forward relay strategy

Here we very briefly summarise CaF strategy for readers convenience and for notation
definition purposes (see [22] for details). CaF is a particular form of NCM based on
nested lattice codes where the relay can decode a linear function of the data vectors
from involved sources. It uses a linear single tap equaliser which minimises (in MMSE
sense) the impact of the channel parameterisation. Essentially, it scales the superposed
lattices misaligned by channel coefficients to “fit” as good as possible to the common
lattice. Then it is followed by the modulo shaping lattice operation which equivalently
corresponds to Gallois Field (GF) linear function on source data symbols.
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Sources transmit Ag-shaped Ac-lattice codewords ¢; = c¢;(b;) with P, = P power and
rates R;, Ry < R, (lower rate codes are zero-padded). Individual data symbols are from
GF b; € F);. The relay has the observation (6.12).

The relay decodes linear minimal cardinality [79] HNC map b = ). ¢;b;, ¢ € Fy.
Modulo-equivalent codeword HNC maps are formed by coeflicients a; € Z, where

a=lagap,...|"

, such that
Z a;c; mod Ag = c(b). (6.13)

Coefficients a are such that after modAg lattice preprocessing we get the valid code-
word c(b). Coefficients can be back-mapped on data symbol combination coefficients
a; mod M — g;.

Before applying modulo shaping lattice operation, the receiver performs linear scalar
equalisation

X=ax =« Z hic; + aw (6.14)

with MMSE “matching” of codeword HNC map misalignment p = [jax — Y, a;c;||?

& =argminE ||| Z(ahi —a;)c; +aw|?] . (6.15)

)

A close-form solution is

, o fhia (6.16)
o = . .
o2 + P|hl|?

The residual lattice misalignment interference mean power is P||ah — a||%.

Computation rate at the relay R is then

- P
R(a) = lo™ 6.17
(a) = maxlg (|a\2aa+PHah—au2) (617)

where lg* 2 = max(0, log, ). It is maximised by MMSE equaliser with coefficient &
given by (6.16) and is achievable by nested lattice code [22]. Computation rate R(a)
determines maximum hierarchical rate at the relay. All sources with a; # 0 have to

have rates R; < R(a).
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Multiple HNC map CaF

It might happen that our desired map a does not have a sufficient computation rate. In-
stead, the relay can compute multiple (auxiliary) maps {a™},, provided that their com-
putation rate is higher than the rate of all participating sources and that the desired map
can be get as a linear integer combination

a=)» n,a" (6.18)
m
In [22], it is called Successive Cancellation. A similar idea also appears in [117]. Here, all
interference is assumed to have a common fading coefficient and then, 2 standard CaF
maps are used to solve desired and interfering lattices. There is also described a variant
which sequentially nulls interference with regard to desired lattice.

All these ideas share a common principle of computing several auxiliary maps (with
potentially more favorable computation rate) instead of the desired one and then obtain
the desired one as a linear integer combination. We will use this as a reference case and
we call it multiple map CaF.

Hierarchical interference cancelation

In this section, we present two variants of CaF generalisation which introduce addi-
tional degrees of freedom into the lattice misalignment equaliser and allows exploiting
all available structure knowledge of hierarchical codewords (many-to-one source code-
word functions). An additional advantage is that the auxiliary and the desired map does
not need to be linearly dependent. Two variants will be introduced: with joint and re-
cursive processing.

H-SCFD with joint H-IFC multi-tap equaliser

Hierarchical Successive CaF Decoding (H-SCFD) with Joint H-IFC multi-tap equaliser
performs the following steps.

1. H-SCFD step: The relay decodes multiple auxiliary IFC HNC maps {a™ },. Each
map has to have sufficient computation rate for all participating sources R; < R(a)
for all 7 such that a; # 0.

2. Joint H-IFC equaliser step: Let the desired map be a (it does not need to be a
linear combination of auxiliary maps). Joint H-IFC multi-tap equaliser minimises
MSE lattice misalignment with regard to to desired map a including multi-tap
scaling of all available decodable hierarchical codeword structures

(@, 8] = argmin B lllax - ;ﬁm (Z a;“cz-) - Zaicingl (6.19)

% )
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where B =1[...,by,...]

Notice, that all exploitable decodable hierarchical codewords map have dedicated inter-
face canceller equaliser tap which is optimised for this map. This means that we ex-
actly as many equaliser degrees of freedom as is the number of exploitable patterns. It
is worth stressing that these patterns are only hierarchical, i.e. many-to-one functions
of the source codeword and as such they still have constellation/lattice space ambigu-
ity. This is the reason we use “hierarchical” IFC name. Please compare that to classical
successive decoding interference canceller where an exact and non-ambiguous form of
source codeword is subtracted.

Next we find a closed form solution of the MMSE Joint H-IFC equaliser. For a simplicity,
we assume only a single IFC map a. Generalisation is straightforward. Single auxiliary
map Joint H-IFC MMSE equaliser is stated as

Q, 3 =argminE |||lax — 3 E a;Cc; — E a;C; 21, 6.20
[ ] g o3 [” : : H ] ( )
The utility function is

p=E

||OéX — 6 Z(NIZCI — ZCLZ'CZ‘||2] (621)
= nP|lah — 3a — a||* + n|al*c? (6.22)

is a real-valued function of complex variables «, 5. In order to find its stationary point,
we need to use generalised derivative, see [119]. Performing this leads to linear equations
easily solvable in a closed form. MMSE coefficients are get from

h|2+1 —hfa ]| a h'a
WII J’Hh 7h' 2} vl [7 ] } (6.23)
7a —/al B vaa

where v = P/o? is Signal-to-Noise Ratio (SNR).

Residual IFC misalignment is z = ) (dhi — Bdi — ai) c; with mean power

P, = — P|lah — fa —al*. (6.24)
n
Resulting computation rate is
~ P
R;=1g" (6.25)

@202 + Pllah — fa —al>
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H-SCFD with recursive H-IFC equaliser

Hierarchical Successive CaF Decoding (H-SCFD) with Recursive H-IFC equaliser per-
forms recursively equaliser steps for each auxiliary map at one step.

1. H-SCFD step: The relay decodes multiple auxiliary IFC HNC maps {a™ },. Each
map has to have sufficient computation rate for all participating sources R; < R(a)
for all 7 such that a; # 0.

2. H-IFC equaliser at recursion m step: Let the desired map be a (it does not need
to be a linear combination of auxiliary maps). At each recursion step, the equaliser
minimises MSE lattice misalignment with regard to to desired map a using only
scaling of m-th decodeable structure (map a™)

Bm = arg r%:nnE [H}’m1 B (; a cl> ;alclH ] (6.26)
where we define the initialisation yy = x. The H-IFC canceller is then

3. Final CaF equaliser step: At the end, for final y we perform a standard CaF «
MMSE equalisation (see Section 6.2.2). Effectively it means the standard CaF is
applied to new effective channel coefficients

h=h->) j,a" (6.28)

A closed-form solution will be for a simplicity again show for single auxiliary map a
(with a straightforward generalisation). Optimal MMSE H-IFC coefficient solution is
again get using generalised derivative of the utility function

p= EHX—@ZEHQ - ZaiCiHQ (6.29)

=nP|h— pa— al* + no?. (6.30)

w

The solution has a form of a projector

al’(h —a)
all?

B = (6.31)

and does not depend on SNR.
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The resulting new effective channel is then h = h — 3a. This effective channel can be
easily plugged into the standard CaF solution. The computation rate is

. P
Ri(a;) = klg* - 6.32
) e Gy Plak —ap? 32
with optimal MMSE « (CaF for the effective channel)
R Phfla
hG= ——5—. (6.33)
o + Pllhlf?

6.2.3 Numerical results

We examined both suggested one-step variants of hierarchical interference canceller in
the 3-user MAC. Standard CaF with multiple HNC maps was used as a reference scen-
ario. In the first case, we considered channel coefficients causing only small lattice mis-
alignment. Thus, we chose real valued vector of channel coefficients h = [3.1,2.1,0.9].
Without loss of generality we assumed desired HNC map to be a = [1, 1, 1]. In the ref-
erence case, we chose HNC map a! = a;, = [1, 1, 0] maximising the computation rate at
SNR = 5dB and second auxiliary map a? = a, = [0, 0, —1]. These maps were selected in
order to obtain the desired map a as their integer linear combination. For recursive and
joint H-SD-IFC auxiliary HNC maps, the map maximising the computation rate of the
desired map was used. For a given h we obtained a = ajr. = [—2, —1, 0]. In Figure 6.12a,
there are plotted computation rates of individual maps. It is obvious that the resulting
achievable rate of appropriate scenario is given by the minimal rate among all participat-
ing HNC maps. Achievable rates for all considered scenarios are plotted in Figure 6.12b,
where we can see that standard CaF with multiple maps is not optimal for given h, while
both hierarchical interference cancellers gave the computation rates above the case of
only one desired HNC map.

The same analysis was performed for channel coefficients causing large lattice misalign-
ment. An example of such channelish = [3.3,1.5,0.9]. Appropriate HNC maps together
with their computation rates are shown in Figure 6.13a. From results in Figure 6.13b it
can be seen that standard CaF with chosen multiple maps has poor performance again.
Recursive H-SD-IFC gave better results, even without restriction on desired map to be a
linear integer combination of auxiliary HNC maps.

In [22,117] there is mentioned that CaF extension to complex valued channel is straight-
forward, but all papers about CaF give numerical results only for a real valued case.
Therefore, we also show the results of considered scenarios for complex channel coef-
ficients (Figure 6.14 and Figure 6.15). Again we can see that recursive H-SD-IFC ranks
among the scenarios with better performance. In Figure 6.14 there is shown that CaF
with multiple auxiliary maps can also achieve good results, even better than joint H-SD-
IFC.
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Figure 6.12: Real valued channel with small lattice misalignment: (a) Computation rates
for all participating auxiliary HNC maps, (b) Resulting computation rates as
minimum over all auxiliary HNC maps associated with given scenario.
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Figure 6.13: Real valued channel with large lattice misalignhment: (a) Computation rates
for all participating auxiliary HNC maps, (b) Resulting computation rates as
minimum over all auxiliary HNC maps associated with given scenario.
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Figure 6.14: Complex valued channel with small lattice misalignment: (a) Computation
rates for all participating auxiliary HNC maps, (b) Resulting computation
rates as minimum over all auxiliary HNC maps associated with given scen-
ario.

DIWINE D4.03



176

6 Hierarchical interference processing
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channelh={3.4+041,23+1.71, 1.6 +2.41},desired a={l +1, 1 +1, 1 +1},
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Figure 6.15: Complex valued channel with large lattice misalignment: (a) Computation
rates for all participating auxiliary HNC maps, (b) Resulting computation
rates as minimum over all auxiliary HNC maps associated with given scen-
ario.
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6.2.4 Discussion and conclusions

We developed a generalisation of CaF relay strategy that increases number of degrees
of freedom in lattice misalignment equaliser using hierarchical CaF successive decod-
ing. Apart of creating multi-tap equaliser we also utilise all available auxiliary HNC
map codebook knowledge in relay CaF processing. Freedom gained in this multi-tap
equaliser-canceller clearly allows achieving better computation rates and also relaxes
the need of linear only HNC map combination in standard multi-map CaF. In a com-
plicated system, we can set the desired map paying less attention to its optimality with
regard to CaF misalignment equalisation.

Numerical results showed that our hierarchical interference canceller can achieve good
results, even for channel coefficients causing large lattice misalignment. However, for
each channel coeflicient vector, we can find at least one HNC map leading to catastrophic
degradation of computation rate. Nevertheless, HNC map with poor performance in
one scenario can be better for another one. Therefore, some adaptive mixture of H-IFC
strategies can lead to desired performance.
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7 Performance analysis

7.1 Hierarchical pairwise error probability for hierarchical
decode and forward strategy in WPLNC

7.1.1 Introduction

Pairwise Error Probability (PEP) is an essential tool allowing to design practical optim-
ised coding schemes. It reveals the connection between the performance and the de-
coding metric that is directly related to the codeword and/or constellation properties.
The application of this principle to the hierarchical PEP used to describe the decod-
ing performance of many-to-one message functions (Hierarchical Network Code maps)
in WPLNC is addressed in this paper. Unlike for the single-user case, the hierarch-
ical PEP reveals a complicated dependence on the structure of the hierarchical code-
word/constellation. The structure is defined in terms of hierarchical distance and hier-
archical self-distance spectra. We show that the Network Coded Modulation (NCM) min-
imising the hierarchical decoding error probability should have zero self-distance spec-
trum leading to self-folded NCM design criterion.

WPLNC background

WPLNC communication networks deliver the information from sources to destinations
through the complex network of relays. The information flow does not route individual
source messages but their many-to-one functions, similarly to network coding. But in
addition to this, the signals of multiple transmitting nodes are allowed to interact at the
receiving relay and the relay performs all processing directly in the constellation space.
The extraction of the many-to-one message function out of the interacting signals can
be done in multiple hierarchical encapsulation levels, and we name it hierarchical in-
formation. Network Coded Modulation (NCM) denotes the set of component constella-
tion space codebooks aware of the network structure and designed for a particular relay
strategy. Relay strategies can have many forms: Compute and Forward (CaF), Denoising,
Compress and Forward, Hierarchical Decode and Forward (HDF), etc. Final destination
node determines the desired message by solving the decoding task on multiple collected
received signals carrying hierarchical messages with independent many-to-one message
functions. The overview of selected strategies can be found in [21,22,75-79], and selec-
ted results related to the error rate performance are in [50, 120].
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Motivation

The error probability is an important performance indicator and also an obvious code
and receiver design optimisation goal. The exact error probability evaluation based on
the transition probabilities is too complex (apart of trivial uncoded cases) to be practically
useful. It also gives only a limited insight for a synthesis of the code. A pairwise error
probability can be used to upper-bound the true error rate. As a side-effect it also connects
the performance target with the metric used by the demodulator and decoder. This can
be used for the code synthesis.

This paper focuses on the HDF relay strategy [78] in a single-stage H-MAC channel.! The
relay wants to decode the H-message. Multiple combinations of component codewords
correspond to one H-message. As a consequence, the hierarchical symbol/codeword,
is generally a set of multiple constellation points or codewords U(b). It is called called
H-constellation.? The fact that H-constellation (or H-codeword) has multiple represent-
ations of the H-message makes the pair-wise error analysis substantially more difficult.
Also the interpretation of the results reveals some surprising facts which do not have
their equivalents in the classical single user system.

Contribution and main results

We will define hierarchical pairwise error probability and we will show how this can be
used in the isomorphic layered NCM design. The evaluation of the hierarchical error
probability on the relay implies H-message relay decoding strategy, i.e. HDF.

(1) We derive the expression for Hierarchical Pair-wise Error Probability (H-PEP) revealing
its dependence on the structure of the hierarchical constellation. The structure is defined
in terms of hierarchical distance and hierarchical self-distance spectra.

(2) We show that the NCM minimising the hierarchical decoding error probability should
have zero self-distance spectrum and we call this case self-folded NCM. The self-folding
property provides a neat NCM design criterion.
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Figure 7.1: System model for H-MAC stage.

7.1.2 System model and definitions
H-MAC stage

In order to streamline the development of the paper, we focus on a generic single H-
MAC stage with a single receiving relay (Figure 7.1). It is a smallest building block of
a more complex WPLNC system. The component messages b, € [1 : M] of all trans-
mitting nodes are encoded by NCM into ¢, = Ci(bx), k € [1 : K|, where K is the
number of the transmitters in H-MAC. The relay wants to decode H-message which is

Hierarchical Network Code (HNC) map (many-to-one function) b = x(b) of the compon-
ent messages, where the concatenation of all component messages is b = [b1, ..., bx].
The “tilde” denotes “concatenation” and will also be used in the notations of codewords
¢=[cT, ..., ck]T, symbols & = [cT,...,c%]T, codebooks € = [Cy, ..., Ck]. The obser-
vation is described by p(x|b) = p(x|&(b)), where x = u(€) + w, u(€) is the channel-
combined constellation symbol depending on all component codewords ¢, and w is Gaus-

sian noise.

Isomorphic layered NCM

We call the set of component codebooks {C;} & | isomorphic layered NCM if there ex-
ists one-to-one mapping H-code € and H-codeword HNC map ¢ = x.(€) such that
c = C(b). The isomorphism implies that the component-wise encodings can be equival-
ently expressed for the relation between the desired H-message and the corresponding
H-codeword. Since the H-decoding can be based on the decoding metric related to the H-
codeword which is first obtained from the component-wise channel observation model
p(x|c), we call that approach also layered. The examples of isomorphic layered NCM
are CaF [22] or layered block linear NCM [78].

The analysis in this paper can be generally applied on the level of complete messages b,
codewords ¢ and vector observation x but it could also be applied in the symbol-wise
manner (c,, T,), e.g. for the uncoded case. We will use a generic notation using b, ¢, x to
cover both.

A prefix “H-" is used to denote “hierarchical” entity, i.e. the one that is generally many-to-one func-
tion of the components, or a processing (e.g. codebook, codeword, MAC channel, etc.) related to the
hierarchical entities.

2A trivial uncoded example has two component BPSK sources with symbols {+1}. The channel com-
bined constellation points are {—2, 0, 2}. For XOR type of many-to-one hierarchical function, there are
two H-symbols, one represented by {0} and second one being a pair of possible points {+2}.
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7.1.3 Hierarchical pairwise error probability
H-PEP for isomorphic NCM
H-PEP definition

Assume the H-message decoding metric is /4, () and that the decoder decision processing
maximises its value, b = arg max; (). H-PEP is

Parg (V) = Pr {us(w) < pus ()b = x(bx) } (7.1)

where b, are actually transmitted component data and b # V' are some given H-messages.
We will also use a simplified notation Poyy = Pr{p, < puy|b}.

The H-PEP is thus the probability that the H-metric for correct H-message b is smaller
than the one for some other message 0’ provided that the received signal is consistent
with b, i.e. all component transmitted data are such that b = x(b,). The form of the
metric used in H-PEP is arbitrary. It does not even need to be the metric leading to the
optimal performance. In such a case it would simply analyse the performance under
that suboptimal metric and potentially suggest how to optimise the code for that given

(suboptimal) metric. The most common example is the MAP metric.

H-PEP for isomorphic NCM

The evaluation of H-PEP related directly to the message level HNC map metric is a dif-
ficult task. It becomes much easier when the metric is related to the code level HNC
map. It directly employs the codewords into the calculation which will provide better
insight on what the code should optimally look like. If the NCM is isomorphic then
Py (V'b) = Pyy(d|c) where ¢ = C(b) and ¢ = C(b'). From now on, we will assume
isomorphic NCM, and thus

Py (d|c) = Pripe(x) < pe(z)|c} . (7.2)

We will also assume the use of MAP decoding metric. The H-metric is a marginalisation
1 .
pelir) = plale) = o > p(x|e)p(@) (7.3)

where we used notation (¢ : ¢) = {¢: ¢ = x.(¢)}. Notice a very important fact that the
step from message H-PEP evaluation to codeword based one (which is trivial in a single
user case) requires a specific assumption and further treatment.

In (7.2), we first focus on the conditioning by the received signal consistent with c.
There are multiple of component codewords ¢, in the received signal consistent with
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¢ Pog = Pr{pc(z) < pe ()| U, .. €2 }- Events ¢, are disjoint. If we assume that they are
also equally probable Pr{¢, : ¢} = const then®

Py =

T P (o) < (o)) 7.9

Cz:C

where M, is the size of sub-codebook C(c). C(c) is a subset of C' where we take only
the entries consistent with c. The H-PEP is the average over all consistent source node
component codes. This is additional level of averaging over those being present in the
traditional pairwise error probability calculation.

The most probable event

We can upper-bound the H-PEP by the most probable pairwise H-constellation event

Py < P2Hm = HelaCX Pr {Mc(x) < Mc’(m>|5x} . (75)

Notice that the hierarchical codewords ¢, ¢’ are still fixed. The overall error rate beha-
viour can be then (similarly as in classical single user code case) upper-bounded by the
overall most probable pairwise event

Py, = max Pr{u.(z) < pe(z)|é}. (7.6)

c#£c! Cyic

H-PEP for Gaussian memoryless channel
Gaussian channel
In the next step, we will constrain the treatment to a special case of Gaussian memoryless
channel. The observation likelihood for all component codes is
(418) = ——exp (— o = u(@)|*/o?)
p - M e2m b wj

w

where m is a complete dimensionality of the signals (both per-symbol and length of the
message), 02 is the variance per dimension, and u(¢) is noiseless constellation space point
observed at the receiver. Notice that channel model inherently contained in u(¢) can be
arbitrary.* H-constellation is the set of u(¢) consistent with ¢, i.e. U(c) = {u(¢) : ¢ =
X<(¢)} where we properly count for multiplicities.

For multiple disjoint and equally probable events Bj, it holds Pr {A| vail Bi} =4 Zf\il Pr{A|B;}.
*In a special case of a linear flat fading channel, used now only as an example and not needed for the
rest of the derivation, it would be u = ), hxcg.
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On top of assuming uniformly distributed ¢, Pr{¢} = 1/M;, Mz = |C|, we also assume
uniform c, i.e. Pr{c} = const = 1/M. where M, = |C| is the size of H-codebook. Then

the metric is
Hle—u(@)
o= e = e LS

and its normalised form fi. = p. ™2™ Mz/M, is

)12

(7.7)

fre =3 _exp (—|lz — u(@)|*/a7) . (7.8)

c:c

H-distance

The H-distance for the complete message is u'™"(c) = arg min, @)= ||z — w(é)|*
We can factorise (7.8)

P e Gl 3 o7 (le=u@P=llz—umn(@)|?) (7.9)
c:c
where all differences in the summation are non-negative ||z —u(¢)||? — ||z —u™™"(c)||* >
0. Finally, taking the negative scaled logarithm p. = —o?2 In fi., we get the decoder
metric
pe =z — ™ ()|* — oune (7.10)
where the correction term is
2 _ ,,Hmin 2
lnz & (le—u(@|* = lz—utm () ) (7.11)

Clearly, it holds 0 < 7. < In(Mz/M.,). The correction term is zero 1. = 0 if exactly
one H-constellation point is the minimal H-distance point u( )(¢) = u™(c) and all
others (if any) are at much larger distance, Vi # 1, ||z — u@(&)|?> > ||z — v"™™(c)]||2.
Notice that many practical component constellations, e.g. 2 component BPSK and XOR
HNC with H-constellation {0, {—2,2}}, do not fit under these conditions. On the other
side, if for all ¢ : ¢ the H-constellation point is the minimal H-distance point, then the
correction is non-zero but constant and independent of x, n. = In(M;z/M,). The non-
zero value of 7). on its own does not present a problem from the H-PEP evaluation point
of view. However its dependence on x is a problem. The presence and behaviour of
the correction term also nicely demonstrates that the pure H-distance is not generally
optimal decoding metric.
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H-PEP

The H-PEP for a given set of messages and for c-consistent received signal (x.(¢,) = ¢)
is then

Pop, = Pr{pe(z) > pe()]ca}
= Pr{||lz — v™™(c)||* — ||z — «"™™()||* — 02 nee > 0|6} (7.12)
where 7). » = 1. —1. The inequality is reversed since we used negative scaled logarithm
metric. Let us now denote the c-consistent noiseless part of the received signal for given
¢y as u(¢;). It has to be a member of the H-constellation set for the ¢ H-symbol, i.e.

u(é;) € U(c). The condition of c-consistent received signal is thus reflected in having
x = u(¢;) + w and consequently

PQHe = Pr {”u(éI) +w — UHmin(C)||2
— Ju(E) +w — u™™ ()2 — 020y > O} (7.13)
where the correction terms under this condition are 7, . = g c — Mg’

-4 w(Cg ) +w—u(3)]|? = ||u(cy) +w—uHmin(c)||2
Dee =1y e 2 (JluEw)Fw—u(@)|2~ () + I )’ (7,10

c:c

— L (lu(Ex)+w—u(@)||2 = ||u(Ey ) +w—umin )12
Tot ZIHZe o (lu@e) +uw—u(@)|P=|lu(e)+ (@)I) (715)

i

The expression of the distances difference that appears in Py, (and with minor modi-
fication in 7, ¢, 1, ) can be further manipulated ((.;.) denotes inner product)

lu(Ee) +w — u™™ ()| = fJu(Cr) +w — ™™ ()|
=llu(es) —u™()|* = lJu(es) — u™™ ()

+2Re [(u(é,) — u"™™(c);w)] — 2Re [(u(é;) — u™™(c');w)]

=llu(@) — u™(O)|* — fJu(es) — u™ ()]

—2Re [(u"™"(c) — u"™();w)] . (7.16)
¢ = —2Re [(u"™(c) — u™™(¢); w)] is Gaussian real-valued scalar zero-mean ran-
dom variable with the variance o7 = 207, [[u"™"(c) — u"™"(¢')||*. Then

Pyn, = Pr{e>|u(e) —umin ()2~ u(@e) —uH=n(0) |2 +odn,, o } (7.17)
A similar manipulation can be done for the correction terms

— b (Ihu(ea) —u(@ 12~ llu(er) —u 0 () [2=2Re [ (u(@) =T (@)10) ])

Ne,e=Ind . e (718)

— b (llu(em) —u(@) 12~ f[u(en) —uH i () 2 —2Re [ (u(@) —uH iR ()iw) |)

(7.19)

Uz,c’:hl ZEIZC/ €
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Hierarchical distance and self-distance spectrum

The properties of the quantities determining the H-PEP clearly depend on two types of
the H-constellation/codeword distances. The first one is the distance between the points
belonging to different H-symbols and the second one is the distance between the points
belonging to the same H-symbol. For this purpose, we define hierarchical distance and
self-distance spectrum.

Hierarchical distance (H-distance) spectrum is a set
8p(c, ) = {lu@—u@)|?: e=xc(@# =xe(@) } - (7.20)

We also define Sy =, Su(c, ).

Hierarchical self-distance (H-self-distance) spectrum is a set
87 (€) = {Iu(@@)—u(@®)]2: c=xe (@) =xe(@P)Ac@ £E® } . (7.21)

We also define 87 = |J, 87 (c).

NCM design rules based on H-PEP

We use (7.17,7.18,7.19) to establish qualitative design rules for NCM that minimise H-
PEP. The situation is however less straightforward than in the classical single user code.
There are several observations we need to keep in our mind before we start. There are
multiple mutually correlated random variables in the expression and these cannot be
easily factorised into a single one as in single-user code case. All £, 7, ., 7, directly
depend on Gaussian noise w and are continuous valued correlated variables. But also
the hierarchical minimum distance points u™"(¢), u"™i"(¢') depend on the received
signal and therefore also on w. These variables are however discrete one. There are
random and dependent on w but constrained to be inside the H-constellation and their
influence on H-PEP can be thus controlled through the H-distance and H-self-distance
spectrum. In order to minimise H-PEP, we should consider the following.

(1) The distance ||u(c,) — u™(c/)||? in (7.17) should be as large as possible. Notice that
|lu(é,) — u™n()||? € Sy (c, ') for arbitrary noise w realisation.

(2) The self-distance ||u(¢,) — u™(¢)||? in (7.17) should be as small as possible. Notice
that ||u(c,) — u"™n(c)||?> € 8 z(c) for arbitrary noise w realisation.

(3) The variance of the ¢ variable is proportional to ||u"™"(c) — uM™in()||2 € Sy(c, )
which is constrained by the H-distance spectrum.

(4) The correction term 7, . » should be as large as possible which in turn means maxim-
ising 7, . and minimising 7, . Behaviour of 1), . is dictated by H-self-distance spectrum
while the behaviour of 7, ~ is jointly dictated by both H-distance and H-self-distance
spectrum.
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(5) The maximum value of 1, . is In(Mz/M.) and it is reached when arguments of the ex-
ponentials are zero, i.e. when all self-distances are zero S 7 (c) = {0}. All H-constellation
(codeword) points for given c are identical. We will call this a self-folded H-constellation
(codebook) or self-folded NCM. If the H-constellation/codebook is self-folded then the
arguments of the exponentials in 7,  are also all zeros, and thus 7, » = In(Mz/M.) and
the overall correction term is zero regardless of the noise 7, .. = 0. Self-folded NCM
also causes the self-distance in (7.17) to be zero, and thus

Py, = Pr{¢ > [lu(@) — ™" ()|} (7.22)

(6) Now let us have a look at the situation when the NCM is not self-folded. Let us assume
that the spread in self-distances is symmetric for all c. If it was not a symmetric one then
the case that would make an advantage for Pyy, (¢'|c) would become a disadvantage for
Py (c|) in terms of the possible compensation as discussed in point (6b) below.

(6a) Let us also assume that some point pair ¢,, ¢ in the H-constellation maximises the
self-distance ||u(¢,) —u(¢)||* to some particular value d% . The expression 1, . will not be
the maximal one (as for self-folded case) but it will be somewhat smaller. For the given
pair of points, the argument ||u(¢,) — u(¢)||? of the exponential in (7.18) increases to the
value d2. The second term ||u(¢,) — u"™"(c)||? will highly likely (at least for high SNR)
be zero since the minimum H-distance point is the closest to the received signal. The
degradation of the first noiseless term in (7.18) is thus d% at least for that given point
pair.

(6b) This degradation can be possibly compensated by the improvement in the term
(7.19). In the most favorable case for the improvement, the points (¢, ), u(¢'), ut™® (/)
lie in the line and the maximal value of |[u(¢,) — u(&)||* — |lu(é,) — u™™(c)[]? is d%.
Where, by the assumption of the symmetry, points u (), u™"(¢') are constrained to the
distance [|u(¢’) — u"™"(¢)||* = d%. So the noiseless terms in the exponentials of (7.19)
can, at the best, just compensate the degradation of the argument of (7.18) but practically
it will be even worse.

(6¢) The noise terms in both (7.18) and (7.19), i.e.
2Re [(u() — u™"(c); w)]

and .
2Re [(u(@) — u™™(c); w)]

are given by the self-distances only. The left-hand sides in the inner products are dif-
ferent but under the assumption of symmetric self-distances S (c) ~ Sz () they will
make the noise term highly correlated, and thus both will be affecting the arguments of
the exponentials in (7.18) and (7.19) the same way.

(6d) The main expression (7.17) also contains the self-distance. A positive value of
|lu(é,) — ut'™(c)||? decreases the right-hand side of the inequality and increases the
H-PEP.
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(6e) As we see, the nonzero spread of the self-distances cannot improve the H-PEP and
will make highly likely the things only worse.

7.1.4 Summary

The analysis of the H-PEP behaviour lead us to the final main result identifying the
self-folded NCM design criterion.

Conjecture: Self-folded NCM (H-constellation/codebook) minimises H-PEP

Assume isomorphic NCM in Gaussian memoryless channel, decoding MAP H-metric,
and uniform component messages and HNC map such that Pr{¢} = 1/M;, Pr{c} =
1/M,., Pr{c : ¢} = M./M;. Self-folded NCM, i.e. the one with zero H-self-distance
spectrum 8 5 = {0}, minimises H-PEP which is (¢) is complementary Gaussian CDF)

PS, = Q (VITu(e) = v =()[F/203) ) (7.23)

It is important to note that the self-folding property is expected to be natural, i.e. natur-
ally performed by the channel combining the component signals into the H-constellation
also fully respecting the channel parameterisation. Notice that the modulo-lattice pre-
processing (used in CaF) achieves the hierarchical self-folding but it achieves that by the
force. The price paid for this enforcement is the distortion of the noise which becomes
modulo-equivalent Gaussian.
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8 Practical encoding and decoding of CaF based NCM

8.1 Complex low density lattice codes to physical layer network
coding

CaF, lattice network coding (LNC) and the aforementioned multilevel lattice network
coding (MLNC) lay the theoretical foundations for achieving high-throughput WPLNC-
relaying based on any lattice codes, and MLNC also gives the practical design guideline.
Lattice codes can be constructed by the existing non-binary channel codes, e.g. Construc-
tion A or D lattices, and these lattice codes have been designed in LNC. In this section, we
consider an alternative design to LNC, where the recently developed complex low dens-
ity lattice codes (CLDLC) are employed. Differing from construction A or D, CLDLC is
directly designed in the Euclidean space, and has good algebraic properties, which are
well suitable for LNC. Especially CLDLC is in principle capable of improving the overall
LNC performance and throughput compared to the traditional constructions, due to its

high coding gain.

8.1.1 Introduction

WPLNC was introduced around 2006 independently by several research groups [47]
[121] [22]. It has been shown to be very effective in improving the throughput of a
two way relay channel (2-WRC). The core idea is that the intermediate relay attempts to
infer and forward linear combinations of the simultaneously received signals, instead of
decoding the transmitted signals individually. Nazer and Gastpar [22] proposed a new
approach to WPLNC, namely compute-and-forward (CaF) which extends the 2-WRC to a
more general network topology. In more recent work, Feng et al. [49] formulated a more
general algebraic framework for lattice-based WPLNC, namely lattice network coding
(LNC), which relates CaF to the fundamental theorem of finitely generated modules over
a principal ideal domain (PID). One possible solution for LNC design is to employ exist-
ing linear channel codes to construct lattices, e.g. [61] [122]. Another solution for LNC
design is to employ practical high coding gain lattice codes where the lattice codes are
directly designed in the Euclidean space. Sommer et al. developed practically decodable
lattice codes, e.g. signal codes [74], which has been applied in WPLNC [123].

An alternative is provided however by the use of Low density lattice codes (LDLC) [18]
in LNC. LDLC has high coding gain in comparison to signal codes, and manageable de-
coding complexity based on parametric belief propagation decoding. Due to its algebraic
properties and high coding gain, LDLC shows good performance in CaF relaying [124].
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To improve the performance further, we construct low density R-lattices where R de-
notes a principal ideal domain, and hence the generated lattice forms a special R-module
which is closely associated with the complex low density lattice generator which fur-
ther defines the complex low density lattice codes (CLDLC) [73]. Note that CLDLC is
not simply a 2-dimensional real LDLC, but rather the low density R-lattices are directly
generated over the domain of complex numbers. The performance of CLDLC outper-
forms 2-dimensional real LDLC since real parity check matrix normally suffers from
short loops. Compared to real LDLC, CLDLC is not merely a more practically feasible
code which adapts to channel fading and gives in principle better performance at low di-
mensions; more importantly, the lattices constructed via CLDLC form precisely a finitely
generated [R-module over PID. This algebraic property makes it especially suitable for
LNC design, and effectively improves the overall rate compared to the real LDLC-based
CaF. We extend the parametric BP decoding algorithm [125] [126] to the complex case,
and propose a Gaussian mixture reduction model over the complex domain. We present
the low density R-lattice-based LNC design based on some algebraic theorems.

Note that CLDLC is itself a lattice code directly designed in the Euclidean space, which
improves the network throughput at manageable complexity, and is more convenient
when compared to the lattices constructed from linear codes, for which, for example a
large prime field may be required. Our work here shows the remarkable potential of
CLDLC used in LNC, and may motivate further research in this area.

Notation definitions

We use C and Z to denote the fields of complex numbers and integers, respectively.
F,, ¢ > 1, ¢ € Z denotes the finite field with size . We also use boldface lowercase
and boldface uppercase to denote column vector and matrices, respectively, e.g. h =
[hy, -, hn]T. h; and h? denotes the i row and the i column of the matrix H. We also
denote h\; = [hy,- -+, hj_1, i1, ha]. Ty denotes the direct product of n finite fields,
where the size of the j field j € {1,2,--- ,n} is determined by ¢; € Z.

8.1.2 Complex low density lattice codes

We denote R as a principal ideal domain (PID), then a Low Density R-Lattice is defined
as:

Definition 1 (Low density R-lattices): An n-dimensional low density R-lattice A is con-
structed as a set of R-linear combinations of 7 linearly independent column vectors in
a low density lattice generator matrix G, € CV*" (n < N):

A={G,b|beR"} (8.1)

where G is non-singular and its inverse is a sparse matrix H = G ! (which is called
the parity check matrix). Examples of PID include Gaussian integers Z[i| (i = v/—1) and
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Eisenstein integers Z[w] (w = €'%'), which correspond to the low density Z[i]-lattices
and Z[w|-lattices, respectively, following definition 1.

Unless otherwise stated, we assume H is a Latin square matrix in this paper, and hence
N = n, such that each row and column have the same degree d. An (n, d) Latin square
CLDLC can be constructed by designing a sparse parity check matrix H having constant
row and column weight d. Let

h=[1,77-,7,0--,0] (8.2)

be a generating sequence with (d — 1) 7s (7 € C). H should be designed such that each
row and column is a permutation of h followed by a random sign change, and of course
H has to be cycle free. 7 should be carefully designed to ensure fast convergence in the

d
iterative BP decoder. Thus, o = Z’;fl"gllQ € (0,1). We consider here |7|?> = 1. The

volume of the Voronoi region V() (Section 8.1.3) of CLDLC equals det(G,G ), and in
the sequel we normalise V(\) = 1.

The n-dimensional low-density R-lattice A is transmitted through the complex additive
white Gaussian noise channel y = X + n, where n ~ CN(0, 2021"*1).

CLDLC decoder

The computational costs of the traditional sequential maximum likelihood detection
b = arg miny, ||y — Gb]|? is unaffordable. Hence, the iterative detection employing
the belief propagation (BP) algorithm over the bipartite graph of H is a good trade-off
between performance and complexities; the messages calculated in VNs and CNs are it-
eratively exchanged to achieve full convergence, and hence improve the reliability. Note
that the metrics exchanged between the variable nodes (VN) and check nodes (CN) are
continuous functions over (—o00, 00) rather than scalar values, e.g. LLR in LDPC, which
are closely related to the complex Gaussian distribution, expressed by a 2-dimensional
Gaussian function:

N(zim, V) = ———¢~He=m) V" em) (83)
2my/ V1)

where m and V denote the real mean vector and covariance matrix. Large computa-
tional complexity and storage is needed to quantise the continuous function, and per-
form Fourier transforms for the convolution operations. The Gaussian mixture model
is a good method to make the LDLC decoder practically feasible. Operations at CN and
VN including convolution and multiplication are performed in the form of Gaussian mix-
ture distributions and the output is another Gaussian mixture. A mixture of N complex
Gaussians is represented by:

N
M(z) = Z%’N(Z; m;, V) (8.4)
i=1
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where a; > 0 satisfying va a; = 1. It can be represented in parametric form as a list
L ={L,Ly, - ,Ln}, L; = (my, Vy,a;). At the check node, the i*® CN calculates
function p;(z) (which is a Gaussian mixture) for the ;™ VN connected to it, based on the
d — 1 functions p\ ;(z) transmitted from all VNs that are connected to this CN. In terms
of the parity check equation, message p;(z) involves convolution operation between
all elements in p\ ;(z) after stretching/expanding and rotating in terms of the complex
components h;. The parity check outputs have to be an integer Z[n| which is unknown
at the decoder, hence the periodic expansion with period ﬁ is necessary. Inspired by
the work of [126], we consider here that the messages outpuf from CN and VNs are only
single complex Gaussian function. Then the periodic extension step occurs at VNs rather

than CNs.

Variable nodes. Assume the i'" VN computes 1;(z) for the j™ CN connected to it,
based on the input messages p\;(z) which are single Gaussians. A small “trick” is that
the periodic extension step creates a new Gaussian mixture such that each component
is uniformly distributed. Suppose Gaussian integers are considered here, we have:

pe(z) = % > N(zimy, + h%,Vé) (8.5)

beZk (i

where Z*[i] denotes a set including k finite integers in Z[i]. Z"*[i] should be restricted to
those integers which are close to the channel messages. The variable output /,(z) is the
product of all incoming messages, and also the channel message:

pi(z)=y(z) [[ ez (8.6)

C=10#]

A forward-and-backward algorithm [126] can be used to reduce the computational com-
plexity of message multiplication of 1;(z). The forward and backward recursion is ini-
tialised with ay(z) = 70(z) = 1/y(z), and the forward and backward recursion for the
(' step is:

ay(z) = Fulow-1(2), pe(z))
Ye(z) = Bum(oui1(2), pera(2))

where J); denotes the multiplication of the two Gaussian mixtures. The multiplication
in parametric form £ is detailed in [126]. Note that the number of mixed Gaussians
in a,(z) grows exponentially as the iterations proceed. Hence, the Gaussian Mixture
Reduction (GMR) [126] algorithm is developed to approximate a mixture of N Gaussians
by another mixture of Ny,.x Gaussians, Ny.x < N. The GMR algorithm used for real
LDLC compares the distance metric of all possible pairs of single Gaussians in the input
list, and replaces the pair having the minimum metric by a single Gaussian using the
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second moment matching method. The single Gaussian with parameters (1, \7) which
gives the best approximation of L Gaussian mixtures should be selected according to:

(1th, V) = arg min X(5M(z)||N(z; 1, V) (8.9)

Vv

which minimises the Kullback-Leibler divergence X(-||-). This gives the estimate of
parameters (m, V):

L L
m=>Y amy, V=Y a(V,+mmj)— " (8.10)
/=1 (=1

Here we consider a GMR algorithm where an integer J is introduced, which determines
the number of Gaussians combined into a 2-D single Gaussian. The details of the GMR
algorithm are described in Algorithm 2. This algorithm reduces the number of loops
for the greedy searches. In practice, we use the lower bound of the divergence, squared
difference, instead of KLD. The number of Gaussians in a,(z) is limited to Ny,.y by this
algorithm, ay(z) = GMR(@,(z)). A large Nyax gives better performance but the com-
plexity increases. Here we found Ny,,x = 3 is a good trade-oft between the complexity
and performance for the parametric BP CLDLC decoder. The output /;(z) of the VN is
a single Gaussian, given by:

15(2) = M(GMR (a1 (2) - 7,(2)) (8.11)

where M( - ) is the second moment matching defined in (8.9).

Check nodes. Since the periodic extension step is performed at the variable node
rather than CN, this reduces the computational load at CN. Hence, at the i*" CN, p;(z)
involves only convolution, stretching/expanding and rotation in terms of the complex
coeflicients h;, thus:

d I
piz) = Q) (— o z) (8.12)

(=1,0#] b

where Q) denotes the convolution operation. Also the forward and backward algorithm
is applied to simplify the calculation. If a(z) is a mixture with V., Gaussians, the

convolution F¢ ( a(z), pe(— le z)) produces another mixture of Ny, Gaussians, with
each component given by:
h; h; g
m, = {Re (mg R m?) ,Im (mg 4+ U mf)} (8.13)
hi g hi g
V,=V,+HV/H, q,=a, (8.14)

where H = [Re (72), ~Im (j2); Im (£, Re (3

h;,
hi,j hij/? hij hi

)]
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Algorithm 2 Modified GMR algorithm.

Input: A Gaussian Mixture with N components £ = {£1, Lo, - , Ly}, stopping para-
meters: 6 and Ny, and an appropriate integer value .J

1: do

2: L.+ L > L.: current list stack
3: L.+ N > L.: length of £,
4: t<0 > t: counter
5: if (Nf(jfl)t) < (N;t) then

6: k<2

7: else

8: k<« J

9: end if

10: 0 = mingecg, K(LF || N(z; m, V)) > LF: Arbitrary k components in £..
11: while 6 > 6, or N, > Ny«

12: t=t+1 > : the (¢ + 1) search loops next time
13: LF < argmingee g K(LE || N(z; mm, V) > Find k& components which give the

minimum divergence.
14: Lo+ (Lo UM(LE) \ {£LF} > M(LF): Moment matching to a single Gaussian;
\ {£F}: delete {£F} from L.
15: N« N, — (J — 1)t > new length of £,
16: Repeat 5-15.
17: Output list £ is a mixture of N, Gaussians.

8.1.3 Practical WPLNC via CLDLC
Definitions and algebraic framework
Definition 2 (Quantiser): A lattice quantiser, Qy: C" — A, maps a point s in C” to the

nearest point in A in Euclidean distance:

Qx(s) = argmin ||s — Al (8.15)
XeA

Definition 3 (Voronoi region): The Voronoi region of a lattice point \, denoted by V()\), is
the set of points in R" closest to this point, i.e.,

V(A) = {s:s € R", Qu(s) = A} (8.16)

The fundamental Voronoi region is defined as V(0), or simply represented as V. Let Vol(V)
denote the volume of V and Vol(V) = Vol(A).

Definition 4 (Goodness of lattices): Let z be an n-dimensional i.i.d. Gaussian vector, z
N(0, 021™*™), a sequence of lattices A is Poltyrev-good if

Pr(z ¢ V) < e B (8.17)
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where E,( - ) is the Poltyrev exponent and  is the volume-to-noise ratio (VNR),

Vol(A)=
Teo

Let A’ denote the R-sublattice of A, then A/A’ represents a quotient R-module. We refer
to (w) as the ideal generated by a single non-zero and non-unit component in R, and
hence R/(w) is a quotient ring. When w is a prime in R, the coset representatives of

R/(w) form a field.

Let zo1 denote a diagonal matrix:

0 wWr1,2 0 0
w = (8.19)
0 0 0
0 0 0 i,
where wy; € R,i=1,2,--- ,n, and the low density R-sublattice A’ is generated by:
N =w;Gyb, be R” (8.20)
~—

Gy

where G is referred to as the sublattice generator. The following theorem states the
design criterion for CLDLC based WPLNC:

Theorem 8.1. IfVi € {1,2,--- ,n}, the non-unit non-zero element wry; in R is a prime,
and the cardinality |R/(wr ;)| = q;, then,

A/N = R/(wr) X Rf(wr2) X -+ X R/{wry) (8.21)

EFy X Fy x--- xF,, =Fy (8.22)

Theorem 8.1 can be proved following two algebraic theorems. They are the first iso-
morphism theorems for finitely generated modules [63] where the submodule A’ is the
kernel of the linear mapping ¢ : A — R/(wi1) X R/(wi2) X -+ X R/{wr,); and
the structure theorem of the finitely generated torsion R-module in elementary divisor
form. [

Thus, A/A’ is isomorphic to an n-dimensional finite field Fg, and hence is WPLNC-
compatible [49]. Based on this, there exists a linear labeling ¢ : A — R/(wr;) X
R/(wy2) X -+ x R/(w1,), which is a surjective R-module homomorphism whose ker-
nel is A’, and there also exists an injective map ¢! : (r1 + (w11), + , 7 + (@ra)) = A
satisfying (o1 (w)) = w.
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Encoding and decoding

Now we are able to describe the basic encoding and decoding operations for lattice code-
based WPLNC. Based on Theorem 8.1, there exists an isomorphism between the quo-
tient R-module A /A’ and 7. First we construct a surjective 2-module homomorphism
o : R" — [, with its kernel equal to ((wwr,1), (@12)," -+, (@1)), and also an in-
jective map o~" : FZ — R" satisfying o(0~'(w)) = w, Vw € Fi. They show the
explicit isomorphism between the message space and an R-module. Hence, we define
¢(A) = (G, ') and the linear labelling ¢ : A — F2 which is also a surjective ring
homomorphism. We further define ¢~'(w) = Gpo~!(w) which is an injective map,

and satisfies the bijection relationship (¢! (w)) = w.

Encoding. The CLDLC codewords normally have large power as n increases. To limit
the power expansion, the encoder should include a sublattice \" where the generator
matrix of A’ is Gy» = G zor. Following Theorem 8.1, the encoder € is designed by:

x=E&(w)=¢ Y(w)—Gpk (8.23)

where k € R". The vector k is determined by the so-called shaping operations. In this
paper we focus on the Tomlinson-Harashima shaping approach [74] which restricts the
codewords x to a hypercube. Additional constraints need to be added into the parity
check matrix H for CLDLC. Thus, H should have a lower-triangle form Hj, and the
diagonal elements of H are all one. Note that in this case the top rows and right-hand
columns have degree less than d. A more general approach to obtain the lower-triangular
matrix is to use QR decomposition of the Latin square H = JQ [127] where J is a
lower triangular matrix and Q is orthonormal. Then each element of k can be obtained
recursively by:

- {a—%w@-) - JW 5.2

Wi
i1
x; = (Ul(wi) — wriki — Z Ji,ﬂl) /i (8.25)
-1

where 0 denotes the Gaussian integer nearest to 6 in the Euclidean distance. The encoder
€ establishes the relationship between the message space Fy, and low-density lattice
partition A/A’, and the power is conserved.

. . . . . . L
Decoding. The receiver aims to decode a linear combination u = ), , a;w, over Fy

given the noisy, and faded low-density lattice codes y = 25:1 hex; + n. We need to
find the optimal scaling factor a and the corresponding coefficient vector a such that ay
is within the Voronoi region of a new low-density lattice point A\ = Zle asXy, and the
expectation of the squared norm of the effective noise n.g £ ZZLZI (ahy — ap)x; + az is
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ay1 1
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gCLDLC
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—>| gCLDLC
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Wi, T,
—>| SCLDLC

Figure 8.1: System diagram for CLDLC-WPLNC.

minimised. Finding the optimal values of o, and a,p is equivalent to solving a shortest
vector problem, as suggested in [49]. The estimates of U1 are given by:

a= ) <QA (Z Qy <90_1(Wg) — GA/kg> + Ileﬂr)> (8.26)

/=1

=
RS
VR
@)
=
VoY
~

L
agp " (wy) + neff) ) (8.27)
9, (Z aeso_l(We)> + @(Qa(neg)) (8.28)

L
DS o (a)we + (24 (nerr) (8.29)

where (a) and (b) follows from the fact that G-k, is the kernel of ¢, and the prop-
erty of the ring homomorphism, respectively. From (8.29), u can be correctly recovered
provided that ¢(Qx(neg)) = 0, thus, the effective noise should be within the Voronoi
region of A'.

Computation rate

We now focus on the theoretical rate bound R for the CLDLC-based relaying. Assume
there are L sources, and we are concerned with the rate bound at the m™ relay. Hence,
let the algebraic integer coefficient vector and channel coefficient vector be

T L
Ay = [am,lyam,27 e 7a/m,L] € R
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and
h = [hm,la hm,Q T 7Cm,L] S CL,
respectively. Then the scaled MAC output is:

effective noise
7\

L L -
UmnYm = Z Qom0 Xy + Z(ahm,Z - am,ﬁ)xf + anZpy, (830)
/=1 /=1

The source / is subject to the power constraint E [|| x, ||?] < nP due to the hypercube
shaping. For convenience, we define the signal-to-noise ratio v = P/N,. The computa-
tion rate has the form of the logarithm of the ratio between the transmit power and the
upper bound of the effective noise variance. When h,,, and a,, are known, we employ
the Nazer-Gastpar computation rate [22] [49] to approximate the achievable rate of the
low density Z[i]-lattice-based LNC, which is written as

R = maxlog, < 7 ) (8.31)

o€l |+ [ ahy, — 2y, |2

This is reasonable when P is the average power of CLDLC lattices in the shaping region.
However, the scalar optimisation is a bit different. Finding the optimal scalar « is a
convex optimisation problem, which should correspond to the minimum value of the
denominator in (8.31). Hence, equation (8.31) can be changed to:

-1
R=1 1 —hThm+> T) 8.32
0g, (a ( L m N ” hm ||2 +1 a,, ( )

where t denotes the Hermitian operation, and Iy, is the L x L identity matrix. A positive-
definite matrix P can be constructed:
~y
P=~(I,-h h,——"—— 8.33

R =) 639
such that it has a Cholesky decomposition P = T'T'. Note that to ensure the successful
recovery of the original messages wy, / = 1,2, --- | L, from the linear combinations over
IFZ, based on the quotient low density R-lattices, the coefficient vector a,, € R™ should
be optimised in terms of:

Amopt = argmin || a,,T |? (8.34)
am#A Ui (@1,:)

then the rate bound for CLDLC network coding is:

RCLDLC

—1
f}/
=log, (am,opt (IL - hjnhmm) a;rn,opt) (8.35)

subject to (8.34). Finding optimal a,), ., is equivalent to a vector optimisation problem.
Now equation (8.34) gives the rate bound for CLDLC based network coding for a given
signal-to-noise ratio.
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8.1.4 Decodability and simulation results
Decodability

As mentioned above, to perform hypercube shaping for CLDLC, the parity check mat-
rix has to have a lower-triangular form, which means that hypercube-shaped CLDLC
has asymmetric protection over each dimension. The constellation size at a certain di-
mension corresponding to a less protected check equation has to be reduced. This is
different from signal codes where the generator matrix has a Toeplitz structure which is
close to lower-triangular [74], and hence the cardinality of the original information at
each dimension is not additionally limited. We are mainly concerned with the choice of
7oy such that the information at each dimension can be fully recovered.

Since the degree of a given Hj, increases from 1 to d, wy; should be selected to ensure
decodability for each level. Thus, the field size ¢; = |R/(wr1;)| should gradually increase.
The optimal selection of wy; for Hy, to minimise rate loss is still an open problem, but
it is not our main concern in this paper. For the extended hypercube shaping, we define
a nominal rate w, and wy; should be selected such that |wyr;| < ||J;;@]||. The prac-
tical average rate at each dimension is smaller than the nominal rate, but we expect to
reduce the rate loss through the careful design of wy ;. Assume w = 4, and the range of
||Jiiw|| = {5,4,3,2} (not uniformally distributed). If wy; is restricted in the form of
Z[i] = {a] a € Z}, we can only choose the Gausssian prime wy; = 3 for those dimen-
sions corresponding to ||J; ;|| > 3. If @y, can be selected to be any Gaussian prime,
the increased flexibility will be beneficial to the rate improvement. The codeword |x;] is

upper bounded by %, where L fulfils |y ;| = ||J;;L|] for given oy ;.

Simulations

Figure 8.2 shows the simulated performance of the symbol error rate (SER) against
volume-to-noise ratio (VNR) for an n-dimensional CLDLC over the complex AWGN
channel, n = 100, Ny,.x = 3and d = 5. The decoding algorithm is based on Section 8.1.2.
We compare the performance of CLDLC to a 2n-dimensional real LDLC, with Ny,.x = 3
and d = 5. We have SER of 10~* at 2.5 dB from channel capacity for (100, 5) CLDLC, and
there is an improvement around 0.7 dB in SER performance when compared to (200, 5)
real LDLC. Both employ 10 iterations. This reveals that CLDLC has better performance
than LDLC at relatively low dimension.

We show and analyse the performance of our CLDLC-based WPLNC scheme via a two
way relay channel. We focus mainly on the multiple access channel (MAC) by which the
overall system performance is dominated. Simulations were carried out for the low dens-
ity Z]i]-lattice code with dimension n = 100. We set the nominal rate w = 4. The two
approaches of choosing wy ; described in Section 8.1.4 result in the average transmission
rate around R = 2.80 bits/dimension and R = 3.27 bits/dimension, respectively. For the
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real LDLC case, we set the nominal constellation size o = 8. Based on the hypercube
shaping, we can obtain an average transmission rate of R = 2.80 bits/dimension. In this
paper, we show simulations for h; = hy = 1, but the general case will be investigated
in a subsequent paper.

Figure8.3 illustrates the SER performance against signal-to-noise ratio (SNR) over a two
12
way relay channel. SNR is defined as SNR = Bl 1t is observed that CLDLC of

o2

rate 2.80 bits/dimension reaches an SER around 1()%5 at 14 dB, approximately 5 dB from
the hypercube shaping capacity (HSC) [127]; whereas we have SER of 107" at 15dB
for CLDLC of rate 3.27 bits/dimension which is around 4 dB from HSC. It is obvious
that there is 1dB improvement for CLDLC of rate 3.27 bits/dimension over CLDLC of
rate 2.80 bits/dimension. This confirms our viewpoint in Section 8.1.4; thus, by care-
tully designing the sublattice (which is determined by oy ;), we are capable of reducing
the shaping loss. In comparison to Figure8.2, we observe that there are additional 2 dB
and 1dB performance losses for CLDLC with R = 2.80 and R = 3.27, respectively,
compared to the single-user complex AWGN channel. This is due to the combined ef-
fects of the MAC and shaping. We also compare the performance of CLDLC-based LNC
with LDLC-based CaF in Figure8.3. When we employ both (100, 5) CLDLC and (100, 5)
LDLC, the CLDLC based scheme outperforms LDLC by around 8.5 dB at rate R = 2.80
bits/dimension which is approximately the difference between the two HSCs. This shows
good potential of CLDLC over LDLC and is what we expect for CLDLC. The symbol error
probability is defined as Pr(u # u) = Pr(p(Qa(neg)) # 0). Thus, the linear function u
can be fully decoded iff the quantised effective noise is a sublattice point A’ = G.b. Our
simulations show that the proposed CLDLC-based WPLNC scheme gives good coding
gain and SER performance over MAC.

8.1.5 Conclusions

We have proposed the low density R-lattices and demonstrated that CLDLC, which de-
rives from these is a class of good lattice codes suitable for WPLNC. We have given a mod-
ified GMR model for iterative BP decoding of CLDLC, analysed WPLNC-compeatibility,
and given the comparison with HSC and with LDLC, which showed that CLDLC with
hypercube shaping works well in a two way relay channel. We also discussed the choice
of low density sublattices to reduce the rate loss.

8.2 Convolutional lattice encoding and decoding

8.2.1 Introduction

Constructing lattices from Forward Error Correction (FEC) codes has been a rather act-
ive field of research in the past, and has led to Constructions A, B, C, D etc. [54]. In
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Figure 8.2: Symbol error rate for CLDLC based on the decoding algorithm in Sec-
tion 8.1.2.

this section we are also interested in lattice construction, and in particular, Construc-
tion A because of its simplicity and Construction D because of the potential perform-
ance of the resulting codes. For lattice construction, we use convolutional codes as
the underlying FEC code because capacity approaching Turbo codes consist of two (or
more) convolutional codes; therefore, constructing convolutional lattices is a major step
forward towards constructing Turbo lattices. There has been, surprisingly, little work
on exploitation of convolutional codes for constructing lattices reported in the literat-
ure. Although [128, 129] discusses lattices based on convolutional codes (indeed, Turbo
codes), the transmitted signals are restricted to be binary which loses the freedom to
arbitrarily specify the rate of the lattice code: in this section we extend this to allow
non-binary transmission with arbitrary transmission rate; moreover, lattice decoding
algorithms have not been discussed in [128,129], whereas we propose adopting the trel-
lis structure of the underlying convolutional code for lattice decoding and demonstrate
superior performance using this approach. This provides the possibility of implement-
ing computationally feasible lattice decoding methods for convolutional lattices. Note
that universal lattice decoding methods commonly applied in the literature for practical
communication systems, e.g. sphere decoding, have until now been relatively complex,
and as a result are applicable only to lattices with very short dimension [130-132]; for
instance, a lattice decoder was proposed in [132] with relatively reasonable complexity
that was examined for lattices of dimension up to 32. Indeed this is a major drawback be-
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Figure 8.3: Symbol error rate for CLDLC-based WPLNC with fixed channel fading.

cause the code length (lattice dimension) of real communication systems is much longer
than 32. Consequently, the lattice decoding method proposed in this section for decod-
ing convolutional lattices is practically important due to its feasible complexity at high
dimensions; furthermore, it will be observed in Sec 8.2.4 that the proposed lattice decod-
ing approach significantly outperforms existing lattice decoding algorithms. [74] also
studies convolutional lattices, however, the proposed scheme is mostly “attractive for
Inter Symbol Interference (ISI) channels”. Decoding algorithms of other ISI channel, in
particular, Faster Than Nyquist (FTN) signalling has been studied by the authors in [133],
however note that [74] considers code filters combined with ISI filters which results in
unification of equalisation and decoding. In this section we are not interested in ISI chan-
nels nor FTN signalling but we would like to construct lattices from convolutional codes
that are proved to approach capacity when applied in Turbo codes. Moreover, [74] con-
siders single layer lattices whereas we assume multilayer as well as single layer lattices.

Due to the superior performance of Construction D over Construction A, the construc-
tion of convolutional lattices based on Construction D and multi layer Code Lattices are
also studied in this section. Construction D relies on two characteristics of the underly-
ing FEC codes: (i) the codes are nested as a chain of sub-codes and (ii) these sub-codes
have larger Minimum Euclidean Distance (MED) than the parent code [54, Ch. 8]. Con-
volutional codes do not readily fulfil such requirements, which may be one reason that
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convolutional codes have not so far been exploited in Construction D*. In this section,
we first propose constructing convolutional lattices based on Construction D by neg-
lecting the MED criterion, and then introduce means of increasing the MED of nested
convolutional codes by rearranging the input messages which guarantees to fulfil the
MED criterion of the Construction D definition.

For the convolutional lattices based on Construction A/D (and also single/multi layer
Code Lattices), equivalent encoding based on shift registers is proposed enabling us to
exploit existing decoding algorithms of convolutional codes for convolutional lattices,
too. The lattice codes based on convolutional lattices allow optimal lattice decoding us-
ing the trellis structure of the underlying convolutional code, e.g. the BCJR algorithm.
A further contribution of this section is to provide methods to incorporate the BCJR al-
gorithm in lattice decoding. This requires the statistical characteristics of Modulo Lattice
Additive Noise (MLAN), and therefore we also derive the probability density function
(pdf) of MLAN in closed form for lattices with hypercubic shaping regions. A rather
similar pdf has been described in [58, Sec. III-B], however, no closed-form expression
for the pdf was derived.

The new lattice decoding algorithms we develop are based on ML/MAP decoders, and
thus have similar complexity. However, throughout the section it will be observed that
on the point to point channel ML/MAP decoders outperform the corresponding lattice
decoders in practice, i.e. in dimensions less than infinity [16,134-136]. This might raise
the question of the benefits of lattice decoding as compared to pure ML/MAP decoding.
Our motivation, however, extends beyond the point-to-point channel to relay commu-
nication systems [137], and in particular, recently-proposed communication paradigms
such as Compute and Forward (CaF), which relies purely on the structure of the lat-
tice, and hence requires practical implementation of lattice decoding for lattices with
arbitrarily high dimension, for which direct ML/MAP decoding would be prohibitively
complex. Here we study lattice encoding and decoding algorithms in a point to point
communication system as a step towards their use in CaF decoders.

This section is organised as follows: In Section 8.2.2 a point-to-point system is intro-
duced. In Sec 8.2.3 the statistical characteristics of MLAN are studied and in Sec 8.2.4
convolutional lattices based on Construction A are proposed, along with the methods
for lattice decoding and in Section 8.2.5 a CaF system based on construction A is studied.
Section 8.2.6 deals with convolutional lattices based on Construction D and their lat-
tice decoding methods using the trellis structure of the underlying codes. Section 8.2.7
gives concluding remarks, including a discussion of further work required to apply the
methods described to CaF, and to turbo lattices.

! Although [128,129] study Turbo lattices based on Construction D, they neglect the minimum distance
criterion, and consequently it may result in degradation of the lattice code performance.
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Figure 8.4: System model.

8.2.2 System model

A point-to-point communication system exploiting nested lattice codes according to [16],
and illustrated by Figure 8.4, is investigated in this section: the transmitter employs a
lattice encoder which maps a message ¢ to a Euclidean codeword c to be sent to the
destination, i.e.,

c=1[t-Gpn —ulmod — A (8.36)

where u is a dithering signal, known to the transmitter and receiver, that is uniformly
distributed in the Voronoi region of the coarse lattice. G, is the generator matrix of
the lattice code that is obtained from a feed forward convolutional encoder according to
Construction A and D in this section. Note that the code rate is specified by the shaping
lattice, i.e. the number of the lattice points inside the Voronoi region of the shaping
lattice as well as the rate of the underlying convolutional code. Assuming M to be the
number of lattice points inside the shaping region,

1
R = ¥ log, M (8.37)

is defined as the code rate where [V is the lattice dimension. The signal received at the
destination is corrupted by Additive White Gaussian Noise (AWGN) as

v=c+n, (8.38)

that is multiplied by the « coefficient to implement Minimum Mean Square Error (MMSE)
estimation and the dither u is also added to the received signal?,

Y = Qv+ u. (8.39)

The signal y is then decoded by a lattice decoder and the transmitted message is re-
covered at the destination

= [Q(y)| mod — A (8.40)
= D(¢) (8.41)

> O

%Please see [16] for detailed description about the role of MMSE estimator « and the dither w.
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where Q( - ) indicates a lattice quantiser/decoder and D maps a codeword to a message.
Note that the |- |mod — A operation is a distributive operation and so one can rewrite
(8.40) as

¢ = 9(Jy] mod — A) (8.42)

which is equivalent to performing the modulo operation before lattice quantisation. In-
deed performing the modulo operation before or after lattice decoding/quantisation does
not affect the performance of the system and so a common trend in the literature is to
apply existing lattice decoding algorithms, e.g. [138, 139], before the modulo operation
since this leaves the structure of the lattice intact. However, we take a rather different
approach and perform the modulo operation before lattice quantisation as in (8.42).

8.2.3 Statistical characteristics of modulo lattice additive noise

Statistical description of the overall receiver noise plays a key role in the design and the-
oretical analysis of communication systems; for instance, soft decoding algorithms, e.g.
the BCJR algorithm, rely on the distribution of the additive noise in the receiver, which is
usually modelled by the Gaussian distribution in conventional communication systems.
However, in modulo-lattice channels wherein the receiver employs the modulo — A op-
eration before channel decoding, the additive noise is no longer Gaussian. Indeed, the
additive noise lies inside the fundamental Voronoi region of the coarse lattice, and so, un-
like the Gaussian noise, the modulo-A Gaussian noise does not expand the entire space,
i.e. Nmod & (—00, +00). Following Erez et al. in [16], we will use the notation of “MLAN”
(Modulo-Lattice Additive Noise) in this section.

Considering that we assume a lattice with hypercubic shaping region in this section
based on Construction A/D, the [ - Jmod— A operation for an N dimensional lattice can be
performed independently per dimension and so in the rest of this section we concentrate
on deriving the statistical description of the noise in a single dimension. As 7 is normally
distributed with zero mean and o? variance, an is also distributed normally. Moreover,
the random variable (1 — «)u is distributed uniformly. Consequently, the overall noise
is the modulo-A of sum of two random variables of which one is distributed normally
and the other is distributed uniformly:

Z=[(1-a)u+an]mod— A (8.43)
e

where the pdf of N’ is derived as

]_ _
orf T—"Ng T+ Mg

T V2ao Voao
with 7y = d(1 — «); erf(z,y) = erf(y) — erf(z) is the generalised error function. For
a proof of (8.44), see Subsection 8.2.8. Figure 8.5 (black line) illustrates the pdf of N’
that was derived in (8.44). A modulo-lattice operation is equivalent to mapping the area

fro(x) (8.44)
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Figure 8.5: A demonstration of fy/(x) = ﬁerf ( T, %) and modulo operation.

outside Voronoi region into inside the Voronoi region: for instance, in Figure 8.5, the
portion of the black curve in (d,3d) will be mapped inside the (—d, d) region. It is
clear from the figure that the portion of fx/(z) in (d, 3d) is equal to the green curve at
(—d, d). Note that the green curve corresponds to the pdf of (1 — a)u + an (as in (8.43))
where n follows the same distribution as in (8.43) and u is a random variable uniformly
distributed in (—3d, —d). Indeed, the the pdf of modulo-lattice noise in (—d, d) is the
sum of an infinite number of random variables with a pdf as in (8.71) with the centres
located at 0, +-2d, +-4d, - - -. Consequently, the pdf of Z in (8.43) can be written as

1 — 2 —2di—ny z—2di+ny
zZ) = — erf , ) 8.45
J2(2) 4ng Z ( V2ao V2a0 ) (8.45)

1=—00

Note that f;(z) as derived in (8.45) will be used for lattice decoding of convolutional
lattices using the BCJR algorithm in the following sections.

Truncation error. Although the expression derived in (8.45) represents fz(z) in closed-
form, the infinite summation can be considered as a source of inconvenience in practice.
Nevertheless, the infinite summation can be truncated with arbitrarily low truncation er-

ror. Note that lim erf (Z’jgij", Z?};Z;“) = 0, and so the significance of the expressions
1—00

in (8.45) decreases as 7 increases. Figure8.6 illustrates f(z) for various values of o using
the closed-form expression of (8.45) truncated at ¢ = +2. The result of Monte Carlo
simulations is also provided for comparison: it shows a perfect agreement between the
theoretical plot and Monte Carlo simulations even for truncations as low as ¢ = £2.
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Figure 8.6: pdf of modulo-lattice additive noise with d = 3, & = 0.5 and various o. For
comparison, Monte Carlo simulations is provided for o = 1.

8.2.4 Constructing lattices from forward error correction codes

Lattices with hypercubic Voronoi regions are particularly interesting because the mod-A
operation in N dimensions can be performed independently in each dimension which
results in considerable simplification of the problem. Since the complexity of specifying
the Voronoi cell of a non-hypercubic lattice is unbounded in large dimensions [132],
in a complexity-performance trade off, hypercubic lattices with lower complexity have
been a potential candidate for practical purposes and so we focus on hypercubic lattices,
too. “Construction A” and “Construction D” are two well known and widely adopted
lattice constructions that have hypercubic Voronoi regions. We adopt them from [54]
for constructing convolutional lattices. Moreover, single and multi-layer Code Lattices
analogous with Construction A and D, respectively. It will be observed that Code Lattices
outperform their counterparts with considerable difference.

Preliminaries: Block convolutional codes

Assuming a k/N block convolutional code; the generator matrix of the block convolu-
tional code is a £ x N matrix where the basis vectors (the rows of a generator matrix)
are convolutional codewords generated by setting only one bit of the data vector to one
and the rest of the bits to zero. Let us assume that the length-N codeword generated
by [1,0,- - ,0] data-word is placed in the first row of the matrix and similarly, the code
word generated by a one in the i-th position of the data-word is placed in the i-th row of
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the generator matrix. Hence, one generator matrix of a (7, 5) block convolutional code,
according to the above explanation, is

111011000000
001110110000---

Ge= 1000011101100 (8.46)

kxN

In the next sections, (8.46) will be used for lattice construction.

Single layer convolutional lattices: Construction A and code lattice

Construction A. Assume a (k, N, d) linear block code (block convolutional code in
this section) in I, represented by € = {co, ¢y, - ,cp—1} with generator matrix G..
Any vector x = (z1,--- ,xy) is a point of an N-dimensional lattice A 4, corresponding
to codeword ¢; € C if and only if

[z]mod — ¢ £ ¢;, ¢; € C. (8.47)

For instance, assuming ¢ = 2, any vector x with even entries, is congruent to the code-
word ¢g = (0, - - -, 0). In other words, any vector = with even entries is (i) a lattice point
and (ii) represents the codeword cy. In the following we discuss how the generator matrix
of a convolutional lattice may be obtained from the generator matrix of the convolutional
code.

Generator matrix of A 4: For a given block convolutional code with rate k/N, the gen-
erator matrix of the “/N-dimensional” convolutional lattice A 4 constructed according to
Construction A is

Ge
- G

where G. is the k X N generator matrix of the convolutional code, e.g. for a (7,5) con-
volutional code G. is derived in (8.46) and G is an (N — k) X N matrix with rows chosen
from an N x N scaled identity matrix ¢/« y wherein the scaling parameter ¢ is spe-
cified by the shaping lattice®. The matrix G has to be chosen in a way that G , is a full
rank square matrix. Indeed, the role of G is to make G, a rank /N matrix. Minimum
Euclidean distance of A4 (@34 ) is

min-u

] (8.48)
NxN

dta

min-u

= min{g, \/dS;,}- (8.49)

where d¢, is the minimum Hamming weight of the corresponding convolutional code.

Note that for ¢ < /d,

1n’

the error performance of the lattice is expected to be inferior to

3In [54], Construction A is described only for ¢ = 2, however, it does not necessarily require to be binary;
in this section we assume arbitrary q.
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the error performance of the underlying block code because the performance of the lat-
tice is bounded by the minimum Euclidean distance, which is smaller than the minimum
Euclidean distance of the underlying convolutional code d*2 < /dC

min-u min*

Single layer code lattice. The generator matrix of a block convolutional code G.
(size k x N) can also be considered as the generator matrix of a “k-dimensional” lattice,
which is called “single layer Code Lattice” (A¢) in this section. Note that although the
dimension of the lattice is k£, NV coordinates are used to represent the lattice points in NV
dimensional space. The lattice points of Ae can be generated using Z - G. where the size
of Zis1 x k.

Minimum Euclidean distance of dﬁi@n_u is equal to the square of the Hamming distance of

the underlying block convolutional code

min-u \/ drenin' (850)

die

dAA < d/\e

min-u — min-u*

Remark 1. It can easily be observed that A¢ C A4 and so, clearly,
Indeed the extension of the A lattice to A 4 is performed using sub-matrix G in (8.48).

For a better understanding the role of G in (8.48) (or equivalently, the extension of Ae
to A4), a simple two dimensional example is provided in the following: one generator

. . . . . 10
matrix of a two dimensional hexagonal lattice on the z = 0 plane is Gyex = [% N ]

nevertheless, the generator matrix of the lattice is not unique and, for instance, it can be
represented by another generator matrix as

(8.51)

GHele_l 1 0]

0 -1 1

that uses three coordinates on the x + v + z = 0 plane to represent a two dimensional
lattice. The lattice generated by G in (8.51) is indeed the generator matrix of the two
dimensional lattice A¢ discussed above. In order to produce a lattice based on Construc-
tion A, one can concatenate, e.g. the row [0 0 2] with (8.51) and obtain

-1 1
Gr,=|0 -1 1]. (8.52)
0 0 2

Note that the third row in (8.52) copies the two dimensional hexagonal lattice to the
third dimension parallel to x + y + z = 0 plane and generates the three dimensional A 4
lattice. It’s worth to mention that, in this example, the d¢,_ is the MED of the hexagonal
lattice and so d;,, = 2. Consequently d>4 = min(q,/dS,) = min(2,v/2) = v2
which is bounded by the MED of the code, hence, the error performance of Gy in (8.51)

and G5 , in (8.52) are expected to be rather similar; however, for many advanced channel
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codes, the MED of the code is larger than ¢ and so the error performance of the A¢ lattice
is better than the error performance of A 4 lattice. This will be confirmed by simulation
later in this section.

Remark 2. A transmitter, exploiting lattices (based on Construction A) as the channel
code, generates only the lattice points inside the Voronoi region of the shaping lattice
q" as follows: assuming that w,, v is the data vector that represents M messages, one
can write

0,1,---,g—1}, fori <k
UZ‘E{{7 ) 4 }7 orz >~ (853)

{0}, fori >k,

consequently, 4 = [Ugara uduphcate] where w4, is a 1 X k vector that is specified by the
first row of (8.53); Uauplicate is @ 1 X (N — k) vector that does not carry any information.
Note that the transmitter exploits [u- G ,Jmod — ¢" for assigning a lattice point to a
message and so any value assigned to Uguplicate Will be discarded by [ - |mod — q" oper-
ation. Note that one can also generate lattice points generated by [u- Gy ,Jmod — ¢
using [Udata - G, Jmod — ¢" and so the lattice points inside ¢ hypercube are common
lattice points between A4 and Ae. Note that it is important to distinguish between the
two lattices because “lattice decoding” using A4 or Ae can lead to different error per-
formance and so one should use appropriate lattice (the lattice with the larger minimum
distance) for the purpose of lattice decoding.

Decoding single layer convolutional lattice codes using trellis structure of the
code

Although lattice decoding (indeed lattice quantisation) is usually considered to be less
complex than ML decoding because of the structure of the lattice, a practical “univer-
sal lattice decoding” algorithm with reasonable complexity is still a hot research topic
in the field. There are several lattice decoding algorithms proposed in the literature
(54,131, 132, 140], however, the algorithms are only applicable in very low dimensions;
for example, in [132] it is clarified that the proposed algorithm has been examined for
decoding lattices up to 32 dimensions. Considering that transmission rates close to ca-
pacity can be approached only by lattices with high dimension, the existing universal
lattice decoding algorithms do not seem to be very appealing in practice.

Apart from the universal lattice decoders, several lattice decoding algorithms have been
proposed for certain lattices obtained using particular FEC codes; for instance, lattice
decoders based on the sum-product algorithm have been proposed in [18,141] for Low
Density Lattice Codes (LDLC). Likewise, in this section, we are not interested in a uni-
versal lattice decoding algorithm for an arbitrary lattice but in lattice decoding of con-
volutional lattices that are obtained using convolutional codes.
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Figure 8.7: Trellis representation of (7,5) convolutional lattice with ¢ = 3. Input is in
{0,1,2} and outputisin {0, 1, 2(or —1)}. Green lines represent the transition
corresponding to input 0, blue corresponds to input 1 and red for input equal
to 2.

Before we continue with lattice decoding of convolutional lattices, let us concentrate
on ML/MAP decoding of convolutional lattices and notice that ML and MAP decoding
algorithms with reasonable complexity exist (i.e. Viterbi and BCJR, respectively).

ML and MAP decoding of convolutional lattices. For ML/MAP decoding of con-
volutional lattices, one can simply resort to the trellis structure of the corresponding
convolutional code: for instance, assuming ¢ = 2 and preserving the order of the basis
vectors in the generator matrix of the lattice according to Section 8.2.4-A, the transmit-
ted lattice points are exactly equal to the corresponding binary convolutional code and
so one can easily employ the trellis structure of the convolutional code for Viterbi/BCJR
decoding of the convolutional lattice. For shaping hypercubes ¢ > 2, the trellis struc-
ture is not hard to derive. As an example, assume ¢ = 3, and so, the lattice encoding is
performed in F5. Assuming a shift register based convolutional encoder which performs
operations in [F'3, the trellis structure is illustrated by Figure 8.7 for a (7, 5) convolutional
code where the green arrows represent transitions corresponding to input u; = 0, blue
and red arrows show transitions corresponding to u; = 1 and u; = 2, respectively. Note
that the overall number of the codewords inside the shaping hypercube is 3* and so the
code rate is

1 1
R = —log, 3" = - log, 3. 8.54
082 5 1082 (8.54)
It is important to clarify that using the trellis structure of the underlying convolutional
code for ML/MAP decoding of the lattice, we use the Code Lattice (A¢) for decoding and
not the Construction A lattice (A4). Note that d*¢ > d*4 and consequently decoding
on A outperforms decoding on A 4.

Lattice decoding of convolutional lattices. As discussed earlier in (8.40) and (8.42),
performing the modulo operation before or after lattice quantisation will not affect the
performance of the system; therefore, for the purpose of lattice decoding, we perform
the modulo operation before lattice quantisation which consequently maps the entire
space to the inside of the Voronoi region of the shaping lattice which includes only the
lattice points that can actually be transmitted from the source. Therefore, one can ex-
ploit the trellis structure of the underlying convolutional lattice for lattice decoding, e.g.
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Figure 8.8: Frame Error Rate for (7, 5) convolutional lattice with ¢ = 2.

Viterbi or BCJR. Note that the only difference with the ML/MAP decoding discussed
earlier is the [-Jmod — ¢ operation and so we refer to this as “Lattice decoding using
Viterbi/BCJR” algorithm (where the noise is MLAN) whereas ML/MAP decoding refers
to conventional Viterbi/BCJR decoding algorithms without the |- Jmod — ¢" operation,
i.e. with Gaussian noise. Considering that the BCJR algorithm requires the statistical de-
scription of the overall noise, we exploit the pdf of MLAN derived in (8.45) for calculating
the state transition probabilities of the BCJR algorithm.

Figure 8.8 illustrates the Frame Error rate (FER) obtained using computer simulations
for a (7,5) convolutional lattices with ¢ = 2, i.e. F5, on a lattice with dimension equal to
20. Assuming Gaussian noise and modulo operation before BCJR decoding, i.e. Lattice
Decoding (LD) using BCJR algorithm, FER is shown by the bold line marked with (+); for
comparison two universal lattice decoding algorithms from [130] and [131] are indicated
with LD-Algorithm I and I, respectively. It is clear that the proposed BCJR based lattice
decoding of convolutional lattices outperforms conventional lattice decoding methods
with more than 1.5 dB difference. Note that in Figure 8.8 we are forced to perform com-
puter simulations in low dimension (20 dimension) because existing universal lattice
decoders, i.e. LD-Algorithms I and II from [130] and [131], that are used as a benchmark
for comparison, are practically feasible only in low dimensions. Figure 8.8 also shows the
BCJR decoding of the convolutional lattice (without performing modulo operation, say
MAP decoding). Note that MAP decoding outperforms lattice decoding because of the
poor error performance of lattice decoding®*, however, clearly both the curves converge
at high SNR, as expected.

In the following theorem, the advantage of Ae over A4 that leads to a superior error
performance as illustrated in Figure 8.8 is discussed.

Theorem 8.2. Considering error rate as a performance benchmark, lattice decoding of

*Please see [16,134-136] for a thorough discussion about the error exponent of MLAN channels.
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single layer Code Lattice (A¢) outperforms lattice decoding of the corresponds Construc-
tion A lattice (A4).

Proof. Comparing the lattice decoders in Figure 8.8 puts forward the question of why
the proposed lattice decoder outperforms existing universal lattice decoders? There are
indeed two main reasons for this that are explained in the following:

« The proposed lattice decoding using the BCJR algorithm is performed over the
Code Lattice (A¢) whereas lattice decoding using universal lattice decoders pro-
posed by [130, 131] is performed over A 4. The minimum Euclidean distance of
Ae is equal to the minimum Euclidean distance of the underlying convolutional
code, ie. d¢ = \/dC.  while d®4 < \/dC. . Hence, lattice decoding on A using
the BCJR algorithm outperforms existing universal lattice decoders that perform
decoding on A 4 lattice. Note that universal lattice decoding algorithms proposed,
e.g. [130-132] require a generator matrix in square form and so we are forced to

use the A 4 lattice with square generator matrix for decoding”.

« Ina A4 lattice which is generated from a £ x N convolutional code, the dimension
of the lattice increases from k to N (using GG sub-matrix in (8.48)) and consequently
the number of adjacent lattice points that can erroneously be decoded increases.

]

As discussed in earlier sections, considering that a lattice decoder is, in general, outper-
formed by an ML decoder, application of lattice decoders in practice does not seem to
be a justifiable choice in point-to-point communication systems, however, the idea of
obtaining convolutional lattices, in this section, was initially motivated by CaF relay-
ing [22]. In order to validate the usefulness of lattice decoding, the next section, we
consider a CaF relaying where lattice decoding is the method of choice due to its man-
ageable complexity in practical systems.

8.2.5 Application of convolutional lattices in compute and forward

In this section, we use CaF relaying to validate the usefulness of the proposed lattice
decoder by comparing the complexity of the proposed lattice decoder with an ML/MAP
decoder. Assume a CaF relaying systems wherein multiple source nodes transmit their
data simultaneously towards a relay node. For instance, Figure 8.9 illustrates the Mul-
tiple Access Channel (MAC) phase of a relaying system wherein the source nodes employ
convolutional lattice codes as the FEC code. The relay node performs channel decoding
(whether ML or lattice decoding); upon decoding the resultant lattice point in the relay,

>We are not aware of any “universal lattice decoding” algorithm with reasonable decoding complexity
which performs on non-square generator matrix. However, if one proposes a universal lattice decoder
which performs decoding on a non-square generator matrix (k X N in this section), we conjecture that
the performance should be equivalent to the proposed BCJR (or Viterbi) based lattice decoding.
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Figure 8.9: System model: Compute and forward.

[-]mod — ¢ operation is performed as network coding and a new lattice point is then
sent to the intended destination nodes, see [22] for detailed description about CaF. As-
suming the source nodes to apply the same convolutional codes, the complexity of the
rely node employing the proposed lattice decoder is considerably lower than the com-
plexity of the equivalent ML/MAP decoder. Let us define the complexity of the proposed
lattice decoder for convolutional lattices as the number of trellis states

C =q" trellis states (8.55)

where C'is the measure of complexity and 7'+1 is the constraint length of corresponding
convolutional code; note that the complexity of the lattice decoder is independent of
the number of the source nodes whereas assuming M source nodes, the complexity of
ML/MAP decoder is C' = ¢M7 trellis states. Consequently, as illustrated by Figure 8.10,
the complexity of the ML decoder is indeed much more than the lattice decoder.

Assuming Gaussian channel (h; = 1) and convolutional lattice based on (7,5) code,
Figure 8.11 shows the FER of CaF system with two source nodes exploiting convolu-
tional lattices over a hypercube of 3'° and 3*", i.e. shaping lattice of ¢ = 3 in 10 and
200 dimensions with rate % log, 3, with MAP and proposed lattice decoding used in the
relay node: from a complexity point of view, the proposed lattice decoder using BCJR al-
gorithm performs decoding with only 3% = 9 trellis states whereas an ML/MAP decoder
has 3%*? = 81 trellis states. This demonstrates the advantage of the proposed lattice
decoder in certain communication systems like CaF. Note that since the complexity of
an ML/MAP decoder grows exponentially with the number of the users, practical im-
plementation of it is indeed impossible with moderate and large number of users. Note
that as expected, ML/MAP decoder has a better performance but this is true only at low
SNR and the performance of lattice and ML/MAP decoders converge at high SNR, as
illustrated by Figure 8.11; nevertheless, taking complexity into account for a CaF sys-
tem with large number of the users, the proposed lattice decoder will be the method of
choice.

Further focusing on Figure 8.11 reveals that the gap between MAP and lattice decoders
increases with increasing dimension of the lattice and so the two curves converge at
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Figure 8.10: Complexity of ML and lattice decoding for various values of 7"and M = 5.

higher SNRs. For instance, assuming a 10 dimensional convolutional lattice, the two
curves have almost converged at 9dB whereas for the convolutional lattice with 200
dimensions, there is a rather large gap between the two curves at 9 dB. The reason for
this is explained in the following Remark. Note that we do not provide comparison with
universal lattice decoders from e.g. [130] and [131] due to the large dimension of the lat-
tice, however, it is clear, from Figure 8.8, that the proposed lattice decoding outperforms
them.

Remark 3. There is one major concern to be discussed here: why does the gap between
lattice decoder and ML/MAP decoder increase with increasing dimension of the lattice?
Indeed by increasing the dimension of a lattice the number of edge points® that can be
decoded erroneously increases; this is the main reason that the 200 dimensional lattice in
Figure 8.11 converges at higher SNR in comparison with the equivalent 10 dimensional
lattice. Moreover, as discussed earlier, due to the implementation complexity of universal
lattice decoders in higher dimensions, no comparison is provided with universal lattice
decoders, however, we conjecture that the gap will be even wider for universal lattice
decoders because the dimension of the A 4 lattice (for the (7, 5) convolutional code used
in Figure 8.11) is twice that of A¢ and so it results in further degradation of the perform-
ance. Nevertheless, we expect that as £ — oo, the gap to be closed and both the ML and
LD decoding curves converge.

By “edge points” we mean the lattice points in the boundary of the shaping lattice that can be transmit-
ted by the transmitter and can erroneously be decoded to the lattice points outside the shaping lattice.
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8.2.6 Encoding and decoding multilayer convolutional lattices

Lattices based on Construction D (Ap) and what we refer to as “multilayer code lattices
(Ae)”” are the two lattice constructions discussed in this section. However, before we
continue with the definition of Construction D and the construction of lattices from con-
volutional codes exploiting the Construction D template, we would like to focus also on
conventional multilevel coding [142] techniques which are referred to as Construction
by Code Formula (CCF). This is discussed in the next subsection. Note that we are inter-
ested in CCF because both CCF and Construction D are usually regarded equivalent in
the literature (see [143-145]).

Multilevel codes or construction by code formula

Assume a family of a binary linear codes in which
FY 2€ 2Cy--- 20, (8.56)
with C; as a [k;, N, d;] linear block code. A code based on CCF will be defined as

Cecr = ¥1(C1) + 12(Ca) + - - - 4+ 1a(Cy) (8.57)

where (- ) is a map from F}’ to R" in which ¢;(x) = ;& where & € C,. For instance,

assuming a = 3, one can write Cccr = }1(33 + %(?2 + ©; for the resultant code®. The code

rate Recp of CCFis Recr = Y, Re,. The desired aspects of CCF, among the others, is that
=1

1=

encoding (and decoding) Cccr can be performed using the conventional encoding (and
decoding) methods used for the underlying code C;. For instance, one can use Viterbi
or BCJR algorithm for decoding a convolutional Cccr, wherein the receiver decodes the
inner layer C, first and exploits it as a priori knowledge passed to the decoder which
decodes the layer corresponding to C,_,. This multi-stage decoding algorithm continues
until all the layers are decoded. Note that multilevel codes and multi-stage decoding
algorithms are extensively studied in the literature (see [142]) and so we will adopt them
in the following for encoding and decoding lattices based on Construction D.

In the following, taken from [54], we will define Construction D and will explain, using
a counterexample, that Construction D and CCF can be different.

Construction D

Assume a family of a binary linear codes in which

FY D€ D€ D¢, (8.58)

"That is analogous to single layer code lattice discussed in Section 8.2.4.
8 Alternatively, one can write Cocp = €3 + 2G5 + 4€4, too.
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Figure 8.11: Frame error rate for (7, 5) convolutional lattice with ¢ = 3.

with C; as a [k;, N, d;] linear block code where d; > 4'/~ in which v = 2 or 4. Choose
N basis vectors of FY, i.e. {by, by, -+ , by}, wherein the set of {b;,bs, - - , by} spans
C;. Also assume that ¢( - ) is a map from FY to R" in which ¢;(x) = 5% where z € C,.
A lattice based on Construction D contains all vectors of the form

a k;
Ap =) "alui(by) + (22)N (8.59)
i=1 j=1
where oz,(j ) € {0,1}. Consequently, Ap is an N dimensional lattice with hypercube
fundamental Voronoi region. Assuming Cp to be a code consisting of all lattice points
inside the (—1, 1] hypercube of Ap lattice, any point/vector = (x1,--- ,xy) € RY
is a lattice point congruent to codeword c; if and only if

[z]mod — 2% £ ¢;, ¢; € Cp. (8.60)

Note that as both the CCF and Construction D are defined based on the (- ) function,
they are usually considered to be equivalent in the literature, e.g. [143-145]), however, in
order to disprove this conjecture, a counterexample is provided in the following which
shows that CCF does not necessarily result in a lattice construction.

. ) 1100
Counterexample: Assume two nested binary codes C; O €y with G; = [%8(1)(1]} and

Gy = [1}99]. The codebook of CCF inside the 2! hypercube obtained from Cecr =
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%62 + 61 is

emp:{m000]001”m101H0110

[ ]
[1001][1010][1100][1111]
[0.500.50],[0.501.51],[0.50.500],[0.50.5 1 1]
0.510.51],[0.511.50],[0.51.501],[0.51.5 1 0]
[1.500.51],[1.501.50],[1.50.501],[1.5 0.5 1 0]
[1.51050],[1.511.51],[1.51.500],[1.51.5 1 1]
] ] ] ]

[ [ [

[00.50.50],[00.51.51],[01.50.51],[0 1.5 1.5 0
u0505u,105L5@,1L505@,1L5L5u}. (8.61)

The generator matrix of Construction D is’
1100
Grp = | 2030 |, (8.62)
1001

with which, the lattice points inside the 2* hypercube are

&yZ{mOOO] 011][0101][0110

[0
[1001)][1010][1100][1111
0.500.50][0.501.51][0.50.500][0.50.51 1
0.510.51][0.511.50][0.51.501][0.51.510
I
I
]

]

]
I ] ]
I ] ]

1.500.51][1.50 1.5 0] [1.5 0.5 0 1] [1.5 0.5 1 0]
I ] ]
] ]

[
[
[
[1.51050][1.511.51][1.51.500][1.51.511
[00.50.51][00.51.50][01.50.50][0 1.5 1.5 1]
u05050H105L5uu15051H1L5L5m}. (8.63)

Careful comparison of (8.61) and (8.63) reveals that the two last rows in (8.61) and (8.63)
are different and so, one can easily conclude that CCF and Construction D are not ne-
cessarily equivalent. Furthermore, although [1.5 1.5 1 1] and [0 1.5 1.5 0] are points of
Cccr in (8.61) (the last vectors in row six and seven), their mod-2 sum

[[1.51.511]4 [0 1.5 1.5 0]]mod — 2* = [1.51 0.5 1] (8.64)

does not belong to Cccr in (8.61) and so, clearly, in this example, the CCF does not gen-
erate lattice points. In general, the CCF does not necessarily generate a lattice, however,

Note that obtaining generator matrix of a lattice based on Construction D will be explained in further
detail in the following, however, in order to validate the difference between Construction D and CCF,
we use it in this example without a proof.
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for the particular case of convolutional codes, we introduce an approach with which lat-
tice points of Construction D are generated using CCF. |

Note that on the one hand we are interested in constructing a lattice from (convolu-
tional) codes based on Construction D and, on the other hand, we would like to make
Construction D and CCF equivalent because then we can exploit existing and practic-
ally feasible decoding algorithms of CCF for decoding convolutional lattices that are
constructed based on Construction D, else, as discussed in the context of construction A,
universal lattice decoders are not interesting from a practical point of view at high dimen-
sions.

In the following, we focus on deriving the generator matrix of a lattice constructed from
convolutional codes according to Construction D and its equivalent CCF. For this, we
first neglect the minimum distance criterion of Construction D definition in the follow-
ing, i.e. the d; > 4/~ criterion. Later on, we will discuss methods for ensuring the min-
imum distance criterion is fulfilled which indeed can improve the performance of the
code’.

No minimum distance criterion. The generator matrix of the convolutional lattice
will be obtained as follows: the first k, basis vectors'! multiplied by 1/2%~! form the first
k. rows of the generator matrix; the rows from k,+1 to k,_; are obtained by multiplying
the k,+1 to k,_; rows of the convolutional code generator matrix G, to 1/2°72. Similarly
one can obtain all the rows of the generator matrix of the lattice using the ¢( - ) mapping
that corresponds to the associated convolutional code. The remaining (N — k) rows are
chosen from the rows of a 2/, y matrix in such a way that the generator matrix of the
lattice has rank N.

In the following, the generator matrix of a convolutional lattice based on Construction D
is further discussed using an example.

Example 1: Assume three (7,5) convolutional codes as FYY O €; D €y O €3 and let
G, be the generator matrix of a (7, 5) convolutional code as derived in (8.46). Note that
since we assume nested codes, we mean that all C;, C; and €3 contain equal length code-
words (and data words) and so it implies that the data words of the sub-codes are zero
padded (ZP) to make the length of the data vectors of the sub-codes equal to the length
of the data vector of the parent code C;. For instance assume k3 = 1, ky = 2, ky = 4;
therefore, the generator matrix of the the three nested codes is as follows: Ge, = [b1]1xs,

Note that the main reason for neglecting the minimum distance criterion is due to a lack of nested
convolutional codes that fulfil the minimum distance criterion. Therefore, many papers, e.g. [128,129,
146], relax this criterion.

The basis vectors are obtained according to the description in Section 8.2.4.
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Ge, = [b1; ba]axs, Ge, = [b1; ba; bs; by]yxs where b; is the i-th row of (8.46). The gener-
ator matrix of the lattice constructed according to Construction D is

1,
32
Gr, = | 1bs . (8.65)
1b,
G

L 4 8x8

Note that the coefficient }l for by, the coefficient % for by and 1 for bs and b, represent the
;(+) function in (8.59) and G contributes the (2Z)" part of (8.59). All the lattice points
inside the (—1, 1] hypercube are the codewords of the Construction D convolutional
lattice, and are obtained using the [u - G, ] mod — 2" operation where u € Z.

In order to take advantage of decoding algorithms of CCF, in the following, a method is
introduced by which Construction D and CCF are equivalent.

Construction D using CCF: In the above example, there are three nested codes, contrib-
uting in encoding four bits (say {d1, ds, d3, d4 } corresponding to basis vectors {by, by, b3, by},
respectively). Consequently, one can say that d; is encoded by €3, ds by €5 and d3, d4 by

C;. In order to generate Construction D lattice points inside the 2* hypercube, similar to
multilevel codes (or CCF), one can write the equivalent transmitter side generator matrix

as

G Y= 1T% 11, (8.66)

however, set the data bits corresponding to the basis vectors indicated by the red color

to zero, i.e.
deq =1{d; ,0,ds,0,0,ds,dy. 8.67

Cs Co Gy

Consequently, [deq . G,Té;eq} mod — 2 will generate the same lattice points inside the 2*

hypercube that will be generated by [d- G, | mod — 2* where d = [d;, da, d3, dy).

Note that the upper sub-matrix in (8.66) corresponds to Cs, the sub-matrix in the middle
corresponds to C; and the bottom one corresponds to C;; hence, instead of using matrix
multiplication for generating lattice points (codewords), one can use conventional shift
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register based encoders according to Figure 8.12 in the transmitter where

ds =[dy,0,0,0 (8.68a)
zp

dg - [0, dg, 0, 0 (868b)
*

d1 = [O, 0, d3, d4] (868C)

Consequently, [d- G, ] mod — 2, [deq : G/T\);eq} mod — 2 and Figure 8.12 will generate

the same lattice points inside the 2* hypercube.

Ensuring minimum distance criterion. So far, we have relaxed the minimum dis-
tance criterion of the original definition of Construction D. The relaxation of the min-
imum distance criterion was, in part, to focus on constructing lattices using conventional
convolutional codes; however, the literature usually ignores the minimum distance cri-
terion, e.g. [128,141,146], since it is hard to find nested codes that fulfil this criterion. In
particular, in the case of convolutional codes, the minimum distance of a code is fixed;
for instance, it is well known that the minimum distance of the (7, 5) convolutional code
that was used in the above example is equal to five.

In the previous part, we applied a naive method of zero padding to have data words
of equal length in all convolutional codes (see (8.68)), however, one can perform repeti-
tion of the uncoded data bits instead of simply zero padding which indeed can result in
increasing the minimum distance of the code.

For clarity of explanation, let us begin with the same (7, 5) convolutional code with the
generator matrix derived in (8.46). Note that (8.46) is only one of the generator matrices
of the (7,5) code; each basis vector in (8.46) can be replaced by another basis vector.
For instance, the basis vector in the first row of (8.46), i.e. by = [11101100---], can
be replaced by a new b; where b; = [110101110- - - | that is a codeword generated by
a data vector with the first two bits set to 1 and the rest of the bits set to zero. Note
that in Example 1 where only one bit d; is transmitted by the inner code C3, one can
repeat d; instead of zero padding: indeed, substituting by = [11101100- - - | with b; =
[110101110-- -] in (8.65) is equivalent to transmitting [d;, d;, 0, 0] from C3. Moreover,
considering that C; produces only two codewords (all zero and [110101110000]), clearly,
the minimum distance of the code has increased to 6. Note that codes with larger min-
imum distance can be produced by different repeating patterns for different convolu-
tional codes: for instance, repeating d; according to [dy, 0,0, d,] is equivalent to repla-
cing by = [11101100---] with b; = [11101111101100] and so €3 will produce two
codewords (all zero and [11101111101100]) that have minimum distance equal to 10.

Note that the repeating pattern depends on the convolutional code, however, for the
particular example of the (7, 5) convolutional code, repeating [d;00] along the data word,
instead of zero padding, will generate codewords with maximum MED.
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Figure 8.12: Equivalent Construction D encoder using conventional FEC encoders.

Decoding multilayer convolutional lattice codes

One obvious way of lattice decoding convolutional lattices obtained using Construc-
tion D is to employ the well known universal lattice decoders in combination with the
original generator matrix of Ap as obtained, e.g. in (8.65). However, as observed in Sec-
tion 8.2.4, the performance will be poor due to the edge lattice points and the MED of the
lattice which is upper bounded by 2. Another solution is to decode the lattice in &£ dimen-
sions instead of /V and obtain better performance; this is discussed in the following. The
following corollary is provided as a result of Theorem 8.2 for multilayer convolutional
lattices:

Corollary 8.1. Considering error rate as a performance benchmark, lattice decoding of
multilayer Code Lattice (A¢) outperforms lattice decoding of the corresponds Construction D
lattice (Ap).

Proof. The proof of single layer convolutional lattices in Theorem 8.2 proves the corol-
lary, too. O]

Note that, in the following, lattice decoding is performed over A¢ (rather than A p). How-
ever, we use the term “Construction D” to refer to multilayer convolutional lattices. Con-
sidering that lattice codes based on Construction D, as described in the previous subsec-
tion, are indeed multilevel convolutional codes [142] and so one can apply multi-stage
trellis decoding algorithms for ML, MAP or lattice decoding (similar to Construction A
in Section 8.2.4 ). The multi-stage decoding is started by decoding the inner code with
the largest minimum distance C,; the decoded layer is then fed to the higher layer C,_;
and is used as a priori information for decoding the data of the corresponding layer. The
process is continued to until decoding C;. Note that any known decoding algorithms, e.g.
Viterbi or BCJR, can be applied for decoding the layers (we are interested in BCJR decod-
ing in this section as it is a SISO decoder). The BCJR decoder for multi-stage decoding is
slightly different than the Conventional BCJR decoder because the state transition prob-
abilities depend on the a priori information of the other layers, too. A priori information
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Figure 8.13: BER - Construction D.

can be hard information plugged from inner layers to upper layers or soft information
that only passes the probability of the data corresponding to the other layers; by exchan-
ging soft information among the layers, iterative decoding of the layers is also possible
that indeed offers higher performance gains.

Example 2: A design methodology of a two layer lattice based on construction D from
(7,5) convolutional codes is explained in this example. Assume that the nested codes
are defined as F év D €; O Cy where the dimension N = 300, C; and €, together
participate in encoding 150 bits, i.e. number of messages M = 2!°0. Moreover, assume
Cq participates in encoding 10 bits and C; encodes 140 bits. In the following we will
describe obtaining the generator matrix of the lattice based on Construction D where
the minimum Euclidean distance criterion of the Construction D definition is fulfilled.
Later on, a corresponding lattice encoder based on conventional convolutional encoders
is described.

Lattice generator matrix

One lattice based on construction D will be obtained as follows:

« Inner layer: the inner code C, carries only 10 data bits in inner layer of a code-
word of length 300 that is generated from a data word of length 150 (because it
is based on a (7, 5) convolutional code); consequently, each data bit in inner layer
can be represented by 15 “virtual” data bits that can be arranged in the desired
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arrangement in order to achieve the desired MED. As there are 10 data bits to be
encoded in the inner layer, and there are only 10 basis vectors that need to be spe-
cified; we propose by = @r; where i € {1,4,7,10, 13} and r; specifies the rows of
the generator matrix of (7, 5) code that was derived in (8.46); @ represents mod-2
summation. In other words, b; is a codeword generated by a data word, in octal
notation dp, = [4,4,4,4,4,01x135]. Hence, feeding dy, to a (7,5) convolutional
encoder generates the first basis vector.

Likewise, by = @r; where i € {16, 19,22, 25,28} that is generated from a data
word in octal notation as dp, = [01x15,4,4,4,4,4,01x120).- One can similarly ob-
tain all the basis vectors of the inner generator matrix, e.g. the 10-th basis vec-
tor is byg = @r; with ¢ € {136,139, 142, 145,148} that is generated from the
dp,, = [01x135,4,4,4,4,4] data vector. Consequently, plugging in dp,o to a (7,5)
convolutional encoder will generate the basis vectors corresponding to the inner
layer, i.e. the first ten rows of Ap.

« Outer layer: One can arbitrarily choose the 140 remaining basis vectors, i.e.
b117 b127 e )b150

from the generator matrix (8.46) of the convolutional code; however, the only con-
straint is that for any ¢ > 11, the summation & b; # b, where k =1,2,--- | 10.
The constraint is stressed to make sure that the generator matrix of the lattice is
full rank. The remaining 150 basis vectors are chosen from 21540300 matrix with
which G, is a full rank matrix.

Construction D using CCF. The equivalent shift register based encoder consists of
two conventional convolutional encoders where 140 data bits are encoded by C; and 10
data bits by Cy; moreover, the data of C, are repeated in the corresponding positions
to generate a “virtual” data word of length 150. Figure 8.13 illustrates BER of the con-
volutional lattice in Example 2: The overall BER is shown by a black solid line marked
with (x). The BER of the outer layer is nearly equal to the overall BER because the per-
formance of the code is bounded by the MED of the outer layer (note that minimum
Euclidean distance of the outer layer is smaller than minimum Euclidean distance of the
inner layer). Clearly, due to the large minimum Euclidean distance of inner layer, its
BER is much lower.

It was claimed earlier (without proof) that neglecting the MED criterion of the defin-
ition of Construction D will degrade the error performance of the overall system. In
order to validate this, we have provided another simulation in Figure 8.14 where C; is a
10,300, 12]. The minimum Euclidean distance is 12 (42, = 12) which is smaller than
the minimum Euclidean distance of the C; in the above example. As expected, the BER
of both layers is degraded when compared with Figure 8.13.
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Figure 8.14: BER — Construction D (neglecting the MED criterion).

8.2.7 Conclusion and future work

Constructing convolutional lattices based on Construction A/D is proposed in this sec-
tion. Also, lattice decoding using trellis structure of the underlying convolutional code
is discussed. Unlike the existing lattice decoding algorithm the proposed method is prac-
tically feasible with reasonable complexity at arbitrarily high dimensions. Moreover, the
performance of the proposed lattice decoder is found to be superior, since decoding is
performed at lower dimension compared to the dimension of Construction A/D. Further-
more, the statistical characteristics of MLAN are derived in this section, and are exploited
by the BCJR decoder.

Exploitation of the code lattices studied in this section and BCJR decoding algorithm on
communication systems based on CaF is an ongoing research.

8.2.8 Distribution of N’

Assume 7' is a normally distributed random variable with mean equal to u = “TH’ and
_=w? . .
variance equal to a’0?, i.e. fp(t) = ﬁe 22,7 | Also, assume V is a random variable
according to a uniform distribution in the (1, 7,) interval, i.e.
1
p < U<
fr() = mmm 7 sl (8.69)
0 otherwise

and so, the pdf of W =T + V' is
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1
fw(w) = =) erf(

2w—b—a(3—-2a) 2w—a—b(3—2a))
2\/5040 ’ 2\/5(10

with n; = i(1 — ).
Proof. Assuming W =T + V/, the pdf of W is the convolution of the pdf of 7"and V, i.e.

fw(w) = fr(t) = fy/(v). By resorting to the definition of the convolution operator, one
can write

fw(w) = /_OO fv(t)fT(’LU — t)dt

1 Ta 1 (w—p—t)®
_ / o~ ST gt (8.70)
2(77a - nb) % 2rao
Considering that erf(z) = \% f[f e~’dt and W= ‘%b after some manipulation, (8.70)

can easily be simplified according to

1 )erf<2w—b—a(3—2a) 2w—a—b(3—2a)). ©.71)

Jwlw) = 2(Na — M 2200 ’ 2200

]
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9 Conclusions

This final version of the deliverable on “Terminal node processing for advanced scen-
arios” provides a comprehensive technical overview of selected physical layer techniques
and algorithms which has been successfully implemented by the HW and SLS demon-
strators (as reported in the WP5 deliverables). In addition, it introduces some additional
promising physical layer techniques and algorithms developed in the last stage of the
project.

Some particular algorithms/techniques presented in this report have already been suc-
cessfully implemented by the HW/SLS demonstrator(s) as we summarise below:

Coded superposition modulation technique (sections 2.1, 2.2) was successfully im-
plemented by the SMN HW demonstrator, as reported in [D5.42]. Appropriate
modifications of the node processing strategies were implemented to combat the
real-world setup impairments like the non-coherent complex phase rotation of in-
dividual source transmissions or direct channel availability between the source
and its desired destination. The resulting algorithm is eligible to outperform con-
ventional (i.e. non WPLNC) relaying strategies in a 5-node single relay network

topology.

Cloud access node scheduling strategies (section 4.3) which interpret the cloud as
a macro-relay using some approximations for parallel and mutually interacting
flows have been investigated within the SLS demonstrating activity (see [23]).
Even if the validations are far from being exhaustive, this activity gives the guidelines
on new scheduling strategies to access to sub-networks as macro-relays.
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