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Executive summary

This document is the third deliverable of WP3, and reports on the activities and results obtained in the
Tasks 3.2 and 3.3 during the second year. Activities on T3.1 are presented in a separate document, i.e. D3.2
[2], which is the logical output of T3.1 (now finished). Activities in WP3 have progressed along the
methodology discussed already in D3.1 [1]. As far as capacity assessment is concerned (T3.2) we have both
analysed the performance of individual building blocks in isolation, and their performance when they are
combined in a complete offload networking solutions. Results of these activities include: (i) analysing
convergence issues in opportunistic networks; (ii) providing end-to-end delay guarantees in opportunistic
networks with duty cycling; (iii) assessing the performance of LTE through modelling; and (iv) assessing the
performance of complete offload networks (also using infrastructure WiFi components in addition to
cellular and opportunistic) in presence of both synchronised and non-synchronised content requests.
Moreover, the document also reports results from T3.3 about scheduling. We have analysed scheduling
from multiple dimensions. We have analysed both intra-technology and inter-technology scheduling issues.
From the first standpoint, we have considered joint scheduling of multicast and D2D transmissions to
optimise offloading. As far as inter-technology scheduling is concerned we have developed a general
optimisation framework based on TOPSIS, in order to optimise allocation of users to the various possible
technologies based on different QoS performance indices and criteria. Last but not least, we have analysed
how to schedule various architectural components of an LTE network (i.e., pico and macrocells) in order to
reduce the LTE energy consumption without compromising the efficiency in terms of throughput perceived
by the users. In addition to presenting these results in detail, in Section 1 we remind the general strategy of
activities in WP3 and how these results are aligned with it, and how they are synergic with the work
undertaken in the rest of the project. At the end of the document, we discuss how WP3 activities are
progressing based on these results.
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1 Introduction

This deliverable reports on the main activities during the second year of the project in T3.2 and T3.3 of
WP3. Task 3.1, focusing on the study of spatio-temporal contact patterns, was finished on M18, and the
main outputs have been reported in D3.2 [2]. Activities described in this document, therefore, focused on
two main broad topics. The first one is about assessing the capacity of offload networking solutions (with
main focus on supporting terminal-to-terminal communication). The second one is about scheduling
solutions, both inside single network technologies and across different technologies. Before summarising
the key results achieved on these topics, let us recall the main objectives of the WP (related to T3.2 and
T3.3), and how we are addressing them through the results presented in this document.

1.1 Problem statement: Objectives of the WP and approach in addressing them
As described in the DoW, the objectives of WP3 related to T3.2 and T3.3 are as follows:

1. To quantify capacity improvements that can be achieved when offloading traffic across different
wireless infrastructures and/or using terminal-based offloading, in both single- and multi-operator
environments.

2. To characterize the impact on offloading efficiency of factors such as user mobility patterns,
heterogeneity of network deployments, traffic loads, QoS application requirements, and variable
terminal densities due to distributed duty cycling techniques.

3. To develop inter-technology scheduling algorithms allowing a more efficient synergy — in presence of
offloading techniques — between multiple wireless infrastructures and opportunistic networks, which a
special focus on high-load conditions.

The first two objectives are addressed by T3.2, while the third one is addressed by T3.3. As far as the first
objective is concerned, the rationale of the work undertaken is as follows:

1.1. We have identified the main architectural blocks to be analysed as far as capacity improvements
are concerned from the architecture definition in WP2. At the high level, these are (i) wireless
broadband infrastructures and (ii) opportunistic networks.

1.2. We analyse capacity limits of wireless infrastructures, primarily focusing on LTE cellular networks.
Although this is not the main focus of the WP, in some cases we also study modifications of LTE
components that can overcome some of these limits.

1.3. We characterise the capacity that opportunistic networks can bring about. To this end, we
consider a wide range of opportunistic networking protocols and users’ mobility patterns, and
assess capacity (in terms of throughput and/or end-to-end delay) as a function of these key
elements.

1.4. We consider both architectural blocks together, i.e. we study the capacity of an integrated
heterogeneous network composed of both a wireless broadband infrastructure and opportunistic
network. We study the actual capacity gain that can be achieved when these networking
environments are put together.

With respect to the second objective, the rationale of the work undertaken is as follows:

2.1. We have derived configurations for evaluation of the capacity of networks with offloading from
the factors identified in the objective, primarily: (i) mobility patterns; (ii) heterogeneity of
networks and of users’ mobility; (iii) end-to-end delay requirements; (iv) contact patterns
modifiers related to energy efficiency (duty cycling)

2.2. We analyse how these factors impact on the capacity limits of wireless infrastructures, and on the
capacity improvements brought by opportunistic networks.
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Finally, with respect to the third objective, the rationale of the work undertaken is as follows:

3.1. We have identified relevant scheduling problems for the different MOTO scenarios. As discussed in
the first period review meeting, this has lead to re-focusing some of the activities, that now take
into consideration also intra-technology scheduling. The resulting lines of activities are as follows:
(i) intra-technology scheduling in LTE to jointly exploit multicast and D2D communications; (ii)
intra-technology scheduling in LTE to improve energy efficiency in the access network; (iii) inter-
technology scheduling to optimize allocation of users to multiple wireless technologies available at
the same time.

3.2. For each of the three lines of research, we identify specific research problems and address them.
We propose algorithmic solutions to improve the efficiency of MOTO for each of them.

1.2 Enabling techniques for mobile data traffic offloading: A summary

Figure 1 provides a graphical representation of the main activities undertaken during the reporting period
in WP3, and particularly in Tasks 3.2 and 3.3. Note that for each activity we also highlight the main
methodological approach followed, consisting either of analytical modelling, definition of algorithms to
improve capacity, or simulation-based analysis (or combinations thereof).

WP3
| !
v

T3.2 T3.3
(capacity improvements) (scheduling)
| |
v v v v v v

r LTE j Opportunistic Hybrid j Intra-tech Intra-tech. Inter-tech

J scheduling: scheduling: scheduling:

Throughput  Parameter WiFi+LTE+ Non-synch multicast+D2D LTE energy WIFi+LTE

model configuration opportunistic content requests efficiency
| oz m]z. oa @ o@ O
Convergence E2E delay
| w/ duty cycling
|

Il Analytical model
[ Algorithm definition

Simulation analysis

Figure 1. Schematic representation of WP3 activities.

The following subsections provide a summary of these activities, and highlight the key results achieved.
Moreover we also present as a brief summary of the improvements for each activity with respect to the
status at the end of the previous reporting period.

1.2.1 Task 3.2: Capacity limits and improvements in networks with offloading

Task 3.2 is devoted to better understand the capacity limits of LTE, and assess the capacity improvements
that can be achieved through offloading. From a methodological standpoint, we take primarily an approach
based on analytical modelling and simulation analysis. Simulation is used to explore the performance of
specific systems or networking solutions. Analysis is also used for this purpose (in a pretty standard way
with respect to the field of performance evaluation). In addition, it is also used to provide compact
mathematical tools that can be used by network operators to plan how to dimension their network in
presence of offloading. With respect to the specific subjects of investigation, we go step-by-step. At the
high level, an offload network is made up of two main components, i.e. a wireless infrastructure part
(primarily, LTE), and a mobile part (primarily, an opportunistic network). Therefore, several topics of
research deal with assessing the performance and the capacity of these two building blocks in isolation.
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This is important, as there are still several open points in understanding the capacity limits of these types of
network alone.

With respect to LTE networks, while a number of studies have been carried out to characterise its capacity
at the physical layer, little effort has been devoted in analysing the capacity perceived by the users, i.e. a
number of network layers and functional blocks away from the basic physical layer. In T3.1 we are
contributing to fill this gap, and this document presents some results on this.

Specifically, in Section 3 we present the key results achieved with respect to this point, i.e.:

* we provide an initial model of the throughput experience by users of LTE networks, when we factor in
not only parameters of the physical layer, but also the key mechanisms of retransmissions and data
reliability

* we exploit learning mechanisms to extend LTE algorithms for automatic configurations of
transmission parameters, making them adaptive to changing network conditions.

With respect to opportunistic networks, research is still ongoing to model the end-to-end throughput (or,
equivalently, the end-to-end-delay, as explained below) of opportunistic networks. As summarised in the
following of this section, this document presents results on convergence properties of opportunistic
networks, and on modelling of end-to-end delay in presence of energy saving mechanisms such as duty
cycling (we will come back on the energy saving dimension afterwards in this section). Specifically, in
Section 2 we first focus on the issue of convergence of forwarding protocols in opportunistic networks,
where a protocol is convergent if it yields expected finite end-to-end delay. While at a first sight this may
seem a very theoretical problem, it has significant practical implications. Diverging, in practise, means
loosing packets, and not be able to provide and end-to-end delay guarantee. Unfortunately, analysis of real
mobility traces has shown that protocols may indeed diverge, depending on the contact patterns between
nodes. Then, we study the end-to-end delay of forwarding protocols, in case of exponential contact
patterns, when duty cycling is used at nodes to conserve energy. This piece of work directly exploits results
previously presented in D3.1 (about how to model end-to-end delay in with exponential contact patterns)
and D3.2 (about the effect of duty cycling on temporal contact patterns).

The key results achieved with respect to this point, are:

* we provide practical tools to select appropriate opportunistic networking protocols given a stochastic
description of the contact patterns between nodes, such that convergence can be guaranteed.
Moreover, we extend what presented in D3.1, by considering a much more vast family of routing
protocols, and comparing them;

* we provide probabilistic end-to-end delay guarantees when a certain duty cycling is used

* we provide practical tools to select the optimal trade-off between the delay that can be guaranteed
and the maximum energy saving that can be achieved while still achieving that delay.

Advancing what presented in D3.1, in this document we also provide some results on the capacity of
offload networks, i.e. considering the two main building blocks working together. Note that both level of
analysis (considering individual blocks, and the two blocks together) are considered important outcomes of
T3.2. Isolated analysis allows us to understand the performance of single technologies, and therefore
provide tools to compare possible alternatives when configuring the two main building blocks. Joint
analysis allows us to understand the interplay and the complementarity between the two blocks. We
provide two main contributions along those lines, in Section 4. Remember that in D3.1 we have presented
Push&Track (and its evolution, Droid), as one of the reference solutions in MOTO to implement offloading
through opportunistic networks. In this document we extend Droid to use all the different networks that
may be available in the MOTO context, i.e. cellular, WiFi and opportunistic. Then, in Section 4.2 we start
investigating a relatively untapped problem in the offloading networking panorama, i.e. the offloading
performance when the same content is requested in a non-synchronised way by users (note that results in
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D3.1 and in Section 4.1 focus on simultaneous requests, as the vast majority of the literature on offloading
networks).

The key results achieved with respect to this point, are:

* through simulations based on real mobility trace and real WiFi deployments we compare the
offloading performance when WiFi, cellular and opportunistic networks are used partly or all
together at the same time (which clearly results in the best offloading performance).

* in case of offloading with non-synchronised requests we find that even with unfavourable
configurations of the opportunistic networking protocols (i.e., those where resources of mobile
devices are used at the minimum possible level), offloading can be very effective, saving up to 90% of
the total traffic from flowing on the cellular network.

1.2.2 Task 3.3: Scheduling issues in networks with offloading

Task 3.3 focuses on scheduling policies at various levels. We have identified three main threads of activities
within the scheduling topic. As discussed at the first review meeting, this was the outcome of a
restructuring of the activities originally planned for T3.3, which should have focused exclusively on inter-
technology scheduling. While this topic is still investigated in T3.3, we have started two more lines of
research that were considered equally important.

First, we study how to schedule multicast vs. terminal-to-terminal transmissions in an offload network
(Section 5). This is an example of solutions that can be seen both as intra-technology scheduling (e.g., if
LTE-D2D is used) and as inter-technology scheduling (when opportunistic networking solutions are used for
terminal-to-terminal communication). This piece of work is quite interesting, as it start clarifying one of the
basic questions of the overall offloading approach, i.e. if multicast wouldn’t be enough.

Our results show that, even in presence of synchronised content requests, multicasting alone is not as
efficient as using multicast and D2D communication in an optimised way.

A second thread of activity is related to scheduling picocells in the emerging scenario of dense networks,
where LTE macro cells are complemented by picocells for increase capacity at the edge of the cell. While
this in principle an interesting and effective approach, it may significantly increase energy consumption in
the core network, as multiple eNBs need to be powered. We therefore asked ourselves if (i) macrocells can
be run in a more efficient way in presence of picocells, by reducing their transmit power, and (ii) if picocells
can be selectively switched off, concentrating traffic on fewer, better utilised, picocells. Initial results
presented in Section 6 show that the answer is positive in both cases.

The key results achieved with respect to this point, are:

* macrocells can be operated at reduced transmit power, without compromising the throughput
perceived by the users thanks to the additional capacity provided by picocells (and the net power
consumption is lower when the solution with picocells is adopted)

* picocells can be switched off, without impacting on the throughput perceived by users, which remains
at the same level.

Note that this activity is synergic with the work on end-to-end delay in presence of duty cycling, presented
in Section 2.2. Specifically, the two works together provide initial results on how to operate offload
networks in an energy efficient way, considering both the energy consumed in the core, and the energy
consumed on the users’ mobile devices.

Finally, in Section 7 we present results on the third activity in Task 3.3, related to inter-technology
scheduling. We are using a standard optimisation framework (TOPSIS) to optimally allocate users to
technologies, when multiple technologies are available at the same time. The framework is customised
based on a number of QoS metrics, and modified to find the optimal allocation considering overall capacity
performance goals (instead of maximising individual nodes benefit). Specifically, for now we consider on
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the case where operators run both a cellular and a WiFi network, but we briefly discuss how we are
extending this work to put also terminal-to-terminal protocols into the picture.

Our results show that by using the TOPSIS framework, together with appropriate global throughput
maximisation functions, we can effectively schedule users across multiple wireless technologies, avoiding
cellular network overload.

1.2.3 Progress with respect to Y1 activities
Allin all, these results significantly progress the status of the work with respect to how it started at the end
of the first year:

* The overall methodology of the work in T3.2 was confirmed, and activities have extended what
presented in D3.1 in the first place. This is the case of (i) results about convergence of opportunistic
networks; (ii) results about the end-to-end delay in opportunistic networks; (iii) results about the
capacity of LTE networks in terms of throughput; (iv) results about the performance of Droid in
joint cellular, WiFi and opportunistic networks

* In addition, we have started to analyse more comprehensively LTE networks by developing a user-
oriented throughput model, and to analyse more in depth the capacity advantage of offloading in a
complete offloading solution with non-synchronised content requests. Finally, we have started
activities on scheduling producing several interesting results.

1.3 WP3 activities in the overall framework of the project

Due to the nature of how WP3 was planned, activities and results provide a library of solutions that can be
composed together when needed, in order to assess the capacity of offload network either in operation or
at the design stage. To give one concrete example of how such results can be combined and used, let us
consider the case of an operator wishing to plan its network in case of opportunistic offloading with energy
saving at the users’ devices. Results presented in D3.2 tell how the process of inter-contact times between
nodes is modified according to the use of duty cycling. Then, criteria presented in Section 2.1 of this
deliverable can be used to select which specific protocol should be used, to avoid divergence problems.
Depending on the application to be supported, the operator can identify the requirements in terms of end-
to-end delay that need to be guaranteed. Therefore, models in Section 2.2 can be used to tune energy
saving to meet these constraints. Finally, the operator would use a Push&Track (or Droid) system to
implement the offloading solution. Based on the guaranteed end-to-end delay, it will be clear which
fraction of the traffic can be expected by the operator to be served through the opportunistic network,
thus finally obtaining an estimate of the additional capacity that would be gained through the so-
configured offloading process.

In addition, the WP3 work presented in this deliverable is well alighed with the overall flow of activities of
the project, and specifically with WP2 (architecture), WP4 (protocols), WP5 (performance evaluation).
Specifically, all capacity building blocks and proposed algorithms are totally inline with the MOTO reference
architecture defined in D2.2.1 [3]. Specifically, in the architecture we have clearly separated blocks dealing
with how to manage and use wireless infrastructure (LTE and WiFi), and opportunistic networks. The
separation of the capacity work in T3.2 is aligned with this architectural separation, and results can thus be
fed back to the modules corresponding to these architectural blocks. Moreover, the integrated studies of
offloading network follow the general design features of Push&Track, which implements all the basic
architectural building blocks identified in WP2. Finally, activities on intra-technology scheduling naturally fit
into the corresponding architectural elements, while inter-technology scheduling solutions are amenable to
be implemented in the control blocks of the architecture dealing with orchestration between multiple
wireless technologies. With respect to WP4, WP3 provides identifies initial solutions and alternatives, to be
then analysed more precisely in the framework of the specification of networking protocols in WP4. An
example is the work undertaken in WP4 about resource limitations in opportunistic network. This is based
on the basic algorithmic tools of Push&Track, whose performance are assessed in WP3, and on the
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selection of appropriate configurations for opportunistic protocols, available after the analysis in T3.2.
Finally, with respect to WP5, in WP3 we evaluate either analytically or by simulation individual solutions, to
better identify which technical solutions to integrate in the testbeds or in the integrated simulation
platform. This is achieved often through simplified simulation models and scenarios, where we abstract
(with respect to WP5) some characteristics, to be able to have quicker and “more agile” results about the
performance of selected offloading building blocks.

In the rest of this document we expand on the concepts described above, and present the detailed results
produced in WP3 during the second year of the project. Finally, in Section 8 we give a preview of open
issues, and how we are addressing them.

As a note to the reader, each section starts with a summary of the content presented herein. Then,
subsections present these activities in some more details. When appropriate, we omit technical details that
will make the presentation too long. In these cases, Appendices are provided where all details are available.
Therefore, the document is structured so that it can be read at multiple levels of details. The first parts of
the sections are sufficient to understand the content in terms of the approach taken and the main results
achieved. The rest of the sections go in more details presenting results and how they have been achieved.
Appendices contain the rest of the details.
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2 Capacity analysis: Assessing capacity of opportunistic networks

This section presents two main contributions, focused on the assessment of the capacity of opportunistic
networks. Both contributions build upon, and significantly extend, results presented in previous
documents, specifically in D3.1 (Initial results on offloading foundations and enablers) [1] and D3.2
(Spatiotemporal characterization of contact patterns in dynamic networks) [2].

In Section 2.1 we present results on convergence of opportunistic networking protocols. Remember that in
our overall strategy, this is one of the necessary steps to characterise the capacity of the opportunistic
network, because it allows us to identify configurations of the network (i.e., patterns of contacts between
users) for which specific protocols do not converge. In these cases, the capacity gained by offloading would
be zero, as protocols would yield infinite expected delay (more practically, messages will be lost and never
delivered to the destination). Initial results on this topic were presented in Section 4.1 of [1]. In Section 2.1
we summarise the additional results we have obtained (complete details are available in Appendix A, which
is a reprint of [11]). Specifically, we have fully characterised the convergence properties of both
randomised (or social-oblivious) and social-aware routing protocols in case of Pareto distributed inter-
contact times. Social-oblivious protocols do not use any contextual information about the behaviour (and
thus resulting contact patterns) of users, while social-aware protocols are built to exploit such knowledge.
The set of protocols considered cover the vast majority of forwarding algorithms defined in the
opportunistic networking literature, while considering Pareto inter-contact times is inline with well-
established results in the literature about the analysis of real mobility traces. Our results allow us to draw a
pretty interesting and useful set of conclusions. Within each class of routing protocol (social-oblivious,
social-aware) we are able to identify best solutions, i.e. those that guarantee convergence in most of the
cases. Comparing best solution of each class, we find that there is not a unique winner, but the best overall
choice actually depends on the pattern of contacts between nodes. It is particularly interesting to find that
using social-oblivious protocols may yield convergence in some cases where social-aware would not.

In Section 2.2 we deal with end-to-end delay models in opportunistic networks in presence of duty cycling,
for the case of exponential inter-contact time patterns (complete details are provided in Appendix A, which
is a reprint of [8]). Specifically, we provide stochastic guarantees on the end-to-end delay as a function of
the duty cycle period used by nodes. In other words, our results allow an operator to set the optimal duty
cycling so that the end-to-end delay is below a given threshold with a given probability. This model provides
an analytical tool to set the trade-off between the additional capacity that can be provided and the
corresponding energy cost (in terms of battery of users’ mobile devices). This result derives from two
previous results achieved in the project. On the one hand, we exploit the results on how duty cycling
modifies the patterns of useful contact between nodes in case of exponential contact patterns, where
useful contacts are those that can be used to forward messages, i.e. those that occur when both nodes are
active (not sleeping). These results have been presented in Section 4 of [2]. On the other hand, we exploit
the models of end-to-end delay in case of exponential inter-contacts, presented in Section 4.2 of [1].

We refer the reader to Section 8 of this document for a discussion on how we will complete these activities,
according to the overall logical structure of the WP activities described in Section 1.

2.1 Convergence of opportunistic networking protocols

Modelling the performance of social-oblivious and social-aware forwarding protocols for opportunistic net-
works is still an open research issue. Knowing the distribution of intermeeting times and the rules applied
by the forwarding algorithm used in the network, one could - in principle - model the distribution of the
delay experienced by messages and compute its expectation. In practice, modeling analytically the delay of
the various forwarding protocols for general distributions of inter meeting times is very hard, and models
exist only for some specific cases, typically assuming exponential intermeeting times
[58][59][37][60][49][29]. A related modelling challenge is to assess the convergence of routing protocols,
i.e. whether a specific protocol yields finite or infinite expected delay. Assessing convergence allows us to
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understand whether a particular protocol can be safely used or not given a pattern of intermeeting times
and how to configure it so that it converges, if possible. Although less informative than a complete delay
model, convergence models can be derived for a large class of routing protocols releasing the exponential
intermeeting time assumption.

The convergence of the expected delay is not guaranteed in all cases in which the expectation of the inter-
meeting times may diverge. In fact, being the delay the result of the composition of the time intervals
between node encounters, depending on the convergence of inter- meeting times, the expectation of the
delay itself might diverge. This can happen, for example, when intermeeting times feature a Pareto (also
known as power law) distribution, as first highlighted in [20]. The problem with Pareto distributions is that
their expectation is finite only for certain values of their exponent a. More specifically, the expectation is
finite if a > 1, while for a < 1 it diverges to infinity. The first to postulate the existence of Pareto
intermeeting times in real mobility scenarios (i.e., analyzing real traces of human mobility) were Chaintreau
et al. in their seminal work in [20]. The relevance of Pareto intermeeting times in opportunistic networks is
both theoretical and empirical. Cai and Eun [18] have mathematically derived that heavy-tailed
intermeeting times can emerge depending on the relationship between the size of the boundary of the
considered scenario and the relevant timescale of the network, showing that, at least in principle, Pareto
intermeeting times are something that one may be faced with when studying opportunistic networks.
Empirical evidence for the presence of Pareto intermeeting times was first suggested by [20], but it has
been later criticised, arguing that the tail of the distribution is in fact exponential (e.g., [33]). Typically,
these results are derived focusing on the aggregate inter-contact time distribution, while convergence
depends on pairwise distributions. As proved in [47], the aggregate and pairwise distributions can be in
general very different, and therefore analysis of pairwise inter-contact times are necessary, which are
however mostly missing in the literature. To address this issue, we have performed a pairwise hypothesis
testing on three popular publicly available contact datasets (Cambridge, Infocom’05, and RollerNet) and we
have found that the Pareto hypothesis for intermeeting times cannot be rejected for 80%, 97%, and 85.5%
of pairs, respectively. We believe that these results provide a strong case for Pareto intermeeting times in
opportunistic networks and substantially motivate analyses like the one presented in this paper.

Under the Pareto intermeeting times assumption, in this work we derive the stability region (i.e., the Pareto
exponent values of pairwise intermeeting times for which finite expected delay is achieved) of a broad class
of social-oblivious and social-aware forwarding protocols (single- and multi-copy, single- and multi-hop).
The starting point of our paper is the work by Chaintreau et al. [8], where such conditions have been
studied for the two-hop scheme under the assumption of homogeneous mobility (i.e., i.i.d. intermeeting
times across all pairs). However, measurement studies [21] [20] have shown that real networks are
intrinsically heterogeneous. Thus, in this work, we investigate whether heterogeneity in contact patterns
helps the convergence of the expected delay of a general class of social-oblivious and social-aware
forwarding protocols, and whether convergence conditions can be improved using multi-copy strategies
and/or multi-hop paths.

Overall, the key findings we obtain from this analysis are as follows:
* For social-oblivious strategies, if convergence can be achieved, two hops are enough for achieving it.

* Using n hops can help social-aware schemes, and make them converge in some cases when all other
social- aware or social-oblivious schemes diverge.

* In both the social-oblivious and the social-aware case, we find that multi-copy strategies can achieve a
finite expected delay even when single-copy strategies cannot.

e Comparing social-oblivious and social-aware multi-copy solutions, we are able to prove mathematically
that there is no clear winner between the two, since either one can achieve convergence when the other
one fails, depending on the underlying mobility scenario.

A concise presentation of these findings is provided in the following subsections. All details are available in
Appendix A.
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2.1.1 Social-oblivious protocols
The analysis of convergence for social-oblivious protocols was presented already in [1], and is briefly
summarized here for the reader’s convenience.

To accurately represent the different variants in this class, we identify three main groups, differing in the
number of hops allowed between source and destination, the number of copies generated, and whether
the source and relay nodes keep track of the evolution of the forwarding process or not. First, forwarding
strategies can be single-copy or multi-copy. In the former case, at any point in time there can be at most
one copy of each message circulating in the network. In the latter, multiple copies can travel in parallel,
thus in principle multiplying the opportunities to reach the destination (we assume that all copies are
generated by the source node). Second, forwarding protocols can be classified based on the number of
hops that they allow messages to traverse, or, in other words, based on a TTL computed on the number of
hops. When the number of allowed hops is finite, the last relay can only deliver the message to the
destination directly. Third, the amount of knowledge that each agent in the forwarding process can rely on
(or is willing to collect and store) is an additional element for classifying forwarding strategies. Focusing on
the source node, there can be social-oblivious strategies in which the source node does not keep track at all
of how the forwarding process progresses. In this case, considering the configuration in which the source
node can generate up to m copies of the message, the m copies might end up being all distributed to the
exact same relay, thus eliminating the potential benefits of multi-copy forwarding. A memoryful source,
instead, is able to guarantee to use distinct relays. A similar problem holds for intermediate relays.
Memoryless relays can forward the message to the same next hop more than once, because they are not at
all aware of what happened in the past. On the other hand, memoryful relays possess this knowledge, and
are able to refuse the custody of messages that they have already relayed.

The following conditions are found for convergence of these protocols

1 hop 2 hops n-hop
1 copy | m copies | 1 copy | m copies | 1 copy | m copies
memoryless Qgg > 2 - [C1,C2] C1,C2 [C1,C2] C1,C2
memoryful source - - - C3,C4 - C1,C2
memoryful relays - - - - [C1,C2] | [C1,C2]

Table 1. Convergence conditions.

Specifically, conditions C1 through C4 in the table are defined as follows

Cl Y, cp as; >1+ |Ps|, where Ps denotes the set of all
nodes that can be encountered by node s;

C2 ajq > 2,VjePs—{d}.
C3=m<m”
(14 — Z‘\T_l

J=N—m a;>14+m
where s and d denote the source and destination nodes, respectively, m denotes the number of copies
generated by the source, m* is defined as follows
. 0 7 ) asi < N
m = N—1 =« f Z]Gps 7=
argmax,_{m+ > af > 1+ N} 0.w.

and a; denotes the i-th largest ag with jE P,

It is useful to focus on one specific case, in order to clarify how these conditions can be interpreted. Let us
consider the 2-hop 1-copy memoryless scheme, which converges iff conditions C1 and C2 are met. The
physical meaning of the conditions is quite intuitive. Recall that in the 2-hop 1-copy scheme the source
hands over the only copy of the message to the first encountered node, which then has to relay it directly
to the destination. Condition C1 guarantees that the first phase occurs with a finite expected time.
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Specifically, the source node encounters the first possible relay with a time that is distributed according to a

Pareto law with shape E a,; —|R| . Therefore, the first phase “converges” if the average value of this time
JEPF,

is finite, which leads to condition C1. Condition C2 guarantees that whatever relay is chosen by s, it

encounter the destination within a finite expected time (note that the time for such relay to meet the

destination is the residual of their intermeeting time, as the process of encounter between nodes is

asynchronous, and therefore node s meets the relay at a random point in time with respect to the meetings

between the relay and the destination).

Note that conditions C3 and C4 are needed only in case of multi-copy forwarding. The value m* is a
threshold on the number of copies, such that if the source generates up to m* copies, all of them are
handed over to m* distinct relays with finite expected delay, while if m exceeds m* the additional copies
cannot be handed over with finite expected delay. Condition C3 thus imposes that the source can actually
relay m distinct copies of the message, while condition C4 guarantees that the destination meets at least
one of the used relays with finite expected delay.

2.1.2 Social-aware protocols

2.1.2.1 Definition of social-aware forwarding protocols

Due to the variety of social-aware schemes available in the literature, here we only consider an abstract
social-aware protocol that measures how good a relay is for a given destination in terms of its fitness. The
fitness fitd,- is assumed to be a function of how often node i meets the destination d, thus fitd,- can be taken
as proportional to the rate of encounter between node i and the destination. 1/E[M,4].

Under this abstract and general social-aware strategy, upon encounter, a node i can hand over the message
to another node j only if its fitness is lower than the fitness of the peer, i.e., if fitdj > fitd,- holds (in the
following we drop superscript d). The fitness function considered here uses only information on contacts
between nodes, which have a direct dependence on the intermeeting time distribution. This lets us clearly
show what is the impact of the contact dynamics on the performance of opportunistic forwarding
protocols. How such simple fitness function can be extended to more complex forwarding strategies has
been discussed in [12]. In the following, we denote with R; the set of possible relays for node i, i.e., the set
of nodes whose fitness is greater than that of node i. Therefore, with social-aware forwarding, nodes can
hand over a message only to nodes with higher fitness. This means that the set of potential relays shrinks as
the message is handed over from hop to hop towards the final destination. This is pictorially represented in
Figure 2.

Figure 2. Schematic representation of social-aware forwarding.

2.1.2.2 Convergence conditions for social-aware protocols

Based on this definition of social-aware forwarding protocols, we have been able to analyse different
families of protocols, again distinguishing between single- and multi-hop protocols, and between single-
and multi-hop protocols. In all cases we consider memoryful protocols, as it does not make much sense to
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assume memoryless protocols when they have already to store information about contact patterns
between nodes.

The corresponding convergence conditions are provided in Table 2 (note that the definition of conditions is
slightly modified with respect to [11] for the sake of clarity, in order to match conditions for social-oblivious
protocols in Table 1).

1 hop 2 hops n-hop
1 copy [ m copies | 1 copy [ m copies | 1 copy | m copies
social-oblivious | a,q > 2 | - [ [C1C2] | [(c3,c41 | [C1,C2] | [CLC2] |
social-aware | a.q > 2 | - [ IC5C6] [ [C91 [ IC7,C8] [ [C7.C8] |

Table 2. Convergence conditions for both social-oblivious and social-aware schemes

We hereafter only sketch the intuitive meaning of one such condition, by focusing on the 1-copy 2-hop
scheme (and refer the reader to Appendix A for the details). This protocol converges if and only if
conditions [C5,C6] are met, which are defined as follows

(o} djer, @si > 1+ |Rs
C6 ajq >2,Vj e Ry — {d}.

where Rs denotes the set of nodes encountered by the source with higher fitness (than itself) towards the
destination. Conditions C5 and C6 maps exactly conditions C1 and C2 of the social-oblivious case.
Specifically, they state that the expected delay in the 2-hop 1-copy case if finite iff the source encounters
one of the possible relays (i.e., one node in Rs) in a finite amount of time (condition C5), and each of these
nodes encounters the destination in a finite amount of time (condition C6). Conditions C7,C8 and C9 can be
derived for the other protocols using a similar line of reasoning (see Appendix A).

As in the social- oblivious case, multi-hop schemes do not benefit from the use of multiple copies, and in
fact the 1-copy n-hop scheme and the m-copy n-hop scheme share the same convergence conditions.
Similarly, the difference between 2-hop schemes mirrors that between the corresponding social-oblivious
versions. Thus, the 1-copy 2-hop scheme is effective when ajq > 2 for all j € Rs, since it allows us to save
resources by sending a single copy. However, when conditions [C5,C6] do not hold, the only chance to
achieve convergence is to exploit multiple copies.

If we focus on single-copy schemes, it is interesting to note that, differently from the social-oblivious case in
which using additional hops did not provide any advantage, 1-copy social-aware schemes may benefit from
multiple hops. In fact, for the 1-copy 2-hop scheme we need to impose that all intermediate relays j meet
the destination with ajq > 2, (conditions C6) which is a quite strong condition. On the other hand, if we use
multiple hops (1-copy n-hop case), conditions C7 and C8 are required, which are milder than C5. Their
definition requires several steps, and therefore we don’t report them here for the sake of simplicity (see
Appendix A for the details). Basically, the only constraint for the 1-copy n-hop case is that there must be at
least one node z (the one with the highest fitness) meeting the destination with o,q > 2.

Finally, we compare the m-copy 2-hop case with the 1-copy n-hop case (which is equivalent to the m-copy
n-hop scheme). There is no clear winner here, as each scheme can provide convergence when the other
one cannot. For example, consider the case in which the source node is not able to send more than one
copy within a finite amount of time. In this case, the m-copy 2-hop scheme becomes effectively a 1-copy 2-
hop scheme, which fails to achieve convergence if some intermediate hop j does not have exponent ajd
greater than 2 (condition C6). Instead, exploiting multiple hops pays off in this case, as it allows us to rely
on more intermediate relays, which may not meet the destination within a finite expected time but can
bring the message “closer” to nodes that do meet d with ajq > 2. Vice versa, when the source node can
hand over multiple copies (m>1) within a finite delay, the cooperative delivery of the multiple copies can
overcome the presence of intermediate relays for which conditions C8-C9 do not hold. For example, when
there is not even one relay j with a4 > 2, then the m-copy 2-hop case is the only possible choice.
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2.1.3 Comparing social-oblivious and social-aware schemes

In the following we take the champions of each class and we investigate whether there is a clear winner
between social-oblivious and social-aware strategies when it comes to the convergence of their expected
delay.

Let us first consider the case as > 2. With this configuration the Direct Transmission scheme is the best
choice from the convergence standpoint. In fact, with social-oblivious schemes using more than one hop,
"bad” relays can be selected even starting from a source that is already able to reach the destination with a
finite expected residual intermeeting time. This does not happen with social-aware strategies. In fact,
assume that the source is the only node with asy = 2 + €, while all other nodes meet the destination with ajq
=1+ g, with € being a very small quantity. In the social-aware case, Rs contains only the destination, as all
other nodes are clearly worse than the source node as relay. This shows the adaptability of social-aware
schemes: the additional knowledge that they exploit makes them able to resort to simpler approaches (in
this case, Rs = {d} is equivalent to the Direct Transmission) when they realize that additional resources in
terms of number of copies or number of hops would not help the forwarding process. This implies that one
can safely use the m-copy 2-hop or the 1-copy n-hop social-aware protocols because in the worst case they
will do no harm (they will downgrade to simpler strategies, without exploiting wrong paths), while in the
best case they are able to improve the convergence of the forwarding process.

When o4 <2 and ayq >2 for all nodes j in the relay set (i.e., j € Rs - {d} for the social-aware case and j € Ps
- {d} for the social-oblivious case), the strategy of choice is the 1-copy 2-hop for both the social-oblivious
and social-aware category. However, the 1-copy 2-hop social-aware scheme is overall more advantageous
than its social-oblivious counterpart. More specifically, when the source node is the worst relay for the
destination (i.e., mini{a;q} = aq), the social-oblivious and the social-aware approaches are equivalent (given
that Ps = Rs). In all other cases, instead, Rs c Ps, thus, for the set of nodes in Ps — Rs, social-aware
forwarding does not impose any constraint, while social-oblivious forwarding needs to impose constraints,
thus resulting in stricter conditions for convergence.

Let us now focus on the remaining cases, namely i) when o £ 2 and not all intermediate relays have
exponent greater than 2, and ii) when ajq < 2 for all nodes j. In the first case, the social-aware m-copy 2-
hop, the social-aware 1-copy n-hop, and the social-oblivious m-copy 2-hop can achieve convergence. In the
second case, the only options for convergence are the social- aware m-copy 2-hop and the social-oblivious
m-copy 2- hop. We first highlight the differences between the n-hop approach and the 2-hop approach by
discussing when the social-aware 1-copy n-hop outperforms the other two strategies in terms of
convergence (which can only happen in case i), then we focus on the social-aware and social-oblivious m-
copy 2-hop strategies, thus covering both case i and ii.

Assume that there exists at least one node z that meets the destination with a,q > 2. The m-copy 2-hop
strategies send multiple copies to a set of relays, which in turn can only deliver the message to the
destination directly. This implies that intermediate relays must have collectively the capability of reaching
the destination, for all subsets with size m of possible relays. Here, only meetings with the destination are
relevant, and if all relays but z have very low exponent for encounters with the destination, convergence
may not be achieved. Differently from the 2-hop strategies, the social-aware n- hop scheme do not rely
exclusively on the capabilities of meeting with d, but it is able to generate a path towards the destination in
which intermediate nodes may not be good relays for d but good relays towards nodes with high fitness (in
the extreme case, only a,q > 2 can hold). Thus, in the n-hop case, as long as the message can leave
intermediate relays within a finite expected time, this could be enough for convergence. When all three
strategies achieve convergence, the one to be preferred can be chosen based on resource consumption
considerations. With the m-copy 2-hop strategies there can be up to 2m transmissions, while with the 1-
copy n-hop scheme there are n. Hence, when n < 2m, the single-copy scheme should be preferred.

Let us finally compare the social-oblivious and the social-aware m-copy 2-hop schemes. Since they seem to
cover similar mobility scenarios (as discussed in the previous section) and to be based on similar

© MOTO Consortium — 2014



D3.1 Design and evaluation of enabling techniques for mobile data traffic offloading
® I \9 (release a)

WP3 - Offloading foundations and enablers

mechanisms (the mini and maxi quantities, whose relation with m determines the convergence), it may be
difficult to intuitively evaluate which one performs better in terms of convergence. As shown in Appendix
A, it may happen that either the social-oblivious m-copy 2-hop scheme achieves convergence when the
social-aware m- copy 2-hop scheme does not, or vice versa, depending on the underlying mobility process.
An example of the first case is when there are a lot of nodes that meet the source with high ag; if those
relays have very low ajy, they will not be used by the social-aware scheme, and this may hinder
convergence of the second hop. It is easy to construct a corresponding example for the other case.

2.2 End-to-end delay in opportunistic networks in presence of duty cycling

A possible roadblock in using opportunistic networking for offloading is the fact that direct communications
may consume significant energy. To address this, nodes are typically operated in duty cycling mode, by
letting their WiFi (or Bluetooth) interfaces ON only for a fraction of time. The joint effect of duty cycling and
mobility is that, even if the network is dense, the resulting patterns in terms of communication
opportunities is similar to that of conventional opportunistic networks, as devices are able to directly
communicate with each other only when they come in one-hop radio range and both interfaces are ON.

The net effect of implementing a duty cycling scheme is thus the fact that some contacts between nodes
are missed because the nodes are in power saving mode. Hence, detected intercontact times, defined as
the time between two consecutive contact events during which a communication can take place for a pair
of nodes, are longer than intercontact times determined only by mobility, when a duty-cycling policy is in
place. This heavily affects the delay experienced by messages, since the main contribution to message delay
is in fact due to the intercontact times. In [9] (presented in D3.2 [2]) we have focused on exponentially
distributed intercontact times and we have studied how these are modified by duty cycling, obtaining that
intercontact times remain exponentially distributed but their rate is scaled by the inverse of the duty cycle.
Building upon this result, we have then investigated how the first moments of the end-to-end delay vary
with the duty cycle for a number of opportunistic forwarding schemes. In addition, we have found that
energy saving and end-to-end delay both scale linearly with the duty cycling. Therefore, for a single
message delivery, the same energy saved through duty cycling is spent because the network must stay alive
longer. Thus, the main advantage of duty cycling is enabling the network to carry more messages by being
alive longer (rather than improving the energy spent for each single delivery).

Our work in [9] assumed that the value of the duty cycle was given and studied its effects on important
performance metrics such as the delay, the network lifetime, and the number of messages successfully
delivered to their destination. More in general, the duty cycling can be seen as a parameter that can be
configured, typically, based on some target performance metrics. To this aim, in this part of the work we
develop a mathematical model that allows us to tune the duty cycle in order to meet a given target
performance, expressed as a probabilistic guarantee (denoted as p) on the delay experienced by messages.
Considering probabilistic, instead of hard, guarantees, allows us to cover a very broad range of application
scenarios also beyond best-effort cases — all but those requiring real-time streaming. Specifically, we study
the case of exponential, hyper-exponential and hypo-exponential delays (please recall that any distribution
falls into one of these three cases, at least approximately), deriving the optimal duty cycle for each of them.
For the simple case of exponential delays we are able to provide an exact solution. For the other two cases,
we derive an approximated solution and the conditions under which this approximation introduces a small
fixed error £ (which is always below 0.14) on the target probability p. Specifically, in the worst case, the
approximated duty cycle introduces an error on the target probability p of about 0.1 (hyper-exponential
case) and 0.14 (hypo-exponential case), while in the other cases the error is well below these thresholds.

2.2.1 Optimal duty cycling settings

In this section we discuss how to derive the optimal duty cycle A, such that the delay of a tagged message
remains, with a certain probability p, under a target fixed threshold z or, in mathematical notation, Agpe =
min{A : P {D, < z} 2 p}. Since the delay increases with A, the latter is equivalent to finding the solution to the
following equation:
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Aopt ={A:P{DA <Z}=p} (1)

In order to find the solution to this Equation, the distribution of the delay D, should be known. To this end,
we can exploit the results presented in [9] (see D3.2 [2]) as follows. From [9] we know that when inter-
contact times are exponential the detected inter-contact times are also exponential. Therefore, we can use
existing models to derive the moments of the end-to-end delay. For example, we can use the model
presented in [12] and reported in D3.1 [1]. Based on the first and second moments, we can use well-known
distribution approximation techniques for deriving D,. Specifically, if the resulting coefficient of variation is
1, we can approximate D, with an exponential distribution. When it is greater than 1 with a hyper-
exponential distribution, while when it is lower than 1 with a hypo-exponential distribution. Based on these
approximations, we can find approximate solutions for the optimal duty cycling by solving the Equation
above.

The case when D, can be approximated with an exponential distribution is very easy. In this case, D, is
distributed exponentially with a rate AA where A is the rate of the delay when no duty cycling is used.
Therefore, the optimal duty cycling can be easily obtained as

A=-log(1-p)/Az

For the hyper- and hypo-exponential cases, the solution is not as straightforward, because by substituting
the expression of P{D, <z} in Equation 1, the resulting expression cannot be inverted to find A. However, it
is possible to use approximate expressions, that prove to be within a very reasonable margin of error
(below 0.14 in all cases, see Appendix A).

Based on these analytical results, we can therefore set the tradeoff between energy saving and throughput
(i.e., end-to-end delay) as needed. Figure 3 illustrates this tradeoff when the end-to-end delay can be
approximated with an exponential distribution. Similar results can be obtained in the other cases.
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Figure 3. Example of delay/energy tradeoff.

Figure 3 shows, for various possible values of A, the delay that can be guaranteed (z) with a given
probability (p). Clearly (i) for a given A, the higher the delay, the higher the probability with which it can be
guaranteed and (ii) for a given probability p the delay that can be guaranteed with lower duty cycling is
higher than the delay that can be guaranteed with lower duty cycling (i.e., curves move “from right to left
when A increases). Even more importantly from a network configuration standpoint, if we want to
guarantee a certain delay z with a certain probability p, we can identify the corresponding point (z,p) in the
graph. Remember that A is the fraction of time during which nodes are active, and therefore we aim at the
minimum possible value of A compatible with the point (z,p). Therefore, the optimal duty cycle is the one
corresponding to curve with the minimum A that remains “on the left” of the point (z,p) in the graph.

Graphs like those in Figure 3 (that can be derived through our analytical results) thus provide simple tools
for network operators to set the maximum energy saving that can be achieved, given a constraint in terms
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of extra capacity that they need to obtain from the opportunistic network, or, complementary, the

maximum capacity that they can obtain if they have a constraint in terms of maximum energy consumption
that users can tolerate.
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3 Capacity analysis: Assessing capacity of LTE

To achieve high throughput performance, in addition to an advanced physical layer design LTE exploits a
combination of sophisticated radio resource management functionalities, such as Channel Quality Indicator
(cal) reporting, link rate adaptation through Adaptive Modulation and Coding (AMC), and Hybrid
Automatic Retransmission Request (HARQ) [1]. Specifically, a base station (eNB) can simultaneously serve
multiple users on orthogonal subcarriers that are grouped into frequency resource blocks (RBs). Then, each
user (UE) periodically measures channel state information that is fed back to the eNB in terms of CQl
reports. Typically, only aggregate CQl values are reported to reduce channel feedback information. CQl
measurements are used by eNBs for scheduling and link rate adaptation on the downlink [19]. For instance,
the modulation and coding scheme (MCS) is typically selected in order to maximise the data rate to the
scheduled UE subject to a constraint on the error probability. How CQl values should be computed by the
UE using channel state information (e.g., SINR measurements) is implementation dependent.
Unfortunately, past research has shown that it is difficult to derive accurate link performance predictors
under realistic channel assumptions. Automatic retransmission protocols with channel coding (HARQ) are
also exploited to mitigate errors at the physical layer. More precisely, HARQ procedures use the classical
stop-and-wait algorithm, in which the eNB decides to perform a retransmission based on the exchange of
ACK/NACK messages with the UE. Then, UEs try to decode the packet by combining the retransmitted
copies.

Since user, cell and radio link throughputs are among the most important performance indicators that the
operators adopt to asses the QoS in an LTE system [64], an extensive literature exists that investigates LTE
throughput performance based on analytical models [23][64][38], simulation tools [19] or field tests
[25][17]. However, it is evident that a complex interplay exists among the various mechanisms that operate
at the MAC layer to improve communication reliability and to increase data rates. This makes accurate LTE
throughput analysis notably difficult. Thus, most studies limit the analysis only to the radio link throughput
or consider single MAC functions in isolation [31]. Furthermore, simplified error models are typically
considered that only allow deriving upper bounds for the LTE throughput [64].

The contribution of this section is twofold. The first contribution is the development an initial model of the
user-perceived MAC-layer throughput on the downlink channel. Our model is valid for homogeneous cells
[55] and Rayleigh-distributed fading. Our model simultaneously caters for CQl feedback schemes that use
spectral efficiency to generate CQl, as well as AMC and HARQ protocols. Furthermore, we include in the
analysis an accurate link layer abstraction model that uses the Mean Mutual Information per coded Bit
(MMIB) metric to derive the physical error probability [13]. The throughput estimates of our model are
accurate, as validated using the ns-3 simulator extended with the LENA module for LTE [73]. As we will
discuss in Section 8 this model is a first step towards a complete mathematical characterization of the
capacity of a complete offloading solution, providing a detailed model of the cellular network performance.
In particular, we are currently working towards a modelling framework that combines the analysis
developed in this Deliverable with existing models for data disseminations in opportunistic networks. The
second contribution of this section is a proposal for increasing the LTE downlink capacity by enabling
automatic tuning of AMC parameters. Specifically, we have developed a new AMC scheme that exploits a
reinforcement learning (RL) algorithm to adjust at run-time the MCS selection rules based on the
knowledge of the effect of previous AMC decisions. The salient features of our proposed solution are: i) the
low-dimensional space that the learner has to explore, and ii) the use of direct link throughput
measurements to guide the decision process. Simulation results obtained using ns3 demonstrate the
robustness of our AMC scheme that is capable of discovering the best MCS even if the CQl feedback
provides a poor prediction of the channel performance. Therefore, this result provides a possible capacity
enhancing tool for the LTE part of an offloaded network, to be used in addition (and orthogonally to)
offloading solutions.
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3.1 LTE MAC-layer Throughput

3.1.1 LTE MAC Model

We now briefly describe relevant details of the LTE downlink, with special attention to frame structure, CQl
feedback mechanisms and HARQ protocols. We also introduce the system model and notation, and we
discuss the main assumptions that underlay our analysis.

In LTE, each DL frame is 10 ms long and it consists of ten transmission time intervals (TTls). Furthermore,
each TTI consists of two 0.5 ms slots. Each slot contains seven OFDM symbols. In the frequency domain, the
system bandwidth, W, is divided into several orthogonal subcarriers. Each subcarrier has a bandwidth of
15 kHz. A set of twelve consecutive subcarriers over the duration of one slot is called a physical Resource
Block (RB). Let g denote the total number of RBs available over the system bandwidth.

Since the RB bandwidth is only 180 kHz, it is reasonable to assume that the channel response is frequency-
flat across all the twelve subcarriers of the RB'. Then, let us denote with V;x the SNR of the i" RB of the

k™ UE. Clearly, the statistics of the SNR depend on the channel model and the multi-antenna diversity
mode of operation. As commonly adopted in other LTE models, e.g. [23], in this study we assume that the
fading from the eNB to the UEs is Rayleigh distributed. This implies that the SNR of each RB is an
exponential random variable (RV) [31]. Furthermore, we also assume an homogeneous cell model [55], i.e.
the SNR is independent for different users and RBs. This also means that the SNRs of all RBs are
uncorrelated in frequency and space, and y;, can be regarded as independent and identically distributed

(i.i.d.) RV.

Popular methods (e.g., EESM and MIESM) that are typically used in LTE to compute CQl values rely on the
concept of effective SNR. Basically, the UEs map the SNRs of multiple subcarriers/RBs into a single value by
applying complex non-linear transformations. Then, the effective SINR is used to estimate the BLER
experienced by a user and to determine the appropriate MCS, i.e. the MCS that allows the UE to decode
the transport block with an error rate probability not exceeding 10%. However, the statistics of the
effective SNR generated by EESM and MIESM techniques are not known in closed-form. Thus, they must be
approximated or computed numerically, which makes performance analysis difficult [56][23]. An
alternative approach proposed in [68] implement AMC capabilities is based on the spectral efficiency.

Specifically, let us denote the with 7),, the spectral efficiency of the i" RB of the k™ UE. Then, it holds that
(53]

Vi,
Nix = log, (1"'?]() (4.1)

where T'=-1In(5/$)/1.5 and S is BLER upper bound. Now a static mapping can be determined between
the spectral efficiency and the CQl index, as well as between the CQl index and the MCS value [68]. More
formally, let us denote with Cl.,k the CQl index for the i" RB of the k™ UE. Typically the value of CQl can

range between 1 and L. Then, C;, =j (j=1...,L)if §;=<mn,, <§,,, with §, =0 and §, =. In other

words the CQl value is a quantised version of the spectral efficiency’. Furthermore, in the 3GPP-LTE
standard the available MCS indexes are 32 but a 4-bit CQl allows selecting only 15 MCS. Thus, in practical
LTE systems only a subset of available MCS is typically used.}. Closely related to the MCS selection is also

the transport block (TB) size determination. More precisely, let n, the number of RBs allocated to the k™

UE during a frame. Then, the number B of bits that can be delivered in those RBs, which is called transport

! This assumption will not hold for highly dispersive channels with long delay spread.

’ Note that in the 3GPP-LTE standard, L=15 and the Si thresholds are specified in Table 7.2.3-1 of [68].
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block, is a function of the MCS index’. Furthermore, if B> Z (with Z = 6144 bits in 3GPP-LTE) the
transport block is segmented into a number C of code blocks (CBs) that are independently encoded. Note
that the CB size highly impacts the actual BLER performance for a given MCS [13]. Figure 4 exemplifies the
transport block segmentation.
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Figure 4: Transport block segmentation.

Regarding the HARQ protocol, LTE employs two types of HARQ schemes. In HARQ type-l, each encoded
data frame is retransmitted until the frame passes the CRC test or the maximum number of retransmissions
is reached. Erroneous frames are simply discarded. In contrast, in HARQ type-ll, each transmission contains
incremental redundancy (IR) about the data frame. Thus, consecutive transmissions can be combined at the
receiver to improve error correction. Although our model is valid for all HARQ types, in the following we
only consider HARQ type-Il that is the most widely used in LTE. Note that in LTE systems retransmissions
typically use the same MCS index as the initial transmission. It is also important to point out that the
transmission of HARQ feedbacks (i.e. ACK/NACK messages) is not instantaneous but each received packet
experiences a processing delay. According to the LTE standard, the processing delay at the receiver is about
3ms. Thus, assuming the same delay to process data transmissions and ACK/NACK messages, the HARQ
round trip time, say Taro / is 7 TTls, as shown in Figure 5. For this reason, an eNB must support up to 8

parallel HARQ processes for each UE to enable uninterrupted communications. In this way, an eNB can
continue to transmit new TBs while the UEs are decoding already received TBs.
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Figure 5: HARQ processes and timing in FDD-LTE DL.
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3.1.2 Throughput Analysis
In this section we develop the mathematical model of the MAC-layer throughput for the LTE downlink. First

of all, let us assume that n UEs are randomly distributed in the cell, and let dk be the distance of the k™

UE from the eNB. As discussed in Section 3.1.1 we develop our analysis in the case ¥, ~ Exp()tk), where

* See Table 7.1.7.2.1-1 of [68] for the static mapping between TB size, MCS and number of RBs allocated to the UE.
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the rate parameter )Lk of the exponential distribution depends on the UE position. Under this assumption

the statistics of the spectral efficiency for each RB can be expressed in a closed-form as given by the
following Theorem (unless otherwise stated, all proofs are reported in [16]).

Theorem 4.1: 1f y,, ~ Exp()tk) then the cumulative distribution function (CDF) of the spectral efficiency

Nix in equation~(4.1) is computed as:

JL;I(Z‘—I) § =0 2)

Fn(X;i’k)= I-e i
0 if x<0

LTE specifies different types of CQl reporting: wideband and subband. Specifically, the wideband CQl
represents the SNR observed by the UE over the whole channel bandwidth, while the subband CQl
represents the SNR observed by the UE over a collection of adjacent RBs. Note that a vector of CQl values
should be transmitted to the eNB when using the latter feedback scheme. Thus, the subband-level
feedback scheme ensures a finer reporting granularity but it also generates a higher overhead. In this study,
we focus on the wideband feedback scheme and we assume that the CQl reported by the k™ UE, say é’k is

the arithmetic mean of the CQI values computed over all RBs®. Then, we use the spectral efficiency to
generate the CQl values from the SNR measures of all RBs. The statistics of the wideband CQl are
mathematically derived below.

Claim 4.1: The probability mass function (PMF) of the CQl value for the i" RB assigned to the k™ UE is
given by

g.[7]= Fn(SjH;i,k)—E](Sj;i,k) (4.3)

Claim 4.2: The probability mass function (PMF) of the CQl value for the i" RB assigned to the k™ UE is
given by

q(j+D-1

AEEHLIE (4.4)

I=qj

where gl(.i)[j] is the g-fold convolution of g, , []]

As described in Section 3.1.1 a static mapping is typically established between the CQl value received at the
eNB and the MCS for the downlink transmissions. For simplicity of notation we indicate with m(j) the MCS

that the eNB uses when the wideband CQl reported by a UE is equal to j.

Before proceeding with the throughput analysis, we need to introduce the physical layer error model. In
this study we adopt the general approach initially proposed in [68] to accurately approximate the BLER
curves of OFDMA-based wireless systems, and later specialised for the LTE case in [43]. Specifically, we
assume that the mutual information per coded bit (MIB) of MCS m , as defined in [30], can be accurately
approximated by a combination of Bessel functions of the SNR ¥ as follows

H

1,(r)= e (vir) - (4.5)

h=1

where H, a;, and 1, parameters are empirically calibrated as a function of the MCS index. Subsequently,
the mean MIB (MMIB) value for each UE is computed by averaging the corresponding mutual information

* Note that an alternative solution would be to report the worst CQl value over all (or a subset of) RBs as in [64].
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of all RBs allocated to that UE. Specifically, let Q(k) be the set of RBs that are allocated to the k™ UE by

the scheduler. Then, the MMIB value over the vector of SNR values for each RB assigned to the k™ UE
when m is the adopted MCS is simply given by

A 1

L =—— Im()/ik) ) (4.6)
w(k)ieg(k)

where w(k) is the cardinality of the Q(k) . The non-linear nature of (4.5) makes an exact analysis difficult.

Thus, previous studies limit the computational complexity of deriving MMIB values in multi-user scenarios
by considering a quantised version of the [ (y) function (4.5) in order to discretise the MIB metric [43].

More precisely, let us defineaset V = {um[O],um[l],...,um[vm]}for each MCS m such that

u,v1=1,(0,.) . (4.7)

where (Qm,w1 —Qm’v) = 0y is the quantisation step size, and O, , is the minimum usable SNR for MCS m .

Now, let us denote with H. , the discrete MIB value for the i” RB scheduled to the k” UE when $m$ is

im.k

the adopted MCS. Similarly to the approach adopted for CQl mapping, we assume that Hl.,m’k =u,l[v]

(v=0,....,v,)if O, =<7,=0,.. - Inother words the discrete MIB value is associated to a range of SNRs.
It is straightforward to derive the statistics of the discretised MIB metric as follows.

Claim 4.3: The probability mass function (PMF) of the CQl value for the i" RB assigned to the k™ UE is
given by

Qm,wl

h.,.[v]= f (i, k)dx (4.8)
0

m.y

where f,, [v]=Pr{H,, = u,[v]}.

Similarly, we introduce a discrete MMIB metric, say H computed over the set of RBs allocated to the

mk?

k™ UE whenm is the adopted MCS. In particular, fAIm’k can be obtained as the mean of the H,,  values

im

over the set Q(k) . Thus, the statistics of the discretised MMIB value are derived using the same technique
of Claim 4.2.

Claim 4.4: In an homogeneous cell the PMF of fAIm’k is given by

h, 1= > RS (4.9)

IED,

where A7*[1] is the w(k)-fold convolution of 4.

i,m.k i,m.k

[/]. The definition of the @ set is quite involved and
is given in [16].
Once the MMIB value is given, a direct MMIB to BLER mapping can be used to obtain the code block error

rate, without necessarily defining an effective SINR. Following the approach proposed in [68], the empirical
BLER curve for MCS m can be approximated with a Gaussian cumulative model as follows

c

e

CBLER, (y.e)= %[1 - erf(y ~b. )] , (4.10)
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where y is the MMIB value, while b, and ¢, are parameters used to fit the Gaussian distribution to the

empirical BLER curve’. These parameters depend on the Effective Code Rate (ECR), i.e. the ratio between
the number of downlink information bits (including CRC bits) and the number of coded bits. Intuitively, the

ECR value is a result of the selected TB size, MCS, and Q(k) Then, the overall error probability for a

transport block transmitted as a combination of C code blocks, each one associated with a MMIB and ECR
value, can be computed as
1 C
TBLER, (y,e)=1-— 1-CBLER, (y..e;)) - (4.112)
(re)=1-3] ] (¢.)

i=1

However equation (4.11) does not take into account the impact of an IR-HARQ mechanism that combines
retransmissions to improve error correction. To generalise equation (4.11) for a system with incremental
redundancy we adopt the same approach as in [71]. In particular, we introduce an equivalent MMIB metric
as the average of the mutual information values per HARQ block received on the total number of
retransmissions. More precisely, let us assume that the original transport block has been retransmitted r

times. Then, let (IA(O) i“)

mk> mk>*

,IA,("’,)() be the vector of MMIB values for each of these transmissions. The
equivalent MMIB for the r™ retransmission can be computed as follows
r
7 1 I(i)

m,k (412)
r+le

mk,yr

Then, the PMF of the equivalent MMIB value for the ™ retransmission is h;;i[v] = Pr{IAm,k’r = Mm[V]} . This

PMF can be obtained using the same technique as in Claim 4.4 and it is not reported here for the sake of
brevity. Similarly, we compute the effective ECR after r retransmissions, say e , by dividing the number
of information bit of the original transmission with the sum of the number of coded bits of each
retransmission. Finally, by applying the law of total probability the average TB error probability at the r"

retransmission for the k™ UE when m is the adopted MCS can be computed as

P.(m.k.r)= S TBLER, (1, [v].e")- K [v)dy . (4.13)
v=0

To conclude the MAC-layer throughput analysis we have to model the operations of the packet scheduler at
the eNB, which is responsible for allocating RBs to UEs every TTI. In this study we consider the Round Robin
(RR) scheduler that works by dividing the available resources among the UEs in a fair manner. In particular
the scheduler allocates a set of consecutive resource blocks, called resource block groups (RBGs), whose
size P depends on the system bandwidth [69]. Consequently the number of RB assighed to each UE is
simply given by

n, = max{P,lEH ) (4.14)
n

The scheduler also interacts closely with the HARQ protocol. Typically, a non-adaptive HARQ mechanism is
implemented in LTE systems, which implies that the scheduler should maintain the same RBG and MCS
configuration of the original TB when scheduling the retransmissions.

> Empirical BLER curves can be obtained through field measurements or detailed link-level simulations.
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Figure 6: RR operations with q=12, P=2 and n=8.

As discussed in Section 3.1.1, the scheduler can control up to 8 HARQ processes for generating new packets
and managing the retransmissions. However, the actual number of HARQ processes that are activated by
the scheduler is bounded by the number of times the same UE is scheduled during the HARQ period Taro -
In turn, this depends on the total number of available resources during a time window of duration Taro»

the RGB size and the number of UEs. To illustrate this dependency in Figure 6 we exemplify the scheduling
decisions that are cyclically performed by the RR scheduler during an HARQ period with q=12, P=2 and n=8.
As shown in the figure, each UE is scheduled six times. In general, the average number of times each UE is

scheduled in (1+TARQ)TT|S is simply given by

_ q(l”ARQ) (4.15)
nP ' ‘

nRR

However, not all the transmission opportunities allocated by the eNB to an UE result into a successful
transmission. In particular let us denote with Ps(m,k,r) the probability that the k™ UE correctly decodes

a TB after r retransmissions whenm is the adopted MCS. It holds that

r-1

HR,(m,k,i)]x[l—lDe(m,k,r)] . (4.16)

i=0

Ps(m,k,r)=

The above equation is easily derived by observing that the " retransmission is a success only if the
previous (r —1) transmissions were TBs received erroneous and the " transmission is correctly decoded.

To perform the throughput analysis we observe the system behaviour only during the HARQ period
because the HARQ processes that define the occupancy pattern of the channel (i.e., new transmissions and
retransmissions) regenerates after each such period. Then, it follows that the MAC-layer throughput for the

k™ UEis

nsucc 'E TB
O = k—[] , (4.17)
L1+7T 400

succ

where n, " is the average number of HARQ processes for the k™ UE which terminate with a success in the

HARQ period, while SE[TB]S is the average number of information bits that are delivered with a successful

succ

transmission. To compute 7, we can note that in an HARQ period there are at most n,, active HARQ
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processes. Since RR equally distributes transmission opportunities to each UE, then all UEs have the same
number of active HARQ processes. Note that only a fraction Ps(k) of the n,, HARQ process that are on

average active in each HARQ period terminates with a successful transmissions. Hereafter we derive exact
expressions for the unknowns in (4.17)

Theorem 4.2: By assuming an homogenous cell with Rayleigh-distributed fading, and a RR scheduling policy

L
E[TB]=ETBS(m(j),nk)gk[j] , (4.18a)
j=0
L |n
suce __ N [Ps (m’k’r)]z .
n, —nRRj:EO r=om &ljl - (4.18b)

3.1.3 Validation

In this section we show a preliminary validation or our modelling approach using the ns-3 simulator with
the LENA module for LTE. The main simulation parameters are reported in Table 3. Specifically, we consider
an Urban Macro scenario, in which path loss and shadowing are modelled according to the COST231-Hata
model [22], which is widely accepted in the 3GPP community. The fading is Rayleigh distributed. To limit
the computation complexity of the simulator pre-calculated fading traces are included in the LTE model.
Given the downlink system bandwidth (see Table 3) a RBG comprises two RBs [69], i.e., P=2. Regarding the
network topology, we considered a single cell with a varying number of static UEs, chosen in the range
[10,50]. One tagged UE is positioned at a fixed distance from the eNB, while the other UEs are randomly
deployed within the cell. The cell radius is 2 Km. Note that, in our settings a maximum number of 96 (i.e.,
8q/P) unique UEs can be scheduled within an HARQ period. Indeed, if n>96 the RR period is longer than the
HARQ period. All results presented in the following graphs are averaged over multiple simulation runs with
different fading traces and topology layouts. Confidence intervals are generally very tight and are not
shown in the figures when below 2%. Each simulation run lasts 300 seconds.

Table 3: Simulation parameters

Parameter Value

Carrier frequency (GHz) 2.14

DB bandwidth (MHz) 5

q 25

eNB TX Power (dBm) 43

CQl Processing time (TTI) 2

CQl transmission delai (TTI) 4

Antenna scheme SISO

PDCCH & PCFICH (control ch.) 3 OFDM symbols
PDSCH (data ch.) 11 OFDM symbols
n [10,50]

The accuracy of our modelling approach is validated considering the throughput of the tagged UEs.
Specifically, Figure 7 shows the MAC throughput obtained by the tagged UE by varying its distance from the
eNB and the number of competing UEs. The shown results have been obtained by setting the maximum
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number of transmission equal to one. In other words, transport blocks that are not correctly received are
discarded without being retransmitted. The plots clearly indicate that our analysis is very accurate in all the
considered settings. At the time of the writing of this deliverable an extensive validation is in progress.
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Figure 7: Comparison of simulation and analytical results versus the distance of the tagged UE.

3.2 Robust AMCin LTE using Reinforcement Learning

Adaptive Modulation and Coding (AMC) in LTE networks is commonly employed to improve system
throughput by ensuring more reliable transmissions. Traditional AMC schemes rely on CQl feedbacks that
are periodically reported by UEs to their eNBs. AMC schemes typically exploit static mappings between
these link quality metrics and the BLER performance of each MCS to select the best MCS (in terms of link
throughput). In other words, for each MCS a range of LQM values is associated via a look-up table, over
which that MCS maximises link throughput. Either link-level simulations or mathematical models can be
used to generate such static BLER curves under a specific channel model. Unfortunately, past research has
shown that it is difficult to derive accurate link performance predictors under realistic channel assumptions
[26][10][13][44]. Furthermore, a simulation- based approach to derive the mapping between LQM values
and BLER performance is not scalable since it is not feasible to exhaustively analyse all possible channel
types or several possible sets of parameters [36]. The second main problem with table-based AMC
solutions is that a delay of several transmission time intervals (TTls) may exist between the time when a CQl
report is generated and the time when that CQl feedback is used for channel adaptation. This is due to
process- ing times but also to the need of increasing reporting frequency to reduce signalling overheads.
This mismatch between the current channel state and its CQl representation, known as CQl ageing, can
negatively affect the efficiency of AMC decisions [35][5].

To deal with the above issue we have propose a new flexible AMC framework, called RL-AMC, that
autonomously and at run-time decides upon the best MCS (in terms of maximum link-layer throughput)
based on the knowledge of the outcomes of previous AMC decisions. To this end we exploit reinforcement
learning techniques to allow each eNB to update its MCS selection rules taking into account past
observations of achieved link-layer throughputs. In this section we outline the general design principles of
the proposed solution and we show the main results of the performance evaluation performed in ns3
(complete details are available in Appendix A, which is a reprint of [14]). Overall, our RL-based scheme not
only improve the LTE system throughput compared to other schemes that use static mappings between
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SINR and MCS, but it is also capable of discovering the best MCS even if the CQl feedback provides a poor
prediction of the channel performance.

3.2.1 Protocol design

In order to apply the Q-learning approach to the MCS selection problem it is necessary to define: i) the
state space of the problem, ii) the feedbacks that the decision agent receives from the LTE network, and iii)
the admissible actions for the agent with the action selection strategy. In our RL-based AMC framework,
the problem state consists of CQl feedbacks and their evolution trends. The reward is the instantaneous
link throughput obtained by a user after each transmission. Finally, an action is the selection of a correction
factor to be applied to each CQl feedback to identify the best MCS under the current channel conditions.

Intuitively, a straightforward approach to define the state of the MCS selection problem would be to use
the SINR values of received segments of data as state variables, as in [17]. However, the SINR is a
continuous variable and it should be discretised to be compatible with a discrete MDP formulation. The
main drawback is that a fine discretisation leads to a large-dimensional state space, which increases
convergence and exploration times. To avoid this problem, we directly use CQl-based metrics for the state
representation. Specifically, we adopt a two-dimensional space to characterise the LTE communication

channel. The first state variable represents the CQl value (called CQI™ ) that the UE should select using the
internal look-up table that associates BLER and MCS and received SINR. The second state variable
represents the ACQI™ value, which is defined as the difference between the last two consecutive

CQI"™ estimates. In other words, ACQI" provides a rough indication of the trend in channel quality

m

evolution. For instance, ACQI™ < 0 implies that the channel quality is temporarily degrading.

Since the objective of the MCS selection procedure should be to maximise the link throughput it is a natural
choice to define the reward function as the instantaneous link-layer throughput achieved when taking
action a in a given state. Thus, a key aspect in the design of the Q-learning algorithm is represented by the
set A of admissible actions. In our learning model we assume that an action consists of applying a
correction factor to the CQl value that is initially estimated by means of the internal look-up table. As
discussed above, the mapping relationship between SINR values and MCS may be inaccurate and the
correction factor allows the agent to identify the best modulation and coding scheme (in the sense of
maximising the link throughput) for the given channel conditions. For instance, it may happen that the
SINR-to-MCS mapping is too conservative for the current channel conditions and an MCS with a higher data
rate can be used without violating the target BLER requirement. In this case the correction factor should be
positive. Furthermore, a correction factor is also needed to compensate eventual errors due to CQl
feedback delay. More formally, we assume that an action taken by the AMC decision agent at time t is one

possible choice of an integer number in the set (—k,...,—2,—1,0,1,2,...,k), that we denote as q, in the

following. This index is added to the original CQI"™ value to compute the CQl to be sent to the eNB. We

argue that ACQI"™ <0 we should prefer conservative MCS selections (and thus use values of at lower than

m

0) because the channel trend is negative, while if ACQI™ =0 we can try to use MCSs offering higher data

rates (and thus positive values for at). Thus, the set of admissible actions is different whether the channel-
quality trend is negative or non-negative. Before proceeding it is useful to point out that the choice of the
k value determines how aggressively we want to explore the problem state space. In general, the selection
of the k value could take into account the CQI difference statistics, i.e., to what extent a current CQl may
be different from the reported CQJ after a feedback delay [44]. Finally, a very important learning procedure
is the action selection rule, i.e., the policy used to decide which specific action to select in the set of
admissible actions. There is a clear trade-off between exploitation (i.e., to select the action with the highest
Q-value for the current channel state) and exploration (i.e., to select an action randomly). In our solution
we adopt a softmax action-selection rule [62] that assigns a probability to each action by applying a
Boltzmann-like function to the current Q-value for that action (see Appendix A for more details).
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3.2.2 Performance evaluation

The simulation setup is the same as the one already described in Section 3.1.3. Regarding the simulation
scenarios, we consider two cases. In the first one, ten UEs are randomly deployed in the cell and they are
static. Then an additional tagged user is moving with pedestrian speed from the centre of the cell to its
boundaries. However, independently of the UE position the CQl feedback is constant. Then, Figure 8 shows
a comparison of the throughput achieved by the tagged user with and without reinforcement learning. This
is obviously a limiting case which is analysed to assess the robustness of our RL-AMC scheme even when
CQl provides a very poor prediction of channel performance. As expected with fixed MCS the user
throughput is constant when the MCS is over provisioned, while it rapidly goes to zero after a critical
distance. On the contrary, our RL-AMC is able to discover the correction factor that should be applied to
the initial CQl to force the selection of a more efficient MCS. In addition, the throughput performance of
RL-AMC is almost independent of the initial CQl value. Note that in this case RL-AMC must explore the full
range of CQl values and we set the k parameter for action selection equal to 15.
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Figure 8: Average throughput as a function of the distance of the tagged user from the eNB in a pedestrian scenario.

In the second scenario, each UE implements the SINR to CQl mapping described in [69][68], called SE-AMC
because it uses spectral efficiency to estimate the transport block error rates. Then, Figure 9 shows a
comparison of the throughput achieved by the tagged user with both SE-AMC and RL-AMC schemes at
different distances of the tagged UE from the eNB. We can observe that the MCS selection in SE-AMC is too
conservative and this results in a throughput loss. On the contrary, RL-AMC method is able to discover the
MCS configuration that can ensure a more efficient use of the available channel resources. This is more
evident at intermediate distances from the eNB when short-term fading may lead to use more frequently
low-rate MCSs. As shown in the figure, the throughput improvement varies between 20% and 55% in the
range of distances between 200 meters and 800 meters.
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Figure 9: Average throughput as a function of the distance of the tagged user from the eNB in a pedestrian scenario

Finally, we also consider a more dynamic environment in which there is an increasing number of UEs in the
cell, and all the UEs are moving according to a random waypoint mobility (RWM) model with speed 30
km/h and pause time equal to 5 seconds. Figure 10 shows a comparison of the aggregate cell throughput
with both SE-AMC and RL-AMC schemes as a function of the network congestion (i.e., number of UEs). The
results clearly indicate that the throughput improvement provided by RL- AMC is almost independent of
the number of UEs and it is about 10%. We can also observe that the cell capacity initially increases when
going from 10 to 20 UEs. This is due to two main reasons. First, RR is able to allocate RBs in a more efficient
way when the number of UEs is higher. Second, the higher the number of UEs and the higher the
probability that one of the UEs is close to the eNB and it can use high data-rate MCSs.
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Figure 10: Average cell throughput as a function of the number of UEs in an urban vehicular scenario.
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4 Capacity analysis: Assessing capacity of an integrated offloaded network

In this section we present the status of our work on the capacity gains that can be obtained in an integrated
offloaded network. Also in this case, we build upon and extend the initial results presented in D3.1 [1], in
particular those related to the Push&Track and Droid offloading systems, presented in Section 3 of D3.1.

As it was the case of solutions presented in D3.1, in WP3 we are investigating in parallel several
mechanisms and configurations for offloading. The rationale, as also described in the DoW of the project, is
to design and quickly test such solutions in dedicated settings, in order to initially compare them,
understand their feasibility and indicative performance. This part of the work in this WP is, therefore,
preliminary to the more complex work of integration and comprehensive evaluation that is being carried
out in WP5, and that will be fully developed during the third year of the project. Through these
investigations we are able to already understand the most useful offloading mechanisms and solutions, that
are then integrated in selected reference use cases, demonstrated and validated in WP5.

In Section 4.1 we start from the basic Droid system presented in D3.1 (and published in [50]), and extend its
basic operations by considering the opportunity of using also a WiFi Access Point infrastructure in a city
environment. This is one of the first studies — to the best of our knowledge — that takes into consideration
all the three main content delivery enabling technologies that are nowadays considered for offloading, i.e.
cellular networks, WiFi networks and opportunistic networks. We compare “vanilla” Droid (which uses only
cellular+opportunistic) with content delivery solutions based only on WiFi APs, and on WiFi APs and
opportunistic dissemination. Note that we consider a real WiFi AP development, i.e. the one currently
available and open to the general users (managed by the municipality) in the city of Bologna. This analysis
shows that (i) augmenting WiFi-based delivery with opportunistic networks is very important, as
opportunistic delivery allows us to complement the limited pervasiveness of the WiFi AP deployment.
However, comparing WiFi+opportunistic with Droid, we show that in case of stringent delivery deadlines,
Droid possibility to exploit a more pervasive cellular network (as opposed to the WiFi network) to
disseminate the content becomes a winning factor. Moreover, we also test the case of a fully combined
solution based on Droid, and also exploiting WiFi APs, and therefore characterise the additional gain, in
terms of offloading, of using it. Finally, we investigate the energy-capacity trade-off in this case.
Complementary to the approach presented in Section 2.2, in this case we assume that the constraint in
terms of maximum energy consumption is represented by a maximum number of copies of the message
that each node can disseminate in the opportunistic network (i.e., a form of limited epidemic diffusion).
Again, we show that, for a given such constraint, using an offloading solution integrating cellular and
opportunistic network is winning, with respect to one that uses WiFi APs and opportunistic dissemination.

In Section 4.1 we focus on a typical publish/subscribe scenario, i.e. one where content becomes available at
some point in time, and is automatically (and implicitly) requested by all interested nodes at that time. In
Section 4.2, instead, we complement these results by considering the case where content is not requested
by all mobile nodes in a synchronised way. Specifically, we again consider a vehicular scenario, and assume
that content of interest is geo-localised, and becomes interested for users once they enter a specific
geographical area. Therefore, requests for content are generated asynchronously from each other, and
schemes such as Droid should be modified. We therefore define simple algorithms to support this case,
compatible with the overall MOTO architecture described in D2.2.1 [3]. Then, we assess the feasibility of
offloading, by showing how much capacity operators can gain if opportunistic dissemination is used also in
this case. We show that, clearly, this depends on the features of the mobility patterns, on the amount of
time during which users keep the content locally (after having received it), and by how many users are
interested in it. Overall, the additional capacity that can be gained ranges between 20% and 90%. These
results are presented in more detail in [15], also included as Appendix A.

We refer the reader to Section 8 of this document for a discussion on how we are completing these
activities, according to the overall logical structure of the WP activities described in Section 1.
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4.1 Offloading with both opportunistic and Wi-Fi networks

In this section, we evaluate through simulation the performance of several offloading strategies. We
compare opportunistic and AP-based offloading strategies under tight delays. We consider a location-based
service in a vehicular context. Content with traffic information or some infotainment announcement must
be distributed to a multitude of users within a given maximum reception delay (in order to guarantee a
minimal QoS on a per-content basis). We assume that nodes are equipped with several wireless interfaces,
so that they are able to communicate through multiple interfaces simultaneously. Possible combinations
involve 3G and 4G to communicate with the cellular infrastructure, Bluetooth or Wi-Fi ad hoc to
communicate with neighboring devices, and Wi-Fi in infrastructure mode to communicate with fixed APs.

Offloading

i. | Controller
)

Cellular BS

__________ o~
= = = backhaul link ack
e Cellular injection — OppOTtUNistic transfer
Ap transfer

Figure 11: Offloading model: The dissemination process is kick started through cellular and/or AP transfers. Content
is diffused among vehicles through subsequent opportunistic contacts. Upon reception, users acknowledge the
offloading agent using the feedback cellular channel. The coordinator may decide at any time to re-inject copies

through the cellular channel to boost the propagation. 100% delivery ratio is reached through fallback re-injections.

4.1.1 Mobility trace and AP position

We employ a large-scale vehicular mobility trace representing the city of Bologna (Italy). The Bologna
dataset consists of 10,333 nodes, covering a total of 20.6 km”2 and 191 km of roads. The simulated traffic
in the dataset mimics the everyday road activity in the two metropolitan areas. From the mobility trace, we
derive a contact trace that features contacts between nodes when the distance between them is below a
given threshold (we consider a range of 100 meters, in line with IEEE 802.11p specifications). The resulting
trace has a duration of about one hour; on average, 3500 nodes are present at the same time (because
some nodes leave while others join during the observation period). The advantage of using this large-scale
trace is that, differently from other available datasets, we have a clear high turnover rate, due to vehicles
entering and exiting the interest area, and no apparent social links between nodes. The distribution of
contact durations is exponential. Most contacts are very short, confirming the highly dynamic nature of the
trace. In addition, only few contacts last for more than a few minutes.

We extracted the location of an existing Wi-Fi Hotspot public deployment from
http://www.comune.bologna.it/wireless. Figure 12 shows the position of 93 APs along with a map of the
town center. We merged the location of APs with the vehicular mobility trace to extract a completely new
dataset that includes vehicles mobility and AP positions. From this trace, we derived the connectivity traces
between vehicles and fixed APs. The outcome is a completely new time-variant graph with unidirectional
links connecting vehicles with the APs and the other vehicles.
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Figure 12: Bologna map with fixed AP positions.

To characterize this new dataset, we study the pairwise interactions among mobile nodes (vehicles) and
fixed APs only. Figure 13 presents the distributions of contact and inter-contact times between vehicles and

APs. Contact and inter-contact times follow a lognormal distribution.
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Figure 13: CCDF of contact and inter-contact times with fixed Aps.

Two anomalies make the study of the dataset interesting. First, a relevant number (around 20%) of inter-
contact times are zero s, meaning that when a vehicle exits from the coverage area of an AP, it is already
under the range of another. We may explain this aspect by noting that in the city center several APs are
very close together. Nevertheless, the sole contact distribution does not tell us the whole story, as very
few APs are located in southern and western town districts, and many vehicles passing there enter and exit

the system without falling into the coverage zone of any APs.

Moreover, we note that many AP meetings occur in bursts. We infer a strong correlation between the
geographic position and the expected duration of contact and inter-contact times with APs. In addition, we
remark that around 80% of the contacts with APs last for more than 10 seconds. While this may be an
acceptable duration for data transfers, short-lived contacts lasting less than that value could suffer from the

duration of authentication and address granting procedures with an AP.
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Figure 14: Time evolution of the total number of contact between vehicles and APs for different message lifetime.
Note that, in average, 3500 users are active at the same time.

Finally, Figure 14 depicts the evolution of the number of vehicles in contact with at least an AP during a
given time window (equivalent to the delay-tolerance of content reception in this case). The figure
indicates the amount of vehicles that enter in the transmission range of least one AP during the considered
distribution period. Augmenting the delay tolerance, the chances that a vehicle enters in the range of at
least one AP increase. Still, the number of vehicles benefiting from this transfer opportunity is limited, if
measured against their total number in the system, lying always between 5 and 25% of present users.

4.1.2 Simulation setup and scenario

In our implementation, we consider a simple contact-based ad hoc MAC model, where a node may transmit
only to a single neighbor at a time. Transmission times are deterministic since we do not take into account
complex phenomena that occur in the wireless channel such as fading. Communications consist of two
different classes of messages (content and control). All transfers, including ack messages, may fail due to
nodes moving out of each other's transmission range or exiting the simulation area. In addition, it is
possible for the same message to be concurrently received through the two interfaces. In that case, we
consider the one processed first. The ad hoc routing protocol employed by nodes to disseminate the
content is the epidemic forwarding.

Parameters in simulation are set to mimic the functioning of communication technologies currently
available to consumers. In each simulation run, the downlink bit-rate for the infrastructure network is set to
100 KB/s, while uplink is fixed at 10 KB/s. These values are in line with the average bit-rate experienced by
users of a typical 3.5G network. The bit-rate for the ad hoc link is set to 1 MB/s, also in line with the
advertised bit-rate of the IEEE 802.11p standard. The size of each content update is set at 100 KB. The size
of the acknowledgement messages is 256 bytes, as it carries very little information (content and node
identifiers).

4.1.3 Opportunistic or AP-based offloading?
How opportunistic offloading behaves when compared to most traditional AP-based offloading strategies?

To answer this question, we run network level simulations to benchmark the opportunistic offloading
algorithm DROID [50], which is at the base of MOTO, against other more conventional strategies based on
direct offload from Wi-Fi hot spots. AP-based offloading takes advantage of the presence of fixed
infrastructure that can serve to offload the cellular network. Nevertheless relying only on fixed deployment
typically lacks of the flexibility of the pervasive cellular networks, since transmission range and spatial
density are limited for physical reasons.

We exploit the Bologna dataset, considering also the AP deployment, with simulation parameters
previously described in Section 4.1.2.
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Figure 15: Bologna trace - offloading efficiency comparison between DROID, DROID + AP, AP-based, and AP +
opportunistic distribution strategies. 95% confidence interval plotted.

In Figure 15 we may appreciate the efficiency of three alternative approaches to data offloading making use
of fixed APs, simulated on the Bologna dataset and compared with the DROID strategy as benchmark. We
note that the AP only strategy gives extremely poor results. Even with larger tolerance to delays, this
strategy is never capable of saving more than 20% of traffic. Thus, this strategy turns out to be unable to
relieve substantially a large fraction of the cellular load. As already hinted during the dataset analysis
phase, the main problem in this case is that APs are not ubiquitously available in each town district.
Vehicles traveling in areas without Wi-Fi coverage cannot download data from nearby APs, and will likely
reach the panic zone without the content. An increase in delay-tolerance of the content only partially
mitigates the issue. The analysis, carried out employing the real-world deployment in the city of Bologna,
suggests that in order to offload a substantial part of traffic through fixed hot spots their deployment
should be carefully planned, without black holes in spatial coverage.

As a second option, we consider that our nodes be able to communicate with both APs and other vehicles
through direct ad hoc links, without considering any cellular re-injection (the AP + Opportunistic strategy).
This proves to be very beneficial for the overall offloading performance, increasing efficiency up to 50%
with respect to AP only. The possibility to exchange data directly among users, together with mobility,
allows spreading the infection in many areas not covered by fixed APs through store-carry-forward routing.
Gains, as expected, rapidly improve as the reception delay increases. Fixed APs, in this case, act as fixed
(and free) infection source. Still, the benefits of re-injections through the cellular link emerge for shorter
reception delays (up to 120s). For shorter deadlines, DROID results always preferable than AP-based
strategies. Once again, re-injections prove essential in the case of lagging infection evolution, and this is
particularly true when opportunistic contacts among vehicles are scarce. For short distribution intervals,
infected nodes hardly can carry the content far from AP location before its expiration. For longer delay
tolerance instead, the continuous use of the APs to infect neighbor nodes gives the AP + opportunistic
strategy an edge.

In order to take advantage of the fixed hot-spot infrastructure along with the feedback-based re-injection
through derivative strategy, we evaluate DROID + APs. In this case, the APs pre-fetch the content at t,.
Cellular re-injections intervene only when the diffusion lags, so to overcome the difficulties encountered by
users located away from APs range. This strategy emerges to be always the best, guaranteeing more than
65% of offloaded content. APs guarantee a steady infection rate to vehicles passing in their transmission
range, letting the cellular infrastructure to target users in more isolated areas.

Further analyses of the traffic flowing on each interface reveal interesting and unexpected information. It
turns out that in joint opportunistic/AP-based offloading strategies (AP + opportunistic and DROID + APs),
the fixed APs tend to kick-start the dissemination, which is then carried over with subsequent direct
communications between mobile nodes. The aggregate amount of data flowing through APs in these cases
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is roughly 10 times less than when hot spots are the only offloading options. Remarkably, this small fraction
of data transferred through APs results very important to bootstrap the dissemination, offering an
advantage compared to the non-AP based solutions.

4.1.4 Energy savings and fairness

A critical challenge to make mobile data offloading potentially attractive to end-users is to attenuate the
impact of opportunistic communications on the battery of devices, concurring thus to increase their
lifetime. For this reason, we analyze the impact that simple energy-saving methods have on offloading
performance.

In our analysis, we compare DROID [50] with the AP + opportunistic strategy, fixing the maximum number
of possible opportunistic transmission that a node can do for each message. To put energy saving strategies
in practice, we offer to users only a fixed amount of tokens for each content to be distributed. The local
token count is decreased each time the content is forwarded by a node. When the token count is equal to
zero, the node stops forwarding, and waits for the next content to appear.
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Figure 16: Offloading efficiency as a function of the number of transmission tokens for DROID and AP +
Opportunistic. Confidence intervals omitted for clarity.

Simulation results, presented in Figure 16, show that a limited number of tokens affects offloading
performance, wasting possible contacts and lowering the aggregate capacity.

Energy saving strategies have a more pronounced effect on the AP + opportunistic schema, which sees its
performance highly lowered. The performance gap stretches as the delay-tolerance increases because
nodes are more likely to run out of tokens. From the figure, we may appreciate that restricting the number
of tokens to 20 does not bring a substantial performance hit for DROID, while its influence is more
pronounced in AP + opportunistic.

The energy saving scheme should trade off offloading efficiency for battery life, while ensuring at the same
time to split the overall energy cost equally between all the nodes involved in the dissemination. However,
in opportunistic networks, contacts are typically imbalanced between nodes, and it is common to find
nodes that during the message lifetime sustain an important number of data forwarding.
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Figure 17: Jain’s fairness index for different combinations of number of tokens and delay tolerance.

To evaluate fairness, we use the Jain's index to compare the fairness in the number of opportunistic
transmission for the two schemes under evaluation, with different token values and content reception
delay. Figure 17 shows that DROID always presents better fairness indexes than AP-based strategy. The
analysis of nodes forwarding reveals that in the AP + opportunistic strategy the number of users
participating in content forwarding is sensibly lower than in DROID. This depends on a mix of two factors:
the efficiency is lower in general, so a greater number of nodes do not physically store the content to
forward. The effect relies also on the fact that AP-based strategies tend to concentrate data forwarders
among those nodes that receive the content first. This is the reason why in the 180 s scenario with infinite
tokens, DROID shows better fairness but lower efficiency.

The use of fixed Wi-Fi APs as the only data offloading strategy proves ineffective in the case of medium
density AP deployment. Coupling it with opportunistic distribution could improves instead data offloading,
namely to kick start the distribution process and to deliver free copies of the content to users located inside
their coverage range. Nevertheless, if we consider tight delivery times, the use of the pervasive cellular
infrastructure is still required to target isolated node. Offloading strategies relying on random re-injections
result intrinsically more fair. This can improve the battery duration of mobile users with respect to AP-
based strategies, which always target nodes in their spatial proximity.

4.2 Offloading with non-synchronised content requests

Most of the literature on opportunistic-based offloading investigates the scenario where a specific piece of
content is generated, and the set of users to whom it has to be delivered is known already at that time and
does not change subsequently, i.e. requests are synchronised. While significant, this scenario only partially
captures relevant use cases. In particular, it does not cover cases where content demand is dynamic, i.e.
users’ requests for the same piece of content can arrive at different time instants. In the latter scenario
offloading can still be applied: upon a request, content can reach the requesting user either through the
opportunistic network, exploiting an ongoing dissemination process, or through the cellular network, in
case the opportunistic dissemination does not reach the user in time. Offloading may even be more needed
in case of dynamic requests, as synchronised requests could in principle be served also through multicast
transmissions (although [51] — also presented in Section 5 of this document — shows that offloading is
beneficial also when multicast is applied).

We have started investigating dynamic content requests, with a particular focus on vehicular scenarios. We
deliberately use a very simple offloading scheme, whereby resources provided by mobile nodes are
minimally used. Nodes interested in a content store it for a limited amount of time after receiving it. New
requests from other users are satisfied either when the requesting user encounters another user storing a
copy of the content, or through the cellular network upon expiration of the delivery deadline.

As opposed to most of the literature looking at offloading through opportunistic networks, in our scheme
we do not use any epidemic dissemination mechanism. On the one hand, this allows us to test a minimally
invasive offloading scheme from the mobile users’ perspective. As additional resources spent by mobile
devices are sometimes considered a possible roadblock for offloading, our results show the offloading
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efficiency when this additional burden is extremely low. On the other hand, this simple scheme allows us to
stress the efficiency of offloading in a particularly unfavorable configuration, thus providing a worst-case
analysis, all other conditions being equal.

We focus on two complementary scenarios. In the first one, users move in a given physical area, and all
request a piece of content, though at different points in time. This scenario is representative of users
moving inside a limited area, and accessing very popular content, though not particularly time critical (i.e.,
content that does not generate a surge of requests immediately when it is generated). In the second
scenario, users enter and exit (after a short amount of time) a given geographical area, and request content
after a random amount of time after they entered the area. This complementary scenario is thus
representative of users traversing a geographical area, as opposed to roaming there. Finally, in this scenario
we also consider the case where content is requested only with a certain probability, i.e., when content has
different levels of popularity.

We analyse the offloading efficiency in these scenarios, defined as the fraction of nodes receiving content
through the opportunistic network. We characterise efficiency as a function of key parameters such as the
number of users, the deadline of content requests, the time after which users drop the content after having
received it, the popularity of the content. Even with an unfavourable opportunistic dissemination scheme,
we find that offloading can be very efficient, as it is possible to offload up to more than 90% of the traffic.
In other configurations, we find that the considered offloading scheme is less efficient, resulting in an
offloading of only about 20%. In such cases, however, there is ample room for improvement, by further
leveraging opportunistic networking resources, e.g., through more aggressive content replication schemes.

4.2.1 Offloading algorithms for non-synchronised requests

The algorithms we have defined are compliant with the general MOTO architecture presented in D2.2.1 [3].
We assume the existence of a Central Dissemination Manager (CDM), that can communicate with all nodes
through the cellular network and keeps track of the dissemination process. The offloading mechanism is
defined by the actions taken by requesting nodes and by the CDM, as described by Algorithms 1 and 2,
respectively, shown in Figure 18.
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Algorithm 2 Actions taken by CDM

Algorithm 1 Actions taken by requesting nodes

> Run by a tagged node &

> Run by the CDM for content C'

Init #nodes_with_C =0

1: Upon request for content C 1: Upon request from node k
2: content_received = false 2: k_served = false
3: Send content_request to CDM 3: if #nodes_with_C == 0 then
4: if C not received immediately from CDM then 4 Send C to k
> try with opportunistic contacts 5: #nodes_with_C++
5 while content_timeout is not over do 6: Set sharing_timeout for node &
6: request C to encountered nodes 7: else
7: if content received then 8 while content_timeout is not over do
8 content_received = true 9 if ACK received by k then
9: Send ACK to CDM 10: #nodes_with_C++
10: break 11: k_served = true
11: end if 12: Set sharing_timeout for node &
12: end while 13: break
13: if content_received == false then 14: end if
14: Receive C' from CDM 15: end while
15: content_received = true 16: if k_served = false then
16: end if 17: Send C to k
17: end if 18: #nodes_with_C++
18: while sharing_timeout is not over do 19: Set sharing_timeout for node &
> available for opportunistic sharing 20: end if
19: Send C to encountered nodes upon request 21: end if

20: end while
21: Cancel content C' 22: Upon sharing_timeout for node k over

23: #nodes_with_C' = #nodes_with_C-1

Figure 18. Algorithms for offloading in non-synchronised requests.

Let us focus first on the actions taken by requesting nodes (Algorithm 1). When a request is generated at a
node, the node sends it to the CDM via the cellular network (line 3). The node is guaranteed to receive the
content within a given content timeout. During the timeout, the node tries to get the content from
encountered nodes (lines 5-12). If the timeout expires, it receives it directly from the CDM (lines 13-16).
Upon receiving the content, the node sends an ACK to the CDM (line 9 and, implicitly, line 14). In addition,
it keeps the content for a sharing timeout, during which it can share the content with other encountered
nodes (lines 18-20). After the expiration of the sharing timeout the content is deleted from the local cache.
Note that requests and ACKs are supposed to be much shorter than the content size, and thus do not
significantly load the cellular network.

Let us now focus on the actions taken by the CDM (Algorithm 2). Thanks to requests and ACKs, the CDM is
always aware of the status of content availability in the network. Upon receiving a request, it checks
whether some other node is already storing a copy of the content or not. In the latter case (lines 4-6) there
is no chance that the user can get the content opportunistically through another node, and the CDM sends
the content directly through the cellular network. In the former case (lines 7-21), it waits to receive an ACK
during the content timeout (lines 8-15), indicating that the node has received the content. If this does not
happen, it sends the content directly to the node (lines 16-20). Finally, upon expiration of the sharing
timeout for a given node the CDM updates the view on the number of nodes with the content (lines 22-23).

4.2.2 Evaluation when all users request the content
In the first scenario we have considered, all users entering the physical area covered by the cell request the
content, though they clearly do it at different points in time.
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Figure 19. Example of results in the first scenario.

Figure 19 shows an example of the results we have obtained in this scenario. In the figure, A represents the
rate at which nodes generate the request for the content (i.e., two requests from two different users are
spaced by an exponential interval with average 1/ A). We observe two regimes. When the sharing timeout
is low, higher request rates result in higher offloading. This is intuitive, because higher request rates results
in requests being more concentrated in time. When nodes share the content only for very short amounts of
time (see for example the case of 5s), concentrating the requests in time increases the probability of
encountering other nodes sharing the content. Less intuitive is the behaviour for large sharing timeouts,
where higher request rates results in lower offloading efficiency. Intuitively, when requests are more
concentrated in time, content timeouts for nodes that do not get the content via the opportunistic network
are also more concentrated. When a timeout expires and content is delivered via the cellular network, this
kicks off a fast increase in the dissemination of content via the opportunistic network in the region of the
node whose content timeout has expired. When expirations are less concentrated in time (i.e., when
request rates are lower), the opportunistic diffusion process has more time to spread content, and
therefore the offloading efficiency increases. Additional aspects are analysed in [15] (see Appendix A).

4.2.3 Evaluation when all users request the content

Figure 20 shows the offloading efficiency in the second scenario we have considered. In this case, when
entering the area covered by the dissemination system, vehicles become interested in the content with a
given probability p. If they are interested, they generate a request after a time interval uniformly
distributed between the time when they enter and the time when they reach the centre of the area.
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Figure 20. Example of results in the second scenario.
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Figure 20 shows the offloading efficiency for two considered densities of nodes and the different content
popularities (p). Results basically confirm previous observations. This is nevertheless important, as this
scenario is more representative of a “steady state” behaviour of the offloading system, as nodes constantly
enter and exit the area at a given rate, and continuously generate requests (with a given probability).
Denser networks (N = 40) achieve higher offloading efficiency. The effect of the popularity parameter is
similar to that of the request rate in the first: the higher the popularity, the higher the number of nodes
sharing content, the higher the offloading efficiency. It is interesting to note, however, that, due to the
mobility of the nodes, they stay within the area only for about 30s in total, and, on average, stay in the area
for about 22s after having generated a request. This is the “useful time window” during which they can
receive content via opportunistic dissemination. Even though this time window is rather short, offloading is
very efficient, even at quite low popularities (p = 0.2). Additional aspects are analysed in [15] (see Appendix
A).
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5 Intra-technology scheduling: Joint use of multicast and D2D in cellular
networks

This is the first section where we present results on scheduling. As discussed in Section 1, we are exploring
multiple directions from this standpoint. In this section, we start addressing one of the fundamental
qguestions for the practical applicability of offloading, i.e. whether using cellular multicast would not be
used in most of the cases. This is particularly relevant for multimedia (non real-time) popular content, that
may be required by multiple users simultaneously in the same physical area (i.e., covered by the same cell).
In fact, among general multimedia services, some involve delivering the same piece of data to a community
of interested users. Examples that fit this use case are software updates, on-demand videos, and road
traffic information. When a multitude of co-located users is interested in the same content, two possible
approaches could help operators to relieve their cellular infrastructures: mobile data offloading and
multicast.

Multicast makes use of a single unidirectional link, shared among several users inside the radio cell,
allowing, in principle, a more efficient use of network resources with respect to the case where each user is
reached through dedicated bearers.’ To ensure the coexistence between multicast and unicast services,
operators must reserve a fixed amount of resources for multicast transmissions. Despite its attractive
features, multicast presents intrinsic and still unresolved issues that limit its exploitation due to the difficult
adaptation to radio channel conditions.

Mobile data offloading is an alternative low cost solution to reduce the burden on the infrastructure
network. Direct device-to-device (D2D) communications help lowering the load on the infrastructure. The
increase in the density of mobile users gives rise to an abundance of contact opportunities and represents a
strong argument to support opportunistic offloading strategies. In order to encourage subscribers to offer
their battery and storage resources to this end, mobile providers may offer monetary incentives and pricing
discounts. As a counterpart, users should accept a delayed content reception.

In the present section, we explore the combination of opportunistic traffic offloading with multicasting. As
we will see later, this allows significant reduction in the load on the access part of the cellular network.
Multicast is not intended for retransmissions, and performance suffers and resources are wasted in the
case of a single bad channel user inside the cell, due to trade-offs in coverage and efficiency. By including
D2D communications into the picture, we obtain additional performance gains in terms of radio resources.
Well-positioned users participate in mitigating the inefficiencies of multicast, by sharing their short-range
resources to hand over content to users in bad cellular channel conditions. Depending on the number of
participants requesting data, we find a break-even point that achieves a good trade-off in terms of covered
users and reception delay.

To assess the performance of this joint multicast/D2D approach it is necessary to evaluate the amount of
radio resources consumed at the base station. This leads us to introduce a finer model of radio resource
consumption than previous works in the literature. Existing proposals do not consider heterogeneous
channel conditions and assume that delivering a given amount of data to different users has always the
same cost. Such an assumption does not hold in reality, as radio resources vary according to the channel
condition experienced by each user. In other words, transmitting the same piece of content to users with
different channel conditions do lead to uneven costs at the base station. To the best of our knowledge, we
are the first to evaluate this aspect in the context of data offloading. Note that our results are one of the
basis for designing cellular scheduling policies mixing together multicast and D2D transmissions. D2D
should be intended in a broad sense, and includes both the standardized LTE-D2D technique, as well as
solutions exploiting other technologies for D2D communications, such as WiFi and Bluetooth. Nevertheless,

® Note that a more precise terminology would be “multicast/broadcast”, because only a subset of nodes is concerned
by the content (multicast), and the shared nature of the wireless medium (broadcast) is exploited to transmit data. For
the sake of readability, in the following we will only employ the term “multicast”.
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we consider this part of the work more related to intra- than inter-technology scheduling, as we see a more
direct applicability to scheduling policies implemented by a cellular operator inside its network.

In the following of the section we provide an extended summary of the work undertaken on this topic.
Additional details are available in [51], also included as Appendix A.

5.1 Multicast in 4G networks

LTE proposes an optimized broadcast/multicast service through eMBMS (enhanced Multimedia Broadcast
Multimedia Service), a point-to-multipoint specification to transmit control/data information from the
cellular base station (eNB) to a group of user entities (UEs).

Cellular UEs can use different modulation and coding schemes (MCS) to deal with variable channel
characteristics. Each UE experiences different radio conditions, depending on path loss, interference from
other cells, and wireless fading. UEs that are closer to the base station are able to decode data at a higher
rate, while others located near the edge of the cell have to reduce their data rate and use a degraded MCS.
This heterogeneity (time-varying and user-dependent) reduces the effectiveness of multicast because the
eNB uses a single MCS to multicast downlink data. The selected MCS for multicast should be robust enough
to ensure the successful reception and decoding of the data-frame for each recipient inside the cell. Thus,
the worst channel among all the receivers dictates performance. An increase in the number of UEs boosts
the probability that at least one UE experiences bad channel conditions, degrading the overall throughput.

To quantify this effect, we simulate a 500 x 500 square meters single LTE cell with an increasing number of
randomly located receivers using the ns-3 simulator. Figure 21 presents the average minimum channel
guality, in terms of CQl (Channel Quality Indicator), reported at the eNB by UEs (static). The reported CQl is
a number between zero (worst) and 15 (best). The CQl indicates the most efficient MCS giving a Block Error
Rate (BLER) of 10% or less.
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Figure 21: Minimum CQJ for different multicast group sizes. 100 runs, confidence intervals are tight (not shown).

The average minimum CQl value decreases as the number of users in the multicast group increases. The
result is that augmenting the number of multicast receivers clearly affects the attainable cell throughput.
This greatly motivates us to investigate methods to cope with the inefficiencies of multicast.
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5.2 Joint D2D / multicast offloading

We address the distribution of popular content to a set of N mobile UEs inside a single LTE cell. We want to
transmit data to each UE with a guaranteed maximum deadline D at the minimum cost for the cellular
infrastructure. We exploit D2D connectivity and store-and-carry forwarding at UEs.

A UE with good channel quality can obtain higher bit-rates with the same amount of resource blocks (RBs),
while bad channel users consume more RBs in order to transmit the same amount of data. We capture the
allocation expenditure, dynamically ranking the cost of transmitting the content to UEs according to their
instantaneous CQl values.

The principles behind our approach are:
(1) at initial time, the eNB sends data to the /, UEs with the best radio conditions through a single
multicast emission;
(2) the UEs that have received the data /o start disseminating it in a D2D (epidemic) fashion;
(3) Before the deadline, we define a time interval, a panic zone where all the nodes that have not yet
retrieved the content receive it through unicast LTE emissions.

The proposed scheme allows all UEs to receive data by the deadline (as long as the panic zone is sufficiently
large). It adapts to different deadlines -- the larger ones allowing for more D2D dissemination. Its
performance relies essentially on one key parameter |y that characterizes the number of UEs reached by
the initial multicast transmission. This immediately improves the usage of resources at the eNB, because it
excludes the N —J, worst-channel UEs.

Figure 22: UEs can decode data with a maximum modulation schema depending on their position in the cell. The
eNB may decide to multicast at higher rate (E.g., MCS index 12). UEs unable to decode data are reached through
out-of-band D2D links.

Figure 22 offers a representative example of the proposed strategy with 6 UEs in the cell. In the D2D
dissemination phase, outaged UEs benefit from nearby nodes, fetching data directly from them through
D2D transmissions. This cooperative strategy is by far more efficient in terms of cellular resource
consumption than multicast alone, given that the transmission rate increases and the D2D links typically
exploit a much larger bandwidth than cellular communications.

5.3 Performance Evaluation

We compare the performance of the proposed joint distribution system with the one achieved by the
classic cellular multicast alone. All the results presented in this section are averages over 25 independent
simulation runs.

We consider a static number of UEs within the cell for each simulation run, to prove the validity of the
concept. Future work will tackle the case where UEs can enter and exit the distribution area. Node mobility
is implemented according to the random waypoint model with speed fixed at 27 m/s and pause-time set at
0.5 s. We simulate UDP constant bit-rate downlink flows, each one with packet size s, = 2048 bytes and a
total load of 8 Mb.
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We implemented our joint D2D/multicast strategy employing the MOTO simulator [4]. Since the MOTO
simulator does not natively support cellular multicast, we implemented an additional module that interacts
with the packet scheduler emulating single-cell multicast. The multicast module receives the CQl reports of
UEs and decides the transmission rate following the steps explained in Section 5.2. Further parameters for
the simulations can be found in Appendix A.

Reference Strategies: No D2D is the basic strategy, where UEs have no direct connectivity options, and
multicasting through the cellular infrastructure is the only means of distributing content. We compare this
base case to our joint D2D/multicast strategy. We assess the performance for three different values of N --
the number of users inside the cell -- respectively 10, 25, and 50, so to evaluate performance under
different loads. We also consider various values for the parameter Iy -- the number of direct multicast
recipients. In order to be consistent with the notation, we evaluate this value as a percentage of N.
Reception Methods: Figure 23 provides the fraction of packets partitioned by their reception method. For
now, we focus only on their relative weight. As expected, the fraction of packets delivered through
multicast follows I,. The fraction of panic and D2D messages strongly depends on the parameters D and N.
Tight service delays leave less time to opportunistic distribution to reach outaged UEs, resulting in a more
intense use of panic retransmissions.

We can find a small amount of packet retransmitted during panic zone even in the No D2D strategy. These
are packets incorrectly decoded by UEs during the initial multicast emission. In the other strategies, D2D
allows not to make use of retransmissions where possible, because UEs can retrieve missing packets from
other UEs. For instance, the strategies No D2D and 100% have the same fraction of multicast reception, but
differ on the amount of panic and D2D messages. We note also that for sufficiently long deadlines, panic
zone is never triggered, and D2D transmissions meet the goal of guaranteeing total data diffusion.
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Figure 23: Data packet ranked by reception method. Multicast and Panic flows through the cellular infrastructure,
D2D is on the Wi-Fi channel.

Cellular Resources: Mobile operators are primarily concerned about radio resource usage. This gives hints
on the actual amount of RBs devoted to distribute data in the considered scenarios. Unlike the previous
case, Figure 24 focuses on the amount of consumed radio resources at the eNB.

We note that the parameter N strongly affects the number of employed resources. This is even more
evident if we consider very short deadlines. While the amount of resources devoted to multicast only
slightly increases with the number of UEs, the impact of unicast re-injections heavily depends on the
number of UEs in the cell. In some cases, a small fraction of unicast transmissions could translate into great
resource usage. For large N, the choice of good values of Iy becomes fundamental in order to avoid
congesting the cell with too many panic retransmissions.

The interesting result is that for any possible value of N and D we may always find a joint strategy that
offers better efficiency than No D2D.
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Figure 24: Average resource blocks employed at eNB to reach 100% dissemination. Note that even few panic zone
retransmissions (in unicast) result very costly in resources.

In this section, we have presented a hybrid distribution system for popular content with guaranteed delays.
Multicast is a valuable option to distribute popular data into a cellular network. However, performance is
limited by the channel quality of the worst UE in the cell. In this context, we propose a framework that
exploits D2D capabilities at UEs to counter the inefficiencies of cellular multicast.

The performance of a joint D2D/multicast strategy is evaluated by varying the number of UEs in the cell and
the maximum reception deadline. Simulation results prove that the use of D2D communications allows
increasing the multicast transmission rate, saving resources and improving the overall cell throughput.
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6 Intra-technology scheduling: Towards energy efficiency in the LTE
network

In the past decades, the design of cellular networks was primarily aimed at delivering the maximum
performance in terms of coverage and/or capacity performance neglecting the energy efficiency of the
solutions adopted in the core or the access parts of the network. Energy efficiency in cellular network has
become a central point in recent research efforts as it became evident that the operation of this sector is
responsible of a non-negligible part of the energy bill of an operator. Furthermore, the access part of the
cellular networks has drawn significant attention being the biggest contributor to this energy footprint.
Consequently various approaches have been employed to improving its energy efficiency, including putting
to sleep the electronic components in the eNB (or the entire eNB) whenever possible combined with
dynamic coverage adjustment, data offloading through D2D communications and so on. However, the
problem of improving the energy efficiency of eNBs is complicated by the recent adoption in LTE networks
of a multi-tier architecture, in which a mix of macrocells and smaller cells (namely microcells, picocells and
femtocells) coexist and cooperate. Indeed, the deployment of heterogeneous LTE networks is seen as a
cost-effective solution to ever-growing traffic demands, because small cells have lower implementation
costs, use less expensive equipment and consume less energy than traditional macrocells. On the other
hand, the introduction of small cells may potentially lead to increased ICI (Inter Cell Interference) due to
intense frequency reuse in neighbouring or overlapping cells. For this reasons, LTE standards envisage the
use of various techniques, such as ICIC (Inter-Cell Interference Coordination) to mitigate the negative effect
of the interference between overlaying macro- and microcells.

In this section, we use the ns3 simulator extended with LENA module to start exploring the trade-off
between capacity increase and energy efficiency in a heterogeneous LTE cell in which a macrocell coexists
with multiple outdoor picocells. In particular, we assume that in each cell there is an energy scheduler that
decides which eNBs to activate and when. Then, we investigate different strategies for switching off eNBs
based on network status without degrading the overall cell capacity. Note that in the considered network
scenario we also assume that the picocells employ Cell Range Extension (CRE) techniques to offload data
from nearby macrocells. Such technique consists in adding a positive range expansion bias to the pilot
downlink signal strength received from picocell so that more users connect to them. A novelty of our study
is that we consider different requirements for different data types. In particular we assume that existence
of delay tolerant traffic, which is amenable to be offloaded using terminal-to-terminal communications.

In this initial study we consider energy saving at two levels. On the one hand, we compare configurations
with a single macrocell with others where the macrocell uses a lower transmit power and exploits picocells
to serve additional UEs. On the other hand, we consider the effect of policies that switch off some picocells
(those that are serving fewer users). Our results show that, in general, reducing the transmit power of the
macro cell and complementing this with picocells is viable, as the overall throughput provided to the users
is not negatively affected. The additional gain of switching off picocells is still to be better investigated, as
for now the opportunity to switch them of does not arise too frequently. We are currently carrying over
this analysis to better understand when this can, instead, provide an advantage.

6.1 Power consumption model

We use the power consumption model of a BS with the e3F model introduced by Auer et al. [32]. This
model provides a relation between P, (the output power radiated by antenna) and P;, (the total power
needed by the eNB to operate) for different types of eNBs in an LTE system with 10 MHz of bandwidth and
2x2 MIMO antenna configuration. The energy model is well approximated by this linear model:
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p. = {NTRX(PO + APPout) 0< Pout < Pmax
in —

NTRX Psleep Pout =0

where Nz represents the number of transceiver chains, P, represents the power consumption at the
minimum non-zero output power (empty eNB), A, is the slope of the load dependent power consumption,
Pmax represent the maximum transmission power achievable by the BS and Pg.., represents the power
consumption of the eNB in sleep mode. Table 4 reports the typical values for the parameters of the power
consumption model for different types of eNBs.

Table 4: Power model for different eNB types

Pmax[W] Po[W] A, Psieen[ W]
20 130.0 4.7 75.0

20 84.0 2.8 56.0

6.3 56.0 2.6 39.0
0.13 6.8 4.0 4.3

0.05 4.8 8.0 2.9

6.2 Simulation set-up

The simulations were performed using ns3 simulator extended with the LENA module for LTE. The
simulation parameters are reported in Table 5, while Figure 25 illustrates the network scenario that we
have used in the simulations. Specifically, we consider a heterogeneous network in which there is one
macrocell and a varying number of picocells are deployed within the macrocell. Furthermore, we consider
two different types of deployment for the picocells. The first one is a total random deployment in which no
constraint is set on the location of the picocell within the macrocell. The second one is a planned
deployment. In particular, to avoid excessive interference from the macrocell to the picocels we avoid
deploying picocells at a distance shorter than 200 meters from the centre of the macrocell. Furthermore,
we also avoid deploying two picocells at a distance shorter than 150 meters. Note that in the simulations
we have used the Hybrid Building Propagation Loss model that is used in ns3 to model propagation losses
due to the presence of different types of buildings (i.e., residential, office and commercial). More details on
the implementation details of this propagation loss model are provided in Section 6.2.2.

Figure 25: Network scenario
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To evaluate the benefits of introducing an energy scheduler within a heterogeneous network we have
chosen the following metrics.
* Overall network throughput: the total throughput measured over the entire network including
macro- and small-cells
* Network energy consumption: the total energy consumed by the eNBs.

We remind that our ultimate goal is to design a scheduling policy that achieves a good comprise between
power consumption reduction and network capacity degradation. Thus, before presenting the simulations
results we describe in greater details: a) how UEs are connected to macrocells and picocells, and b) the
algorithm that we have used to decide when a picocell should be switched-off and to which picocell to
move its associated UE.

Table 5: Simulation parameters for energy efficiency in LTE core network

eNodeB type Macro Pico

Bandwidth 5Mhz 5Mhz

Tx Power 46, 43, 36 dbm 28,24 dbm
Antenna parabolic omnidirectional
biascge value 0 10 db

Number of antenna 3 1

Cell layout Hexagonal, ISD =500m 0,6,8,10 per macrocell sector
Min dist to picocells 200 m 150

Ue max speed 54 km/h

Mobility Model Random Waypoint

Pathloss Urban/Buildings

BS Distruibution Random

Data Rate 8.2Mb/sec

UE Distribution Random (density per m? 0.0002, 0.00015, 0.0001, 0.00005)
Packets dimension 1024 KBytes

Simualtion time 20s

6.2.1 Switch-off procedures

At the beginning of each experiment each UE is connected to the closest eNB. Then, standard handover
procedures implemented in the LENA module are activated and UEs automatically hand over towards the
eNBs to which they receive the highest RSSI. After the initial configuration phase the switch-off algorithm
decides which are the picocells to temporarily deactivate by looking at the network load distribution.
Specifically, picocells with less than 4 users are switched off and their users are handed over to the closest
picocell that has less than 25 users already connected. Note that after this tentative association of UEs to
picocells based on network load, the automatic handover procedures implemented in ns3 are used to
trigger additional handovers towards picocells with better SINR. For the sake of clarity, the various phases
of the switch-off procedures are also illustrated in Figure 26. Note that in this scenario we have introduced
a bias CRE value equal to 10 dBm, to enable picocells to capture more traffic and to favor macrocell offload.
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Ue uses automatic handover
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Figure 26: Switch-off procedures.

Next, we provide an outline of the implementation of the automatic handover procedures in the LENA
module. Specifically, the RRC (Radio Resource Control) model implemented in the simulator provides
handover functionality through the shared X2 interface. There are two ways to initiate a handover
procedure:

* The handover could be triggered explicitly by the simulation program by scheduling an execution of
the method LteEnbRrc::SendHandoverRequest()

* The handover could be triggered automatically by the eNB RRC entity. The eNB executes the
algorithm Figure 27 for a UE providing measurements in its serving cell and the neighbour cells the
UE measures:
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Get measurements from UE
(The eNB receives events A2 and A4 with UE measurements)

serving cell RSRQ <= servingHandoverThreshold

Look for the neighbour cell with the best RSRQ

best neighbour RSRQ - serving cell RSRQ >= neighbourHandoverOffset

Trigger Handover procedure for this UE

Figure 27:Algorithm to automatically trigger the Handover procedure

Furthermore, the following parameters can be adjusted to control the handover decision process:

* servingHandoverThreshold: if the RSRQ (Reference Signal Received Quality) value measured by the
UE in its serving cell is less or equal to the servingHandoverThreshold parameter (i.e. the conditions
of the UE in the serving cell are getting bad or not good enough), then the eNB considers this UE to
hand it over to a new neighbor eNB. The handover will eventually be triggered depending on the
measurements of the neighbor cells.

* neighbourHandoverOffset: if the UE is considered for handover, and the difference between the best
neighbor RSRQ and the RSRQ difference between the neighbor and the serving cell is greater or
equal to the neighbourHandoverOffset parameter, then the handover procedure is triggered for
this UE.

The X2 interface interconnects two eNBs though a point-to-point link between the two eNB. The X2
interface implemented in the LENA module provides detailed implementation of the following elementary
procedures of the Mobility Management functionality:

* Handover Request procedure

e Handover Request Acknowledgement procedure
e SN Status Transfer procedure

¢ UE Context Release procedure

The above procedures are involved in the X2-based handover. We note that the simulator model currently
supports only the seamless handover while lossless handover is not supported. Generally speaking,
seamless handover is used for channels transporting traffic that is very sensitive to delay and jitter and
would rather accept retransmissions than delay, like VolP, while the lossless handover is used for channels
that transport traffic that does not care too much about delay but is sensitive to retransmissions, like FTP
and HTTP. Figure 28 shows the interaction of the entities of the X2 model in the simulator.
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Figure 28: Sequence diagram of the X2-based handover

6.2.2 Buildings Module
The Buildings module used in our scenario and implemented in ns3, provides:

1. anew class (Building) that models the presence of a building in a simulation scenario;

2. a new class(MobilityBulidinginfo) that allows to specify the location, size and characteristics of
buildings present in the simulated area, and allows the placement of nodes inside those buildings;

3. a container class with the definition of the most useful pathloss models and the correspondent
variables called BuildingPropoagationLossModel.

4. anew propagation model (HybridBuildingsPropagationLossModel) working with the mobility model
just introduced, that allows to model the phenomenon of indoor/outdoor propagation in the
presence of buildings.

5. a simplified model working only with the Okumura Hata propagation model
(OhBuildingsPropagationLossModel), which consider the phenomenon of indoor/outdoor
propagation in the presence of buildings.

The models have been designed with LTE in mind, though their implementation is in fact independent from
any LTE-specific code, and can be used with other ns-3 wireless technologies as well (e.g., wifi, wimax).

HybridBuildingsPropagationLossModel pathloss model included is obtained through a combination of
several well-known pathloss models in order to mimic different environmental scenarios such as urban,
suburban and open areas. Moreover, the model considers both outdoor and indoor indoor and outdoor
communication has to be included since HeNB might be installed either within building and either outside.
In case of indoor communication, the model has to consider also the type of building in outdoor <-> indoor
communication according to some general criteria such as the wall penetration losses of the common
materials; moreover it includes some general configuration for the internal walls in indoor communications.

OhBuildingsPropagationLossModel pathloss model has been created for simplifying the previous one
removing the thresholds for switching from one model to other. For doing this it has been used only one
propagation model from the one available (i.e., the Okumura Hata). The presence of building is still
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considered in the model; therefore all the considerations of above regarding the building type are still valid.
The same consideration can be done for what concern the environmental scenario and frequency since
both of them are parameters of the model considered.

6.3 Simulation Results

In the following figures we report a subset of the most interesting simulation results. Figure 29 shows the
total throughput with 8 picocells in the following configurations:

1. 1 macrocell transmitting with a power equal to 43 dBm (red line)

2.1 macrocell transmitting with a power equal to 36 dBm and 8 picocells with a random distribution
and transmitting with a power equal to 24 dBm (green line)

3.1 macrocell transmitting with a power equal to 36 dBm and 8 picocells with a planned distribution
and transmitting with a power equal to 24 dBm (blue line).

In case 2 and 3 the throughput is lower than the one obtained in case 1 if the number of UEs is small.
Indeed, in this case the bandwidth of the macrocell is sufficient to serve all the users and adding the
smallcells negatively affects the level of interference in the cell. Furthermore, if the number of picocells is
small the probability that a UE has a better connection with a picocell than with the macrocell is typically
low. An important finding of Figure 29 is also that a planned deployment of picocell inside the macrocell is
beneficial to reduce the ICI, and intuitively this effect is more evident for high number of UEs. For these
reasons, in the following we only show results for planned picocell deployments and for larger number of
picocells, which provide the most interesting and significant results.

12 T T T T T T T
1Macro .

1Macro+8RandPico
nr 1Macro+8Pico —&—

Throughput (Mb/s)

3 1 1 1 1 1 1 1
20 30 40 50 60 70 80 90 100
Number of UEs

Figure 29: Throughput measured with 8 picocells.
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Figure 30: Throughput measured with 18 picocells with and without switch-off of lightly loaded picocells.

In Figure 30 we show the total cell throughput in a network scenario with 18 picocells with and without
switch-off of lightly loaded picocells. We can observe that even if the transmission power of the macrocell
has been reduced from 43dBm to 36 dBm the overall throughput provided to the users increases due to the
additional capacity provided by the picocells. Moreover, in the considered scenario, switching off lightly
loaded picocells (i.e., picocells with less than 4 UEs) has a negligible impact on the throughput. Finally,
Figure 31 shows the energy consumption in the same network scenarios of Figure 30. Two important
conclusions can be derived from the plots. The first one is that in a heterogeneous network with a
macrocell and multiple picocells the energy consumption can be significantly less than in a network without
picocells because in the former case the macrocell can use a significantly lower transmission power than in
the latter case. The second observation is that the additional energy gain due to switching off picocells is
way lower than that due to reducing the transmission power of the macrocell. This is due to the fact that
the picocells are low power nodes and their energy consumption can be an order of magnitude less than
the one of a macrocell. It is also important to point out that a more aggressive scheduling strategy might
entail to also switch off the macrocell. This could provide a much higher energy reduction with respect to
the case of switching off only the picocells, but at the cost of reduced coverage. On the other hand, when
the macro cell cannot be switched off, and its transmission power cannot be further reduced, switching off
picocells can still provide a noticeable benefit in terms of lower energy consumption.
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Figure 31: Power consumption with 18 picocells when switching off lightly loaded picocells

In conclusion, our preliminary evaluation of switch-off strategies for heterogeneous LTE networks with a
macrocell and multiple picocells have shown that it is possible to reduce the transmit power of macrocell
without negatively affecting the throughput performance experienced by users, as the effect of a reduction
in the macrocell transmit power is compensated by additional picocells. On the other hand, to switch off
lightly loaded picocell also does no negatively affects the overall capacity of the LTE network. Furthermore,
we have also shown that the throughput obtained by deploying picocells is heavily dependent on the
deployment strategy of picocells (random vs. planned deployments) and the density of UEs. Clearly, the
efficiency of the switch-off strategy depends on several parameters (e.g, CRE bias, macrocell transmission
powers, thresholds to decide to switch off a picocell) and we plan to extend our study to identify an optimal
configuration of such parameters. Finally, we also intend to extend our initial study to investigate the
energy saving potential of adding D2D communications in an heterogeneous network scenario.
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7 Inter-technology scheduling: Multi-user offloading in heterogeneous
wireless network infrastructures

In this section we present the status of the work on intra-technology scheduling. This is, for now, a
complementary yet very important research direction for the WP, as it allows us to better understand the
option of using multiple wireless infrastructure to offload traffic from possibly congested cellular networks.

Specifically, we consider the case where users may either be served by an operator through a cellular or a
WiFi infrastructure, and investigate how to best schedule users across these technologies. The objective of
this work is to investigate handover decision making algorithms in heterogenous networks and point out
the metrics and factors influencing data offloading and related open research issues to the research
community.

To this extent, two multi-user multiple attribute decision making (MADM) algorithms have been developed.
These algorithms are built on the TOPSIS framework [42] adapting it to the case of offloading across
wireless infrastructure. This is basically an optimization framework where we can express decision criteria
based on QoS metrics. We thus identify appropriate QoS metrics for our case, and show how to customize
the optimization framework for our purposes, with specific reference to real-time traffic. Specifically, we
consider a straightforward application of TOPSIS, where we optimize individual users’ performance. On the
other hand, in the second algorithm we take into consideration network-wide performance, trying to
optimize the minimum bit-rates by assigning the users in the intersection area to WLAN where cellular
utilization is high. The objective of this part of the work is to investigate handover decision making
algorithms in heterogeneous networks and point out the metrics and factors influencing data offloading
and related open research issues to the research community. To this extent, a capacity aware multi-user
multiple attribute decision making (MADM) algorithm based on QoE metrics has been developed and
evaluated. The proposed capacity aware multi-user load balancing algorithm optimizes total benefit of the
system that is balanced according to total channel utilization among different heterogeneous networks. We
performed initial simulation evaluation in the NS environment. The main purpose of the simulations is not
to provide a comprehensive assessment of the algorithm, but to show that the basic idea behind its
definition is appropriate in simple — and thus easy to understand — configurations. The proposed algorithm
is shown to enhance total channel utilization of heterogeneous networks compared to standard single-user
decision making algorithms. Specifically, we show that the algorithm optimizing global benefit (as opposed
to individual user metrics) avoids to overload the cellular network. The alternative algorithms, instead,
drastically overload the network, and this therefore results in uncontrolled ping-pong effects (as users need
anyway to switch to a different technology), which is in the end very detrimental also from the standpoint
of the individual user.

7.1 TOPSIS-based solutions in the context of ongoing research

Resource management in heterogeneous Wireless Networks or WiFi integrated cellular networks could be
coordinated through user-centric models, network-centric models or collaborative schemes. User centric
models offer ease if implementation and scalability, as opposed to the other two approaches, at the
expense of reduced —system wide- efficiency. The network-centric models, on the other hand, provide
more efficient solutions that improve “social welfare” (addressing both 3GPP and non-3GPP subsytems), at
the cost of increased control overhead and risk of “single point of failure”. Collaborative solutions, on the
other hand, introduce a little bit complexity; however, in return, offer drastic performance difference with
respect to network-centric solutions in terms of QoE. Basically, in a collaborative solution, UE data such as
RSS or CQl along with access network metrics obtained from an operator server are combined in decision
making phase and based on the implementation choice either on network-side or user-side the decision is
executed.
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The handoff decision algorithm aims at selecting a network for a particular service that can satisfy
objectives based on some criteria (such as low cost, good Received Signal Strength (RSS), optimum
bandwidth, low network latency, high reliability and long life battery) and taking into account the preferred
access network of user. Some techniques used for network-centric solutions such as stochastic
programming, game theory and utility function could be performed in this respect [48].

In network-centric approaches, the goal is often to acquire maximum total allocation in 3GPP and non-
3GPP networks while minimizing cost of underutilization and demand rejection. Stochastic linear
programming obtains maximum allocation in each network by using probabilities related to allocation,
underutilization, and rejection in Heterogeneous Wireless Networks (HWNs). Game theoretic approaches
take advantage of the bankruptcy game, and efficient bandwidth allocation and admission control
algorithms are developed by utilizing available bandwidth in each network. In utility function, operator
prioritizes users and classifies services to allocate bandwidth for the users [45][63][66].

In user-centric solutions, the users themselves (or their agents) make the decisions, often prioritizing the
needs and objectives of the individual users. Analytical hierarchy processes help ranking the networks
based on induced QoS indicators, by checking user’s requirements and network conditions. Proposed
approaches make use of the consumer surplus model and similar economic theory based techniques. Users
are often modelled to have profit functions amounting to the difference between bandwidth gain and
handoff cost for each network is computed. The most appropriate network is found through utility
maximization [40][46][57].

As for the collaborative models, fuzzy logic controller ranks the candidate networks based on the user’s
selection criteria, network data rate and SNR. In objective function, user’s RSS, network’s queue delay and
policy preferences such as cost are fed as input parameters, and the function provides the allocation of
services to APs and terminals. Lastly, in TOPSIS, the best path for flow distribution on muti-homed end-
hosts is computed. Also, network’s QoS (delay, jitter, and BER), user’s traffic class and most importantly
QoE are also considered [34][65][7].

Other options could be to harness impatient or patient algorithms which are based on user-centric
solutions. The Impatient algorithm uses a very simple policy: use 3G whenever WiFi is unavailable; else use
WiFi. The Patient waits and sends data on WiFi until the delay tolerance threshold, and only switches to 3G
if all of the data are not sent on WiFi before the delay tolerance threshold [6]. This are the standard
approaches investigated in WiFi-based offloading.

7.2 Performance Metrics Influencing Data Offloading and System model

As for decision making functionality, UE or Mobile Network Operator (MNO) selects the access network by
considering probabilistic demands. Network related, terminal related, user related and application related
metrics need to be considered pertaining to handover decisions. However, the paramount elements
amongst them are the user-related ones as QoE is at the very hearth of contemporary mobile business
performance expectations. Related parameters include throughput, energy consumption of the terminal,
security etc. It is interesting to note that an adult's preferences along these dimensions would potentially
differ from that of a young person. For instance, security-wise an adult might not prefer to watch videos
through WEP or WPA on WiFi networks but EAP-SIM on 3GPP network. Maybe this choice could be trivial
for a young person and actually he would prefer a free communication band, but considering recently
emerging security challenges, operators need to pay importance to the subjects of security and privacy
pertinent to each and every user they serve [30].

Handoff decision criteria can be categorized as below:

* Network-related considering coverage, bandwidth, latency, link quality (RSS (Received Signal
Strength), BER (Bit Error Rate), cost, security level.

* Terminal-related considering, e.g., velocity or battery powe
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* User-related considering user profiles and preferences
* Service-related considering service capabilities, QoS, QoE, security level [30].

The Quality of Service (QoS) and Quality of Experience (QoE), mobility and network architecture are
important factors during decision making or network selection phase. The following QoS and QoE metrics
are important to be checked while offloading the data traffic due to the nature of real-time applications:

(a) End to end delay (s): This includes processing, queuing in both ingress and egress, and propagation
delay. The end-to-end delay of a video signal is the time taken for the packets to enter the transmitter at
one end, be encoded into a digital signal, travel through the network, and be regenerated by the receiver at
the other end.

(b) Data received (Kbps): This is calculated based on the successfully received packets.

(c) Packet Loss (%): This is calculated based on the dropped packets due to either network problems or
some queuing problems.

(d) Throughput (Kbps): this is the total traffic where packets are successfully received by the destination
excluding packets for other destinations.

(e) MOS Value (Mean Opinion Score): This corresponds to a numerical value, ranging between 1(worst)
and 5(best) expressing the quality perceived by user. It is also used as a QoE metric.

() Jitter (s): In IP networks, jitter is the variation in the time-of-arrival of consecutive packets. Jitter results
from a momentary condition where more packets are trying to get on a particular link than the link can
carry away [41].

Considering these performance metrics as reference, we assume the following notation and model to
represent the multiple user multiple attribute decision making problem:

* The total users set in the system is denoted as U = {u; ,u,, us, ..., ux } where k (k>=2) denotes
number of users.

* The multiple users’ set involved in the decision making process are denoted as V = {vy ,v, v3, ...,
v} where k’ (k'<=k) denotes number of users under multiple coverage.

* The multiple attribute set is denoted as S = {s1,s;, S3, ...,Sm } Where m (m>=2) denotes number of
possible attributes.

* The multiple decision point set is denoted as E = {e;, e,, €3, ...., ep} Where there are p (p>2)
possible decision points.

* The weight set is denoted as w ={w1, W, wj, ...., W}, where each weight w; is the weight assigned
to attribute s;i € {1,2,...,.m}
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Figure 32. A sample user distribution map under multiple wireless technology coverage

We use this model to exploit the TOPSIS framework in order to decide how to best allocate users to the
possible wireless technologies under consideration. As can be seen in Figure 32, the set of users that are in
the coverage area of both WLAN and LTE are shaded with gray area. These users have the high potential of
handover and have to make a smart decision to select the best access point. Therefore, our method runs on
the scenarios based on the users that are concentrated on this region.

7.3 Multiuser offloading algorithms for heterogeneous networks

In this Section we first recall the main features of the standard TOPSIS framework, and then describe how
we adapt it to our specific cases.

7.3.1 TOPSIS

TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) [42][24], due to its easy
implementation, is a suitable candidate to select the optimal target network for a given a set of given
observed attributes for a user.

In the first step of TOPSIS algorithm a decision matrix A is created:

a, 4y a,,
ay Qyp ay,

A= [aij] = (i=l..,p;j=1,..,m)
a, a, .. a,

In matrix A" matrix, m refers to size of the multiple attribute set such as link quality, MOS of the target
network for the given application, user preference (cost security), etc and p refers to size of the multiple
decision points target networks which can be LTE, WLAN or D2D (device-to-device). Note that that all the
attributes are transformed to have positive impact if necessary.

In second step, a normalized decision matrix is formed by using the following equation:
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i

Q2
=1

Then the normalize matrix R is obtained as:

o h Hiom

K Ty Fom
R=[r;]=

For Ty e o

In third step, a weighted normalized decision matrix is created by multiplying each column of the matrix by

m

w =1
corresponding weight wi where i= by using the following equation:
T .
v, =w*r, r=[r,..r1, i={2,..,m}

In fourth step, the positive (A ) and negative ( A_) solutions are formed by using the following formulas:

= {(max vy |j €1{1,2, m})}

={(mm | jE{l,Z,---m})}

At the end of fourth step, we end up with the following sets: 4 = {vl ’vz""’v"}and A" = {Vl V2o Vy }

S; Lo ST

By calculating the Euclidean distance ~‘ of each multiple decision point from the positive point A4 and

of each multiple decision point from the negative point A,

vjz i={L..

p

2(\/ —v) i={l..

In the final step, the relative similarity of the alternatives from the positive and negative point is calculated
as:

C =S—"*, i={l,..,p}

where ¥ =i =<1 the final solution is selected by:

© MOTO Consortium — 2014



D3.1 Design and evaluation of enabling techniques for mobile data traffic offloading
\ \9 (release a)

WP3 - Offloading foundations and enablers

¢ =e. i = argmaxCi , 1={l,..,p}
i where i

7.3.2 Multiple attribute sets in TOPSIS algorithm

In this study, we used TOPSIS as our core algorithm [42], due to its easy implementation, as a way of
selecting the best target network for a given user’s video application. The decision to use this algorithm was
made based on the other multiple attribute decision making (MADM) algoritms’ performance comparison
results. In [61], four different MADM algorithms (MEW, SAW, GRA, TOPSIS) were evaluated and it was
concluded that they all performed very similar.

Decision parameters of the TOPSIS are as follows:

(i) MOS: Mean Opinion Score is considered as a subjective measure. Currently, it is more often used to refer
to one or another objective approximation of subjective MOS. ITU P.800 and P.830 define the MOS scale as
showed in Table 6.

(ii) PSNR (dB): The peak signal-to-noise ratio is used as an objective measurement of the restored quality.
PSNR is most commonly used to measure the quality of reconstruction of lossy compression codecs. PSNR
is defined as follows:

V eak
PSNR = 20log 22
MSE

where Vpeak = 2" —1and k is equal to number of bits per pixel. MSE is standard mean squared error. In
case of multimedia real-time traffic, we calculate the PSNR frame by frame and map it to the corresponding
MOS value as follows:

Table 6- PSNR to MOS mapping

PSNR [dB] MOS

>37 5 (Excellent)
31-37 4 (Good)
25-31 3 (Fair)
20-25 2 (Poor)
<20 1 (Bad)

(iii) cQl: Channel quality indicator is reported by UE and is calculated using BLER and SNR values. It is a vital
parameter to estimate the UMTS air interface quality. The UE type that is assumed in the simulator is 3GPP
UE category 1 to 6. In our simulation, the highest CQl value was accepted as 22. However, it varies between
1and 22.

(iv) QoS: Quality of service level of the access point (AP) is utilized in the algorithm to determine the link-
quality of WiFi network. Voice = Platinum = 6, Video = Gold = 5, Best Effort = Silver = 3, Background =
Bronze =1

(v) Security Policy used in WiFi network: WPA or WPA2 cannot be used for a seamless solution. EAP-SIM is
required to do so.

(vi) Channel Utilization: Channel utilization is a term which is used to measure the channel usage taking into
account the throughput as well as the overhead. For example, in latency-sensitive applications over
wireless, such as voice, channel utilization is used to measure the usage percentage of the RF channel. It is
a network parameter, and is monitored for a stable traffic level and to prevent under or over utilization.

Note that we also define individual Quality-of-Experience (QoE) value of users as the weighted sum of these
attributes.
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In the next two sub-sections, we define two algorithms based on TOPSIS, configured according to the
decision parameters above. The first algorithm is a Multi-user TOPSIS with capacity-aware characteristic
where channel utilization parameter is of the utmost importance for the 3GPP network to balance the
channel allocations. With this type of multi user algorithm, the total system benefit is considered as
important. The second algorithm is a Standard TOPSIS (ST) algorithm. With this method each user’s
individual benefits are considered individually as they arrive.

7.3.3 Capacity aware multi-user iterative TOPSIS (CAT) algorithm
In order to obtain certain benefits for access channel selection and resource allocation problem between
multiple users, we propose Capacity aware iterative multi-user TOPSIS algorithm:

Input: Set of technology E, total channel utilization threshold for each technology e € E, CUy°, and the
TOPSIS matrix of user vy € V denoted by

a, 4y a,
ay, 4y a,

A = [aij] = (i=1...,p;j=1,.,m)
a, a, .. a,

Output: Capacity-aware channel utilization vector CU®= [CU,°, CU,", ...., CU\°], e € E.

Step1: Set CU°=[0] and i’=0 (i’ < k’ is the user number)

Step2: Puti’=i'+1, as user v; arrives.

Step3: Run TOPSIS algorithm using A" and select the optimal decision point e* =e, € E and construct

coincidence coefficient

life=e=

) vecE
0, otherwise

52=1

Step4: Update the temporary channel utilization vector cus = CU®" and put Ui = anc Where ¢ denotes

the column number in A" for attribute corresponding to CU € S..
Step5:
o (Ei= 05 CUT = CUR
o cue =Co™
- else
o E=E\e*
= IfE={} then e* = WLAN
= else go to Step 3

Using this multi user algorithm, the total system benefit is considered as the first criteria to optimize and
we are trying to maximize the minimum bit-rates by assigning the users in the intersection area to WLAN
where 3GPP utilization is high. In our analysis, we will be using channel utilization as the selected
parameter to be of utmost importance for the 3GPP network to balance the channel allocations.
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7.3.4 Standard TOPSIS (ST) method
With standard TOPSIS method, user’s individual’s benefits are considered. The method details are
explained in the following steps:

Input: Set of technology E, and the TOPSIS matrix of user v; € V denoted by

a, 4y a,,
ay, Ay a,,

A = [aij] = (i=1...,p;j=1,.,m)
a, a, .. a,

Output: Standard TOPSIS channel utilization vector CU®= [CU,°, CU,", ..., CU°], e € E.
Step1: Set CU°=[0] and i’=0 (i’ < k’ is the user number)
Step2: Puti’=i'+1, as user v; arrives.

Step3: Run TOPSIS algorithm using A" and select the optimal decision point e* =e, € E and construct
coincidence coefficient

life=e=

VeeckE
65 {O. otherwise ¢

Step4: Update the channel utilization vector by vy = anc Where ¢ denotes the column number in A for

attribute corresponding to CU € S.

7.4 Performance Results

7.4.1 Simulation Scenario

For simulations, we used the NS simulation environment. EURANE (Enhanced UMTS Radio Access Network
Extension), NIST (National Institute of Standards and Technology) and EVALVID packages are used in order
to evaluate the video performances in a heterogeneous network during a handover execution where the
above algorithms’ results are utilized.

We assume a video streaming use case scenario. In order to offload a video streaming seamlessly, only
most relevant parameters were selected such as Channel utilization, MOS, QoS, delay, and energy as shown
in Table 7.

Table 7 - Network Selection Criterias for Video Streaming

Parameters Rank Weight
MOS 2 0.25
QoS 3 0.1
Energy 5 0.05
Channel Utilization |1 0.5
Delay 4 0.1

For our scenario, channel utilization and MOS of service are of utmost importance and therefore the weight
coefficients are distributed accordingly as shown in Table 7 which also ranks access networks based on
their weight coefficients.
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For the purpose of comparison, the same attribute values and the same weights are assigned to attributes
for the different algorithms presented above. Note also that assignment of weights could be initiated by
either user or operator or collaboratively.

In order to compare algorithms, we consider an environment where k'= 4 users are under multiple
coverage and their respective attribute weight values are the same. The decision points (i.e., the wireless
technologies where users can handover to) is limited to WLAN and 3GPP networks. i.e. E = {LTE,WLAN} and

A [63567} AZ_[I5546]A3_[155761A4_[15526}

T4 3 4 6 3 4 3 3 7 6 71 2 2 1 7 6 6 4 4

The channel utilization threshold for LTE is, CUg""" = 8 units, the channel utilization threshold for WLAN is
CUthWLAN =12 units,

7.4.2 Results

The total user distributions on a HetNET comprising 3GPP and WLAN access networks for CAT, ST
algorithms as well as ALL 3GPP and ALL WLAN scenarios is shown in Table 8. When CAT algorithm is
applied, the number of users among different acces technologies are %25 and %75 for 3GPP and WLAN
respectively. For the ST algorithm, the distributions become %75 and %25 for 3GPP and WLAN respectively.

Table 8- TOTAL USER DISTRIBUTION AND CHANNEL UTILIZATIONS (%) ON A HETNETS OF ALL
ALGORITHMS:

USERS DISTRIBUTION TOTAL CHANNEL UTILIZATION (%)
3GPP WLAN 3GPP WLAN

CAT %25 %75 %50 %66

ST %75 %25 %225 %50

ALL 3GPP %100 %0 %275 0

ALL WLAN %0 %100 0 %75

Similarly, the total channel utilization distributions for CAT, ST algorithms as well as ALL 3GPP and ALL
WLAN scenarios are also shown in Table 8. The total channel utilization percentages is calculated by
dividing sum of the demands of users for channel utilization over channel utilization thresholds of each
technology.

When the CAT algorithm is applied, where total benefit of the system is optimized according to multiple
attributes descibed above, balancing the total channel utilizations among 3GPP and WLAN technologies
provides lower channel utilizations yielding high capacity. The CAT algorithm has the final total channel
utilization percentages of %50 and %66 over 3GPP and WLAN technologies respectively. On the other hand,
when ST algorithm is applied, the TOPSIS algorithm will prioritize individual user benefits or indivual QoE
(Quality-of-Experience). It is clearly seen that the ST algorithm and/or a random assignments of users could
lead to high channel utilization which consequently would decrease MOS substantially for the
corresponding access networks. For ST algorithm, channel utilization percentage of %225 represents over
channel utilization for 3GPP.

The important thing to notice for ST algorithm is that even though the expected individual QoE will be high
with this type of algorithm, due to overallocation in one access network after the handover decisions are
executed, the users will suffer from either ping-pong effect or real-time network changes which will induce
additional burden into the system both in terms of network and terminal. However with CAT algorithm,
after prioritizing channel utilization and MOS attributes, channel utilizations are optimized between 3GPP
and WLAN access networks, which in return increases the QoE of users compared to simple ST algorithm.
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From the operator point of view, CAT algorithm works best in terms of channel utilization or load balancing;
however, with this type of scheme some attributes (other than channel utilization) observed by users can
be diminished compared to ST algorithm.

Lastly, in terms of total channel utilization, we compare CAT and ST with ALL 3GPP and ALL WLAN scenarios
where no algorithm is implemented and all users are either on 3GPP or WLAN networks. One can observe
that channel utilizations for ALL 3GPP exceeds channel utilization thresholds which in return will
overallocate the system, adding additional burden to the operators of these wireless access technologies.

7.5 Using TOPSIS with D2D technology

Ongoing work on this topic is mainly related to how to include also D2D technologies into the picture.
TOPSIS is a centralized scheme, and therefore the most suitable type of D2D technology that we are
considering is inspired by LTE-D2D, i.e. where the operator controls the fine details of direct
communications between mobile devices.

We hereafter provide a brief sketch of how we are extending the algorithms presented before in this sense.

Assume that we list all the combinations for p different technologies as the decision point in decision matrix
as

sce, [
sce,

D = sce,

sce, | .

Where sce; is the i-th scenario, = cu= =pk' and k’ denotes the users under multiple coverage.

For example, if we have three technologies, LTE, WLAN and D2D and two users, U1, U2 are under multiple
coverage ,then there are 9 possibilities on the rows of D matrix.

scei= [LTE, LTE] sce,= [WLAN, LTE]  sce;=[D2D, LTE]
sce,= [LTE, WLAN] sces = [WLAN, D2D] sceg = [D2D, WLAN]
sces= [LTE, D2D] sceg = [WLAN, WLAN] sceq = [D2D, D2D]

Then on the columns of D matrix, there are attributes such as:
T,) Total QoS= EQOSi

T,) Total Delay = ETI‘

T3) Total Energy = EE

T,4) Total Throughput = 2 Thi

Ts) Total MOS values = EMOSf

Trm) -
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After constructing the decision matrix, we can run TOPSIS to decide for the appropriate possibility of
scenarios (scei, ..., sceg) for users that are under multiple coverage. Clearly, careful evaluation of this
extension is needed, as the D2D alternatives are typically much more dynamic. Even more importantly, the
number of possible combinations increases exponentially with the number of technologies, and this needs
to be taken into consideration when the number of users increases.
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8 Open issues

The results presented in this document already provide solid results about enabling techniques for offload
networks. However, open issues still remain. Hereafter, for each of these topics, we briefly discuss the main
open points, as well as ongoing work to address them.

Capacity analysis of opportunistic networks. Ongoing work here consists basically in refinements and
generalisation of what has been presented in this document. Specifically, we are working on studying if
convergence can be assessed through aggregate statistics about contact patterns, instead of pairwise
statistics. This would be important, among others, because aggregate statistics provide much less
information about the behaviour of individual nodes, and are therefore more robust from a privacy
standpoint. We are then developing models for end-to-end delay of multi-path opportunistic routing
protocols, both when duty cycling is used and when it is not, to better characterise the trade-off between
energy consumption and end-to-end delay, and thus additional capacity.

Capacity analysis of LTE networks. Ongoing work here is mainly devoted to complete the detailed model of
LTE throughput perceived by the user. While the model presented in this document is already a good
starting point, several additional aspects should be taken into account, including different scheduling
algorithms and the presence of MIMO technologies.

Capacity analysis of integrated offload networks. Thanks to the analysis of individual components carried
out until now, we are now in the position of better analysing the capacity performance of integrated
offload networks. We are progressing at multiple levels of abstractions, primarily as far as the LTE network
analysis is concerned. We are progressing both by using quite detailed modelling of all the LTE features, but
we are also developing more agile capacity models where we abstract several details of the LTE internals, in
order to reduce the complexity of analysing an integrated offload network.

Intra-technology scheduling. We are extending the analysis on the use of multicast and D2D technologies
together. We are progressing along two main directions. On the one hand, we are defining algorithms to
exploit some of the main outcomes of the initial stage of analysis presented in this document, i.e. how to
automatically select the optimal set of users for the initial multicast transmissions. On the other hand, we
are working to derive capacity results also in this configuration of the MOTO solutions.

Energy-saving scheduling of LTE elements. The initial simulation results have shown that in general there is
ample room for defining smart algorithms that can switch off part of the LTE network to conserve energy.
Defining and evaluating these algorithms is the main objective of the rest of this activity. Note that this type
of solutions is very well aligned with a global trend of how to manage operator networks, whereby
components are entirely and dynamically switched off in the core of the network, in order to reduce the
carbon footprint of the operated network.

Inter-technology scheduling. The TOPSIS framework, adapted as presented in this document, is a very
flexible tool to analyse inter-technology scheduling in a more innovative way. In particular, we are
extending it to also consider the possibility of scheduling terminal-to-terminal communications. In principle,
terminal-to-terminal could be seen as an additional technology (in addition to WiFi and cellular) that is
available to some of the nodes, and therefore can be put as part of the TOPSIS optimisation framework.
This may result in a drastic increase of the complexity of the framework, as the opportunistic network is
much more dynamic and features many more parameters that need to be taken into account. We are
working in order to better understand this complexity, and to identify solutions to cope with it.

Last, but not least, work that is ongoing and will be started in the third year of the project in WP4 and WP5
will provide very useful feedback in order to better understand if the level of characterisation of the
enabling techniques was sufficient or not, and update it if needed. In addition, definition of precise
terminal-to-terminal protocols (WP4) and their evaluation in integrated simulation and test environments
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(WP5) will allow us to stress test the inevitable abstractions used in this WP to characterise the
performance of the key MOTO components, and refine them as needed.
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The stability region of the delay in Pareto
opportunistic networks

Chiara Boldrini, Marco Conti, Member, IEEE, and Andrea Passarella, Member, IEEE

Abstract—The intermeeting time, i.e., the time between two consecutive contacts between a pair of nodes, plays a fundamental role
in the delay of messages in opportunistic networks. A desirable property of message delay is that its expectation is finite, so that
the performance of the system can be predicted. Unfortunately, when intermeeting times feature a Pareto distribution, this property
does not always hold. In this paper, assuming heterogeneous mobility and Pareto intermeeting times, we provide a detailed analysis
of the conditions for the expectation of message delay to be finite (i.e., to converge) when social-oblivious or social-aware forwarding
schemes are used. More specifically, we consider different classes of social-oblivious and social-aware schemes, based on the number
of hops allowed and the number of copies generated. Our main finding is that, in terms of convergence, allowing more than two hops
may provide advantages only in the social-aware case. At the same time, we show that using a multi-copy scheme can in general
improve the convergence of the expected delay. We also compare social-oblivious and social-aware strategies from the convergence
standpoint and we prove that, depending on the mobility scenario considered, social-aware schemes may achieve convergence while
social-oblivious cannot, and vice versa. Finally, we apply the derived convergence conditions to three popular contact datasets available
in the literature (Cambridge, Infocom, and RollerNet), assessing the convergence of each class of forwarding protocols in these three
cases.

Index Terms—Opportunistic networks, DTN, Routing protocols, Performance models, Delay convergence

*

1 INTRODUCTION social relations they share in order to make predictions
on users’ future behavior that might be useful for for-
warding messages. Depending on the number of copies
generated for the same message, forwarding protocols
can be further classified into single-copy or multi-copy
schemes. Forwarding protocols may also differ in the
number of intermediate hops that they exploit. Simpler
strategies may be single-hop or two-hop strategies (e.g.
Direct Transmission and Two Hop [2]), while others
can allow multi-hop paths to bring the message to the
destination.

Modelling the performance of social-oblivious and
social-aware forwarding protocols for opportunistic net-
works is still an open research issue. Knowing the dis-
tribution of intermeeting times and the rules applied
by the forwarding algorithm used in the network, one
could - in principle - model the distribution of the delay
experienced by messages and compute its expectation.
In practice, modeling analytically the delay of the var-
ious forwarding protocols for general distributions of
inter meeting times is very hard, and models exist only
for some specific cases, typically assuming exponential
intermeeting times [1] [3] [4] [5] [6] [7]. A related mod-
eling challenge is to assess the convergence of routing
protocols, i.e. whether a specific protocol yields finite

. , , , or infinite expected delay. Assessing convergence allows

o C.Boldrini, M.Conti, and A.Passarella are with the Institute for Infor- .
matics and Telematics of the Italian National Research Council, Via G. us to understand whether a parhmﬂar prOtOCOI can be
Moruzzi 1, 56124 Pisa, Ttaly. safely used or not given a pattern of intermeeting times

E-mail: chiara.boldrini, marco.conti, andrea.passarella@iit.cnr.it and how to configure it so that it converges, if possible.
o This work was partially funded by the European Commission under the Alth h1 inf tive th lete del del
EINS (FP7-FIRE 288021), MOTO (FP7 317959), and EIT ICT Labs ough less mrormative than a complete delay model,

MOSES (Business Plan 2014) projects. convergence models can be derived for a large class of

1. These policies are also referred to as utility-based [1], in contrast to routing pr otocols r eleaSIHg the exponent1a1 intermeeting
randomized strategies, corresponding to our social-oblivious schemes. ~ time assumption, as shown in this paper.

THE great popularity of the delay tolerant network-
ing paradigm is due to its ability to cope with
challenged network conditions, such as high node mo-
bility, variable connectivity, and disconnected subnet-
works, that would impair communications in traditional
Mobile Ad Hoc Networks. Opportunistic networks are
an instance of the delay tolerant paradigm applied to
networks made up of users’ portable devices (such as
smartphones and tablets). In this scenario, user mobility
becomes one of the main drivers to enable message de-
livery. In fact, according to the store-carry-and-forward
paradigm, user devices store messages and carry them
around while they move in the network, exchanging
them upon encounter with other nodes, and eventually
delivering them to their destination.

An opportunistic forwarding protocol defines the
strategy according to which messages are exchanged
during encounters. Two main approaches can be iden-
tified: social-oblivious protocols, which do not exploit
any information about the users’ context and social
behaviour, but just hand over the message to the first
node encountered, and social-aware! protocols, which
make use of information on how users behave or which
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The convergence of the expected delay is not guaran-
teed in all cases in which the expectation of the inter-
meeting times may diverge. In fact, being the delay the
result of the composition of the time intervals between
node encounters, depending on the convergence of inter-
meeting times, the expectation of the delay itself might
diverge. This can happen, for example, when intermee-
ting times feature a Pareto (also known as power law)
distribution, as first highlighted in [8]. The problem with
Pareto distributions is that their expectation is finite only
for certain values of their exponent a. More specifically,
the expectation is finite if &« > 1, while for o« < 1 it
diverges to infinity. The first to postulate the existence of
Pareto intermeeting times in real mobility scenarios (i.e.,
analyzing real traces of human mobility) were Chain-
treau et al. in their seminal work in [8]. The relevance
of Pareto intermeeting times in opportunistic networks
is both theoretical and empirical. Cai and Eun [9] have
mathematically derived that heavy-tailed intermeeting
times can emerge depending on the relationship between
the size of the boundary of the considered scenario and
the relevant timescale of the network, showing that, at
least in principle, Pareto intermeeting times are some-
thing that one may be faced with when studying oppor-
tunistic networks. Empirical evidence for the presence of
Pareto intermeeting times was first suggested by [8], but
it has been later criticised, arguing that the tail of the
distribution is in fact exponential (e.g., [10]). Typically,
these results are derived focusing on the aggregate inter-
contact time distribution, while convergence depends on
pairwise distributions. As proved in [11], the aggregate
and pairwise distributions can be in general very differ-
ent, and therefore analysis of pairwise inter-contact times
are necessary, which are however mostly missing in the
literature. To address this issue, we have performed a
pairwise hypothesis testing on three popular publicly
available contact datasets (Cambridge, Infocom’05, and
RollerNet — see Section 8) and we have found that
the Pareto hypothesis for intermeeting times cannot be
rejected for 80%, 97%, and 85.5% of pairs, respectively.
We believe that these results provide a strong case for
Pareto intermeeting times in opportunistic networks and
substantially motivate analyses like the one presented in
this paper.

Under the Pareto intermeeting times assumption, in
this work we derive the stability region (i.e., the Pareto
exponent values of pairwise intermeeting times for
which finite expected delay is achieved) of a broad
class of social-oblivious and social-aware forwarding
protocols (single- and multi-copy, single- and multi-
hop). The starting point of our paper is the work by
Chaintreau et al. [8], where such conditions have been
studied for the two-hop scheme (see Section 2 for more
details) under the assumption of homogeneous mobility
(i.e., iid. intermeeting times across all pairs). How-
ever, measurement studies [12] [8] have shown that real
networks are intrinsically heterogeneous. Thus, in this
paper, we investigate whether heterogeneity in contact

patterns helps the convergence of the expected delay of
a general class of social-oblivious (Section 5) and social-
aware (Section 6) forwarding protocols, and whether
convergence conditions can be improved using multi-
copy strategies and/or multi-hop paths. In general, we
find that there is no protocol or family of protocols
that always outperform the others (Section 7). More
specifically, the key findings presented in the paper are
the following:

o For social-oblivious strategies, if convergence can be
achieved, two hops are enough for achieving it.

o Using n hops can help social-aware schemes, and make
them converge in some cases when all other social-
aware or social-oblivious schemes diverge.

o In both the social-oblivious and the social-aware
case, we find that multi-copy strategies can achieve a
finite expected delay even when single-copy strate-
gies cannot.

o Comparing social-oblivious and social-aware multi-copy
solutions, we are able to prove mathematically that
there is no clear winner between the two, since
either one can achieve convergence when the other
one fails, depending on the underlying mobility
scenario.

In addition to these results, we discuss the related work
in Section 2 and the network model we refer to in Sec-
tion 3. Our reference forwarding policies are described
in Section 4. Finally, in Section 8 we showcase the main
results of this work by applying the derived convergence
conditions to three popular contact datasets available in
the literature.

2 RELATED WORK

This work is orthogonal to the literature on models
of delay in opportunistic networks, since we provide
the conditions for the existence of a finite delay. Once
convergence has been verified, the expected delay value
can be computed using complete delay models like the
one in [13]. End-to-end delay models are typically much
more difficult to obtain than convergence models, and
therefore convergence models are a very useful first step
in the analytical characterisation of forwarding protocols
in opportunistic networks. Most existing models assume
that intermeeting times are approximately exponentially
distributed [5] [6] [14], and in these cases convergence is
never an issue. However, when this assumption does not
hold, convergence becomes a critical evaluation aspect,
and should be studied preliminarily to any additional
analysis of the exact value of the expected delay. To the
best of our knowledge, there is no other contribution,
besides that of Chaintreau et al. [8], that considers the
problem of the convergence of the expected delay when
intermeeting times feature a Pareto distribution. Our
work differs from that of Chaintreau et al. both in the
mobility settings and in the forwarding schemes con-
sidered. More specifically, we focus on the more general
case of heterogeneous intermeeting times (as opposed to
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the homogeneous mobility considered in [8]), we extend
the set of social-oblivious policies considered and we
add the social-aware case.

Forwarding protocols for opportunistic networks can
be classified as social-oblivious or social-aware protocols,
depending on whether they use information on the way
nodes behave in order to make forwarding decisions. In
this paper we abstract the detailed mechanisms of both
classes of protocols, in order to study their convergence
properties, as discussed in Section 4. The simplest social-
oblivious protocol is Direct Transmission [2], in which
the source node is only allowed to deliver the message
directly to the destination, if ever encountered. At the
opposite side of the spectrum, with Epidemic routing
[15] a new copy of the message is generated and handed
over (both by the source and intermediate relays) any
time a new node is encountered. In order to mitigate
the side effects of Epidemic-style forwarding schemes in
resource constrained environments, controlled flooding
solutions have been proposed (e.g., Spray&Wait [3], gos-
siping [7]). Another popular social-oblivious forwarding
protocol is the Two Hop scheme [2], in which a message
is forwarded by the source node to the first node encoun-
tered, which is then allowed only to pass the message
directly to the destination. The Two Hop strategy has
been shown to guarantee the maximum capacity in a
homogeneous network [2].

Social-aware strategies can have different levels of
awareness. Simplest approaches exploit information
such as time since the last encounter (Spray&Focus [3])
or frequency of encounters (PROPHET [16]). This infor-
mation is used to predict future meetings between pairs
of nodes and thus to select relays that can guarantee a
quick delivery according to the heuristic in use. In more
complex strategies, the centrality of nodes in the social
graph connecting the users of the network is used as
an indicator of the ability to deliver messages (see, e.g.,
BUBBLE [17], SimBet [18]). Alternatively, as in the case of
HiBOp [19] and SocialCast [20], the fitness of a node as a
forwarder is computed from information on the context
the users live in, e.g., information on the people they
meet, the friends they have, the places they visit.

This paper extends our previous work in [21], which
was only focused on social-oblivious forwarding strate-
gies. In this work, besides extending the convergence
conditions for the m-copy 2-hop case that we derived
in [21], we include the analysis of social-aware forward-
ing strategies and a detailed comparison between social-
aware and social-oblivious strategies from the conver-
gence standpoint.

3 PRELIMINARIES

Our model considers a network with N mobile nodes.
For the sake of simplicity, we hereafter assume that mes-
sages can be exchanged only at the beginning of a contact
between a pair of nodes and that the transmission of
the relayed messages can be always completed within
the duration of a contact. In addition, we assume that

each message is a bundle [22], an atomic unit that cannot
be fragmented. We also assume infinite buffer space on
nodes. All the above assumptions allow us to isolate,
and thus focus on, the effects of node mobility from other
effects, and are common assumptions in the literature on
opportunistic networks modelling (they are used in most
of the literature reviewed in Section 2). In addition, for
the sake of comparison with [8], we also assume that the
probability that two nodes meet is greater than zero for
all node pairs. This ensures that, in principle, all nodes
can meet with each other. Therefore, cases of deadlock (a
message reaches a node which is impossible to leave due
to the total absence of contacts with either other possible
relays or the destination) are not possible. The only
cause of divergent expected delay are the distributions
of intermeeting times.

As we neglect transmission time, the actual duration
of the contact is not critical. Thus, the main role in
the experienced delay is played by intermeeting times,
which are defined as the time between two consecutive
meetings between the same pair of nodes®>. We denote
with M;; the intermeeting times between nodes 4 and j.
For the sake of tractability, we assume that the network
is stationary and that intermeeting times for a specific
node pair ¢,j are ii.d.. Under these assumptions, the
encounter process between two nodes i and j can be seen
as a renewal process with renewal intervals distributed
as Mz]

The message generation process and the mobility pro-
cess are assumed to be independent. Thus, the time at
which a new message is generated can be treated as a
random time in the evolution of the mobility process,
and thus the message sees the network as an observer
arriving at a random point in time would. For this
reason, in our analysis we will often use the concept
of residual intermeeting time, defined as the time two
nodes that are not in contact at a random time ¢y have
to wait before meeting again. We denote the residual
intermeeting time for the 4, j node pair as R;;.

Under our assumption of Pareto intermeeting times,
the intermeeting time M;; between a generic pair of
nodes i agd j is described by the CCDF Fyy,, (t) =
(%) ”, in which we use the definition of the
Pareto distribution that allows for values arbitrarily close
to zero, usually denoted as American Pareto [23] or
Pareto distribution of the second kind [24]°. Parame-
ters a;;(> 0) and ty,,; are the shape and scale of
the Pareto distribution and, similarly to the reference
literature [8][10], in the following we restrict to the
case of power law random variables having the same

2. Without loss of generality, here we assume a deterministic unit
disk graph model for radio propagation, which is a common as-
sumption in the literature on opportunistic networks. The proposed
framework still applies for every other model of radio propagation.

3. The stability region derived in this paper holds also for the other
version of the Pareto distribution, usually denoted as European Pareto,
as discussed in [25]. Content in [25] not included in this paper is
provided as supplemental material.
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scale, i.e., tyin;; = tmin, Vi, j. We will use the following
properties of Pareto intermeeting times throughout the
paper (please refer to Appendix A in [25] for more
details):

P1  E[M;;] converges (ie., is finite) if and only if
Q5 > 1.

P2 The residual intermeeting times R;; associated
to M;; feature an American Pareto distribution
with shape «;; — 1 and scale t,,:, [23], hence
their expectation converges if and only if a;; >

2.

P3  min;{Ri,} ~ Pareto (z i — 1), tmm% and its
expectation converges if and only if ) (a;; —
1) > 1

P4  Assume Rfj denotes the residual conditioned
to the fact that i and j met at time ¢;. Then the
expectation of Rfj converges if and only if the
expectation of R;; converges.

Furthermore, in the mathematical analysis in Sections 5
and 6, we will also heavily rely on the result in Lemma 1
below. The intuition behind it is the following. In the
general case, the time before a node i currently holding
a copy of the message hands it over to another node j
depends on whether nodes i and j met in time interval
(to,ti), where ty is the message generation time. In fact,
meetings correspond to renewals in the encounter re-
newal process between i and j, hence, from the meeting
time on, we should consider the intermeeting time and
not its residual. However, Lemma 1 below tells us that,
when intermeeting times feature a Pareto distribution,
we can simply study the case in which nodes i and
j did not meet in (¢o,t;) (i.e., model the time to the
next encounter as a residual time), thus simplifying our
analysis (for more details, see the proof of Lemma 1 in
[25]).

Lemma 1 (Worst-case waiting time): Assume that node ¢
has received a copy of the message at time ¢;. In the
worst case (happening with a non negligible probability),
the time before node 7 hands over the message to another
node j can be modeled as RE;-*“’ (i.e., Ri; conditioned
to be greater than ¢; —ty) or, equivalently from a conver-
gence standpoint, as R;;.

4 FORWARDING STRATEGIES

In this section we summarise the main variants of op-
portunistic forwarding schemes that will be later eval-
uated against each other as far as the convergence of
their expected delay is concerned. We identify two main
strategies that forwarding protocols can adopt in order
to improve their forwarding performance, namely the
number of copies generated and the number of hops
allowed. As we show later on in the section, it is easy
to place any of the most popular routing protocols
proposed in the literature in this classification.

As far as multi-copy strategies are concerned, here
we only allow the source node to create and hand
over multiple copies. Other possible configurations (e.g.,

intermediate relays allowed to generate new copies, like
in the Spray&Wait case [3]) are left as future work. With
respect to the number of hops n, we assume it to be
either limited arbitrarily (e.g., using the TTL field) or
naturally constrained by the forwarding strategy (e.g.,
social-aware schemes can exploit a number of interme-
diate relays that is at most equal to the number of nodes
that are better forwarders - according to some social-
aware metric - than the source node). In all cases, the
last relay can only deliver the message to the destination
directly. Please note that in this paper we only consider
the case in which both the source node and intermediate
relays refuse the custody of copies that they have already
relayed (i.e., we assume that nodes are memoryful)*.
For this to be feasible, we assume that the identity of
previous relays is enclosed into the copy’s header. In the
case of multiple copies, we assume that the source node
does not use the same relays multiple times, and that
relays do not accept the custody of the same copy of the
message more than once. They can be used, however,
as relays for different copies of the same message (as
avoiding this would need to keep track of all forwarded
messages at each relay, which would make protocols not
scalable).

Due to the variety of social-aware schemes available in
the literature (see Section 2) and the limited space, here
we only consider an abstract social-aware protocol that
measures how good a relay is for a given destination
in terms of its fitness. The fitness fit{ is assumed to be
a function of how often node i meets the destination
d, thus fit? can be taken as proportional to the rate of
encounter 5~ between node i and the destination.
Under this abstract and general social-aware strategy,
upon encounter, a node ¢ can hand over the message to
another node j only if its fitness is lower than the fitness
of the peer, i.e., if fit} > fit{ holds (in the following we
drop superscript d). The fitness function considered here
uses only information on contacts between nodes, which
have a direct dependence on the intermeeting time distri-
bution. This lets us clearly show what is the impact of the
contact dynamics on the performance of opportunistic
forwarding protocols. How such simple fitness function
can be extended to more complex forwarding strategies
has been discussed in [13].

The combinations of the forwarding characteristics
described above can be found in well known routing
strategies. For example, the 1-hop 1-copy forwarding
corresponds to Direct Transmission [2], while the 2-hop
1-copy forwarding is equivalent to the Two Hop for-
warding introduced in [2]. The 2-hop m-copy forwarding
is equivalent to the multi-copy version of the Two Hop
protocol studied in [8]. Note that for most of the social-
aware protocols, the number of copies and the maximum
hops are also defined as parameters of the algorithm.

4. In [21] we have derived the convergence conditions for the mem-
oryless version of the class of social-oblivious forwarding protocols
considered here, showing that the absence of memory always penalizes
the convergence.
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5 EXPECTED DELAY CONVERGENCE FOR
SOCIAL-OBLIVIOUS SCHEMES

In this section we study under which conditions the
expected delay of the social-oblivious schemes described
in Section 4 converges for a tagged source-destination
pair. We denote it as E[D,q], where s and d are the
source and destination node, respectively. Simultaneous
convergence for all source-destination pairs simply re-
quires combining the conditions derived in the paper.

Recall that according to social-oblivious forwarding
a message is handed over to the first feasible relay
encountered. In the following, we denote with P; the
set of all nodes that can be encountered by node i.
For the sake of comparison with [8], we assume that
the probability of an encounter between any pair of
nodes is strictly greater than zero (hence, we have that
|P;] = N — 1 for all nodes i) and that «;; > 1 for all 4, j
node pairs.

5.1

Theorem 1 below focuses on the 1-copy 1-hop social-
oblivious scheme, which corresponds to the popular Di-
rect Transmission scheme. In the following, we omit the
proof since this result follows directly from property P2
and we move to the analysis of the 1-copy 2-hop scheme
immediately.

Theorem 1 (1-copy 1-hop scheme): E[Dyq] converges if
and only if asq > 2.

Theorem 2 (1-copy 2-hop scheme): E[Dyq] converges if
and only if both the following conditions hold true:

C1 ZjGPS Qgj > 1+|P5|

C2 g >2,YjeP,—{d}.

Proof: The protocol converges if and only if (iif) both
the delay at the first hop converges and the delay at the
second hop converges. We analyse the former, first. The
delay of the first hop converges iff the time required by
the source to hand over the message, which is the time
to encounter the first node in set P, is finite. The source
node s can either deliver the message directly to the
destination or hand it over to an intermediate relay. The
time before the source node hands over the message is
distributed as min;cp, { Rs;}, which is the time before the
first node (possibly including the destination) is encoun-
tered. From property P3, we know that minjep, {Rs;}
has a finite expectation iff } ; p as; > 1+ |Psl, thus
obtaining condition C1. We now consider the conver-
gence of the second hop. As social oblivious protocols
cannot control which relay is used, the delay of the
second hop is finite iff delays from all possible relays
to the destinations are finite. If the node to which the
message has been handed over is not the destination
but another generic node j, the expected delay from j to
d is finite iff the expectation of the time before j meets
d is finite. Exploiting Lemma 1, we can model the time
before node j hands over the message to d as R;4, whose
expectation is finite iff a;q > 2. Please note that from

Single-copy schemes

here on, due to lack of space, we will not prove again
the necessity of the convergence conditions we derive.
In all cases it will be straightforward to prove it using
the same argument outlined above. The complete proofs
are however available in [25]. O

According to Theorem 1, the Direct Transmission pro-
tocol yields a convergent expected delay only if the
source node meets the destination with a residual inter-
meeting time whose expectation converges. This clearly
follows from the fact that the source node cannot exploit
any other relays for the forwarding of the message. In the
case of the two-hop scheme, the expectation converges
even if the source node is not able to ensure convergence
with a direct delivery. This can happen if the source node
is able to hand over the message to any of the possible
relays within a convergent expected time (Condition C1)
and if the meeting process between this relay and the
destination has a residual whose expectation converges
(Condition C2). Please note that condition C1 alleviates
the convergence condition on the source node at the
expense of the additional condition C2 on intermediate
relays.

With Theorem 3 we extend the analysis of single-copy
schemes by studying their n-hop version.

Theorem 3 (1-copy n-hop scheme): E[Dyq] converges if
and only if conditions C1 and C2 in Theorem 2 hold
true.

Proof: See Appendix C of [25] for a complete proof.
The intuitive reason behind Theorem 3 is that, since
the first hop (from source to first relay) and last hop
(from last relay to destination) are equivalent to those
in Theorem 2, they also share the same convergence
conditions (C1 and C2). For intermediate hops, it is
possible to prove that convergence conditions are looser
than C1 and C2, which are then sufficient and necessary
for convergence. O
Theorem 3 tells us that, when using single-copy social-
oblivious schemes, letting the message traverse more
than two hops does not improve the convergence of
the expected delay. Thus, when convergence is the only
goal, network resources can be saved using the two-hop
social-oblivious scheme without impairing the conver-
gence of the expected delay.

5.2 Multi-copy schemes

As discussed in Section 2, when multiple copies of the
same message can travel in parallel the opportunities
to reach the destination are multiplied. In this section
we investigate whether this also positively affects the
convergence of the expected delay. Please note that
hereafter we discuss the complete proof only for the first
lemma, which provides the rationale for obtaining the
other results of this section (for which just an intuitive
proof is sketched, while more details can be found in
Appendix C of [25]).
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5.2.1 Two-hop forwarding

Recall that, according to the multi-copy version of the
two-hop forwarding scheme, the source node hands
over a copy of the message to the first m encountered
nodes, which will then be only allowed to deliver the
message directly to the destination, if ever encountered.
In Lemmas 2 and 3 we study separately the first hop
and the second hop, then putting together their results in
Theorem 4. The goal is to derive how many convergent
copies the source node can send out at the first hop and
how many are needed for having a convergent second
hop. In fact, as we demonstrate below, the higher the
number of copies on the intermediate relays, the easier
the convergence at the second hop. Thus, the number of
copies that the source node is able to hand over within
a finite expected time is critical to the convergence of
the whole path. It is possible to prove that first-hop
convergence becomes more difficult as the number of
available relays decreases. Hence, after a certain point,
the number of relays left does not allow to deliver one
more copy within a finite expected time, setting an upper
bound on the maximum number of first-hop convergent
copies that the source node can send. This number
depends also on the order in which relays are used (i.e.,
on the Pareto exponents of the available relays), which in
turn depends on the sequence of encounters at the source
node. Clearly, this order cannot be controlled and it is
only the result of the evolution of the meeting process.
Since the source node can meet at most N — 1 nodes, the
possible sequences of distinct encounters are (N — 1)!.
Let us denote as m; the i-th of these permutations. For
each possible permutation 7;, in Lemma 2 we are able to
compute the maximum number (maz;°) of convergent
copies that can be sent at the first hop by the social-
oblivious source node. Then, considering all possible
permutations 7;, we can identify (Corollary 1) a range of
values (specifically, [max;, max;g]) within which max;°
can vary, and under which permutations 7; the extreme
values of the interval are achieved.

Lemma 2 (max:°): When intermediate relays are se-
lected by the source node according to sequence ;, the
source node is able to deliver at most maz;° copies to
as many relays with finite first hop expected delay, with
max;® being equal to the following:

maxi® = argmin{ f;° (m, ;) > 0}, @
s0 ) — [Ps| () _ (%)
where f5° (m,m) =m+) " ° oz’ — (24 |Ps]) and az

denotes the «,; exponent of the z-th node belonging to
;.

Proof: At the first hop m copies are relayed to the
first m distinct encountered nodes. Thus, the delivery
process at the first hop is a selection without repetitions:
every time a relay is selected, it is removed from the set
of future relays for the same message.

Let us define PF as the set of relays still available
to s when the source node is delivering the k-th copy,
to the time at which the message is generated at the

source, and ¢; the time at which the k-th copy is handed
over. Given that we assume that the probability that
any two nodes meet is greater than zero, we have that
|Ps| = N—1and |P¥| = N—1—(k—1) = N—Fk. Exploiting
Lemma 1, the time before the k-th copy is relayed
is given by min;cpr{Rs;}, which converges (Property
P3) as long as ) .pi(as; — 1) > 1, or equivalently,
Yjeprasj > 1+ [Py, with |P{| = N — k. In order
to achieve convergence for the m copies, this condition
should be satisfied for all k£ from 1 to m.

We start by finding whether convergence is achieved
for a fixed m. Lemma C1 in [25] tells us that the smaller
the cardinality of the set of random variables of which
we take the minimum, the tougher the convergence. This
implies that the strictest condition for the convergence of
the expected delay of the first hop is imposed by the m-
th copy, i.e., by the one that sees the smallest set of nodes
left for relaying. Thus, if we are able to define a conver-
gence condition for the m-th copy, then it follows that the
finiteness of the expected time to relaying for all previous
copies is automatically guaranteed. Let us thus focus on
the relaying of the m-th copy. When the (m — 1)-th copy
has been delivered, there are N —1—(m —1) =N —m
potential relays left for the m-th copy. The identities of
these N — m potential relays depend on the previous
evolution of the forwarding process (i.e., which nodes
have already been used). More specifically, there can be
(N —1)! different® permutations of the N — 1 nodes in
Ps, while there can be ( J]\y__;l) possible combinations for
the relays in P}*. Let us denote with 7; the i-th of the
(N—1)! permutations and with v; its corresponding com-
bination. That is, taken sequence m; = {a, e, ¢, b, f, h, g} of
encounters (where a,b,c,e, f, g, h are the nodes that the
source node can meet) and assuming m = 3 we denote
with v; the set {¢, b, f, h, g}, i.e, the set of nodes available
as relays once the first and second copies have been
handed over. Let us now define a mapping ¢ that goes
from set {as;}jep, to set {a,(zl)}ze{l vvvvv /p.|}, Where o
corresponds to the exponent o, of the z-th element in ;.
Using the above notation, the time before the m-th copy
is handed over is described by minje,, Rs;. Using again
property P3 and the mapping defined above, we have
that the convergence condition for the expected delay of
the m-th copy is given by the following:

P,
> ald4m—(N+1)>0. )

As discussed before, since the m-th copy experiences the
worst conditions for convergence, guaranteeing conver-
gence for the m-th copy implies automatic convergence
of all previous copies. Hence, Equation 2 characterizes
the stability region for first hop convergence.

5. Please note that any of these permutations happen with non
negligible probability, since we assume that all nodes can meet with
each other. A rigorous proof can be obtained exploiting the same
argument used in Part 4 of the proof of Theorem 3.
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The above equation defines the convergence condition
for the m-th copy when relays are encountered according
to encounter sequence ;. For a given node permutation
m;, we can also compute the greatest m value for which
convergence is achieved, and in the following we dis-
cuss how. Recall that, according to Lemma C1 in [25],
convergence becomes more difficult as m increases. This
is highlighted also by Equation 2. In fact, the left-hand
side of the equation (hereafter denoted as f2°,.(m,m;))
decreases as m increases (the formal demonstration is at
the end of the proof). This implies that either £, (m, ;)
is always above/below zero or f3° (m,m;) crosses the
x-axis at a certain point. If f3° _(m, ;) is always below
zero, the source node is not able to send any copy with
finite first hop expected delay. Otherwise, the maximum
number of convergent copies (for a given node encounter
sequence ;) that the source node can send is equal to
the greatest m for which f3° _(m,m;) is still above zero.
Hence, Equation 1 follows.

To conclude the proof, let us now demonstrate that

so (m,m;) decreases with m. To this aim, consider
moving from m to m + 1. Function 32, (m + 1,m;) can
be rewritten as Z‘J;In o — ol ym+1-— (N +1). Thus,
the difference between f32 . (m + 1,m;) and £, (m,m;)
is 1 — aﬁ,?. 1-— a£}2 is always smaller than zero, since
we have assumed «;; > 1 for all 4,j node pairs. This
implies that the left-hand side of Equation 2 decreases
as m increases. O

Corollary 1: Quantity max$® derived in Lemma 2 takes
values in the interval [mazj?, max;j]. The upper and
lower bound on max;® (corresponding to the best and
worst case for convergence) are reached when m; corre-
sponds to nodes encountered in increasing and decreas-
ing order of a;, respectively.

Proof: Let us provide an intuitive explanation for this
result. We can divide the set P, of possible relays at the
source node into two disjoint sets, one containing the
nodes that have already been used as relays and one con-
taining those that have not. Clearly, as copies are handed
over by the source node, nodes move from the second
subset to the first subset. Convergence is determined
by the exponents associated with nodes in the second
subset (nodes still to be encountered). The higher the
exponents in this subset, the easier the convergence, and
vice versa. When convergence is easier, the source node
can send more copies. Conversely, when convergence is
more difficult less convergent copies can be sent. Thus,
in the best case the exponents associated with nodes in
the second subset are the highest among the nodes in P;,
while in the worst case such exponents are the lowest.
From this, Corollary 1 follows. O

Let us now focus on the second hop. The sequence
m; according to which the source node meets the other
nodes affects not only the first hop delay but also the
second hop delay. In fact, the relays picked by the source
node according to m; are those that are in charge of
bringing the message to its final destination. It is possible

to prove (Lemma C1 in [25]) that the higher the number
of relays the easier the convergence. However, given
a sequence of encounters m;, there exists a minimum
number of relays that is enough for guaranteeing conver-
gence. We denote this number as min{°, and we derive
it in Lemma 3.

Lemma 3 (minj°): Assuming that intermediate relays
are selected in the order specified by sequence m;, the
expected delay from intermediate relays to the desti-
nation d will converge if and only if there are at least
mini® intermediate relays, with ming°® being equal to the
following:

minfo = arg mln{frsnozn(ma ﬂ-i) > 0}7 (3)

so (m, ;) is defined as 3™, o) — (14 m) and
ol denotes the exponent «jq associated with the z-th
node in encounter sequence m; — {d}.

Proof: The second hop can be modelled as a parallel
delivery from m relays to the destination. Let us consider
the i-th relay, assuming that it receives its copy of the
message at time ¢;. The time before the i-th relay hands
over its copy to the destination can be modeled as a
residual intermeeting time (Lemma 1). Considering all
m relays, the time before the first of the m copies reaches
the destination can be modeled as the minimum of the
residual intermeeting times between the relays and the
destination. Once we focus on a specific sequence m;—{d}
of encounters at the source node, it is clear that the first
m relays correspond to the first m nodes in the sequence.
We denote with " the o ja exponent associated with the
z-th node in m;. Then, applying pro(perty P3, we obtain
the convergence condition 7", ol —m > 1. Since,
as discussed before, convergence becomes easier as m
increases, the minimum number min;°of copies required
at the second hop for convergence under sequence of
encounters m; — {d} corresponds to the first (integer) m
value in the above equation for which the condition is
satisfied. Hence Equation 3 follows. For a detailed proof,
see [25]. OJ

Corollary 2: Quantity min:° derived in Lemma 3 takes
values in [minjJ, min;)]. The upper and lower bounds
on mini® (corresponding to the worst and best case for
convergence) are reached when 7; corresponds to the
sequence of nodes ordered in increasing and decreasing
order of their exponents o4, respectively.

Now, we use the results in Lemmas 2 and 3 for
deriving the stability region of the delay under m-copy
2-hop social-oblivious forwarding (with m < N —1).

Theorem 4 (m-copy 2-hop scheme): E[Dsq4] converges if
and only if the following condition holds true:

C3  m > mingy, Amaxi® > mini®, Vi € {1,...,[PE[},
where set PP is the set of all permutations for elements
in P,.

Proof: In order to derive C3, first we notice that,
e.g., the first hop and second hop worst case (maz;¢ and
ming,, respectively) in general do not happen simulta-
neously. In fact, meeting processes between nodes are

where f3°
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independent, and the fact that node j meets the desti-
nation frequently (high «;;) does not generally imply
that it also meets the source node frequently (high «;),
and vice versa. Thus, the order on set {a,;} determined
by sequence 7; does not correspond to the same ordering
on set {aq}. Since worst cases are not correlated (either
positively or negatively), we have to impose convergence
on all the possible combinations for relay selections.
This implies deriving a sequence of a,; based on w;
and its corresponding sequence of «j4 and verifying
convergence for each of these permutations. In practice,
we compute a pair (max{’,mini°) for each possible
sequence 7; of relays. Convergence is possible as long
as max;® > minj° for all permutations, since this means
that the first hop is always able to provide to the second
hop the number of copies needed for convergence. When
the above condition is satisfied, convergence is ensured
as long as we send a number m of copies equal to or
greater than the number of copies needed in the worst
case at the second hop, hence® we set m > mini%. O
Corollary 3: A sufficient condition for the convergence
of the expected delay under the memoryful m-copy two-
hop forwarding scheme in Theorem 4 is given by the
following:
CS[S]
Proof: The sufficient condition C3,; follows directly
from Lemmas 2 and 3. What these lemmas told us is
that, in the worst case, the first hop delivery can at
most provide max;¢ copies (with finite first hop expected
delay) while, again in the worst case, the second hop
delivery needs at least min;;, copies. When C3[,) holds
true, it is guaranteed that, in all cases, the minimum
number of copies needed at the second hop is provided
by the first hop, thus proving the sufficiency of the
condition. O
As discussed before, Chaintreau et al. [8] studied the
m-copy two-hop scheme under homogeneous mobility
patterns (corresponding to «;; = «,Vi, j). For the sake
of completeness, in [25] (Appendix C.2.1) we verify that
Theorem 4 confirms and extends the results in [8].

m > mini‘; A mz’nfg, < max;J.

5.2.2 Multi-hop forwarding

Again we consider a social-oblivious protocol in which
the source node generates m copies of the message and
hands them over to the first m nodes encountered. Once
the source node has handed over the m copies, these
copies travel along multi-hop social-oblivious paths until
the destination is found. Theorem 5 describes the con-
vergence conditions that apply in this case.
Theorem 5 (m-copy n-hop scheme): E[Dsq] converges if
and only if condition C1 and C2 in Theorem 2 hold true.
Proof: As we did before, we only sketch the proof
and we refer the reader to Appendix C in [25] for

6. Please note that m can be configured to be smaller or greater than
maz3° for a given ;. In the first case, the source node will simply send
m convergent copies rather than maz;°. In the second case, the source
node will be able to send max;° with finite first hop expected delay
and all other copies will be divergent.

the rigorous mathematical derivation. Here, the source
node is memoryful and thus it guarantees that the m
copies are relayed to m distinct nodes. However, it is
possible to prove that, after the first hop, there is a
non negligible probability that all m copies are relayed
to the same node. This is clearly a worst case as far
as the convergence of the expected delay is concerned,
because the parallel delivery offered by the multi-copy
approach is not exploited. Since basically the multi-copy
forwarding process turns into a 1-copy n-hop scheme, it
means that copies in addition to the first one are useless
in terms of convergence. Thus, we simply need to ensure
that at least one copy achieves convergence, which is
guaranteed by the same conditions applying to the 1-
copy n-hop scheme, i.e., C1 and C2. O

5.3 Discussion

Table 1 summarises the results derived so far for social-
oblivious forwarding protocols. In the following we
will informally speak about convergent relays to denote
nodes for which the associated convergence condition
is satisfied. The first interesting finding is that n-hop
social-oblivious protocols (last two columns of Table 1)
are no more effective in delivering the message with
finite expected delay than the simple 1-copy 2-hop for-
warding. In fact, they both share the same convergence
conditions (C1 and C2), but the former consumes much
more network resources than the latter. So, if we are
only interested in the convergence of the expected delay,
paths with more than two hops should be avoided, as
two hops ensure that the available forwarding diversity
between nodes is explored, while minimizing resource
consumption.

With social-oblivious protocols, when the source node
meets the destination with a residual intermeeting time
having a,q > 2, there is no reason to exploit other relays,
as this will only introduce the chance of picking a bad re-
lay. In fact, when the number of hops is allowed to grow,
we have to impose on intermediate relays additional
constraints that are not needed by Direct Transmission
(see, e.g., condition C2 in Theorem 3 which requires that
the residual intermeeting time between any relay and
the destination achieves a finite expectation).

Different is the situation in which asg < 2. In this case,
the source node cannot reach destination d directly with
a finite expected delay but it may be able to hand over
the message to other nodes within a finite expected time.
Hence, exploring more relays can prove convenient. If
these intermediate relays are all able to individually
deliver the message to the destination within a finite
expected time, then the 1-copy 2-hop strategy guarantees
convergence while minimizing resource consumption.

Instead, when there exists at least one divergent in-
termediate relay, the most effective strategy is the m-
copy 2-hop forwarding, under which the source is able
to send up to maxy, copies of the message. If max;, = 1,
we find again conditions C1 and C2 that hold for the 1-
copy 2-hop strategy. However, if the source node can
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1 hop 2 hops n-hop
1 copy | m copies | 1 copy [ m copies | 1 copy [ m copies
social-oblivious | asq > 2 | - [ICLC2] [ [C3] [ ICLC2] | IC1C2] |
social-aware | asa > 2 | - [ [C4C5] [ [C8] [1ICe C71] IC6, C7] |

TABLE 1
Summary of convergence conditions for social-oblivious and social-aware routing strategies

reach operating point maz;;, > 1, conditions on the

delivery from the relays to the destination become less
restrictive since the more the copies sent out by the
destination (with finite first hop expected delay) the
easier the convergence at the second hop (Lemma 3).

6 EXPECTED DELAY CONVERGENCE FOR
SOCIAL-AWARE SCHEMES

In this section our goal is to derive the convergence
conditions for the social-aware approaches introduced in
Section 4, which will then be used to investigate whether
the social-aware approach outperforms the best social-
oblivious ones. In the following, we denote with R; the
set of possible relays for node i, i.e., the set of nodes
whose fitness is greater than that of node 4. Recall that,
with social-aware forwarding, nodes can hand over a
message only to nodes with higher fitness.

6.1

We start our discussion with the case of single copy
schemes. Please recall that social-aware strategies do not
make sense when only one hop is allowed, since this hop
is necessarily the destination itself and Theorem 1 holds.
Thus we go straight to the 1-copy 2-hop case.

Theorem 6 (1-copy 2-hop social-aware scheme): E[Dsq]
converges if and only if the following conditions hold:

C4 D ir. asi > 14 (|R

C5 aja > 2,Vj e Ry —{d}.

Proof: The proof is a step-by-step repetition of the
proof of Theorem 2, with the only difference that this
time relays belong to R, thus we omit the proof. O

Theorem 6 mirrors Theorem 2 with the exception that
only nodes with fitness higher than that of the source
node can be selected. At first sight, this seems only
a minor difference, but it proves extremely significant
in all those cases in which the source node is already
a “good” relay (from the convergence standpoint). In
these cases, in fact, with social-aware forwarding we
are sure that only relays better than the source node
can be picked, thus ensuring that convergence can only
improve, never get worse, at the second hop.

Theorem 7 (1-copy n-hop social-aware scheme): E[Dgq]
converges if and only if the following condition holds:

C6 ZjGRi Q5 > 1+|R1| for all ¢ GRSU{S}

C7 n>|Dj+1,
where set D comprises nodes j € Rs whose exponent
value o4 is smaller than or equal to 2.

Proof: The proof exploits the ordering guaranteed
by social-aware policies. Specifically, when social-aware
policies are used, messages are forwarded along a path

Single-copy schemes

R,
e
R;
©) R,
Fig. 1. Social forwarding at a glance

with increasing fitness. For the sake of simplicity, in the
following we assume that there cannot be two nodes
with the same fitness value. Recalling that R; denotes
the set of potential relays when the message is on node
i, we have that, for a generic path {s,4,--- ,J,z,d} with
increasing fitness, the relation Rs D R; O ---R; D R,
holds. Exploiting Lemma 1, we know that the time
before the message leaves a generic node ¢ is dis-
tributed as minjer,{R;;}. According to property P3, the
above expression has a finite expectation if and only if
>jer, @ij > 1+|Ri| (condition C6).

In order to complete the proof, we have to consider
the fact that when a message has reached the maximum
number n — 1 of allowed intermediate hops, the relay
currently holding the message can only deliver it to the
destination directly. Thus, a;q > 2 is required after n —1
relays have been reached. Let us split all possible relays
in R, into two subsets C and D, such that CUD = R.
Subset C contains all nodes j € R, such that a;q > 2,
while subset D contains those nodes j € R, with
exponent «;4 smaller than or equal to 2. Please note
that, due to social-aware forwarding rules, once a relay
in C is picked, all subsequent relays will be also drawn
from C, since nodes in C are “closer” to the destination
than those in D. As far as convergence is concerned, in
the worst case, all nodes in D are exploited before those
in C. So, if we set n — 1, i.e., the maximum number of
intermediate hops allowed, to be greater than or equal to
|D|, we are sure that, even in the worst case, a relay in C
is eventually selected. Since for relays in C convergence
is guaranteed (in fact, ojq > 2, when j € C), the overall
expected delay will converge. O

6.2 Multi-copy schemes

Frequently, social-aware schemes are multi-copy. In the
following we analyze whether using multiple copies can
help the convergence of the expected delay when social-
aware schemes are in use. The proofs of this section
follow the same line of reasoning of the corresponding
social-oblivious versions, once substituting P; with R;.
For this reason, in the following we omit them.
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6.2.1

First, we focus on the m-copy 2-hop scheme. To this aim,
we derive Theorem 8, which is in turn based on the
following lemmas. Please note that in this case sequence
m; only contains nodes that belong to R;.

Lemma 4 (maxi®): When intermediate relays are se-
lected according to sequence m;, the source node is able
to deliver at most max;® copies with finite first hop
expected delay, with max* being equal to the following:

Two-hop forwarding

maxf“ = arg min{friaaw (m7 ﬂ-i) > 0}’ (4)
m

where f3¢ (m,m;) = m—i—zm ol — (24 |Rs]) and ot

denotes the exponent «;; of the z-th node in sequence

;.

Corollary 4: Quantity max{® derived in Lemma 4 takes
values in the interval [max;}, max;}]. The upper and
lower bound on maz;* (corresponding to the best and
worst case for convergence) are reached when m; corre-
sponds to nodes in R encountered in increasing and
decreasing order of «;, respectively.

Lemma 5 (minj®): Assuming that intermediate relays
are selected in the order specified by sequence m;, the
expected delay from intermediate relays to the desti-
nation d will converge if and only if there are at least
mini® intermediate relays, with min{* being equal to the
following:

mini® = argmin{ f; % (m,m;) > 0}, )
where f5¢ (m, ;) = X", o) — (1+m) and o de-
notes the exponent «;q associated with the z-th node in
encounter sequence m; — {d}.

Corollary 5: Quantity mini® derived in Lemma 5 takes
values in [minjy, mingg)]. The upper and lower bounds
on mini® (correspondmg to the worst and best case
for convergence) are reached when ; corresponds to
the sequence of nodes (belonging to R,) ordered in
increasing and decreasing order of their exponents a;q4,
respectively.

Lemmas 4 and 5 are the social-aware equivalent of
Lemmas 2 and 3. Using their results, the following
theorem about the 2-hop convergence can be derived,
with m < |Rs|.

Theorem 8 (m-copy 2-hop social-aware scheme): E[D 4]
achieves convergence if and only if the following
condition holds true:

*vie{l,...,|RE|},
where set R? is the set of all permutations m; for set R.

Corollary 6: A sufficient condition for the convergence
of the expected delay under the social-aware m-copy
two-hop forwarding scheme in Theorem 4 is given by
the following:

C84
Comparing the soc1a1—aware m-copy 2-hop with its
social-oblivious counter part is not straightforward. In
Section 7 we prove analytically that there is no clear

C8 m > mingg, Amax;® > min;

m > mzn /\ mzn < maa:l

10

winner between the two, and that either one or both can
achieve convergence depending on the mobility scenario
considered.

6.2.2 Multi-hop forwarding

Finally, in Theorem 9 we consider the most general
case in which the source node generates m copies for
the message and each of them travel up to n hops
along independent paths. We find that also in the social-
aware case, multiple copies used together with multiple
hops do not improve convergence with respect to the
simple 1-copy n-hop scheme. Intuitively, this is because
in the worst case (which occurs with non-negligible
probability) all copies, after the first hop, follow the same
multi-hop path, which requires conditions C6 and C7 for
convergence.
Theorem 9 (m-copy n-hop social-aware scheme): E[D 4]

converges if and only if conditions C6 and C7 in
Theorem 7 hold true.

6.3 Discussion

Table 1 summarizes the convergence conditions for
social-aware schemes derived so far. As in the social-
oblivious case, multi-hop schemes do not benefit from
the use of multiple copies, and in fact the 1-copy n-
hop scheme and the m-copy n-hop scheme share the
same convergence conditions. Similarly, the difference
between 2-hop schemes mirrors that between the cor-
responding social-oblivious versions. Thus, the 1-copy
2-hop scheme is effective when «a;q > 2 for all j € R,
since it allows us to save resources by sending a single
copy. However, when condition C5 does not hold, the
only chance to achieve convergence is to exploit multiple
copies.

If we focus on single-copy schemes, it is interesting
to note that, differently from the social-oblivious case
in which using additional hops did not provide any
advantage, 1-copy social-aware schemes may benefit
from multiple hops. In fact, for the 1-copy 2-hop scheme
we need to impose that all intermediate relays j meet
the destination with «j;q > 2, which is a quite strong
condition. On the other hand, if we use multiple hops
(1-copy n-hop case), conditions C6 and C7 are required,
which are milder than C5. More specifically, assuming
that there are no limitations to the value that we can
assign to n, condition C7 can be easily satisfied. Then,
C6 relates to the convergence of the minimum of a set
of Pareto random variables, which is always easier to
achieve than for any single random variable from the
set (corresponding to condition C5). The only constraint
for the 1-copy n-hop case is that there must be at least
one node z (the one with the highest fitness) meeting the
destination with a4 > 2. In fact, for z, R, = {d}.

Finally, we compare the m-copy 2-hop case with the
1-copy n-hop case (which is equivalent to the m-copy
n-hop scheme). There is no clear winner here, as each
scheme can provide convergence when the other one
cannot. For example, consider the case in which the
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source node is not able to send more than one copy
(i.e, maz* = 1,¥i € {1,...,|R2|}). In this case, the
m-copy 2-hop scheme becomes effectively a 1-copy 2-
hop scheme, which fails to achieve convergence if some
intermediate hop j does not have exponent «;, greater
than 2 (condition C5). Instead, exploiting multiple hops
pays off in this case, as it allows us to rely on more
intermediate relays, which may not meet the destination
within a finite expected time but can bring the message
“closer” to nodes that do meet d with «j4 > 2. Vice versa,
when maz;* > 1 for some i, the cooperative delivery
of the multiple copies can overcome the presence of
intermediate relays for which conditions C6-C7 do not
hold. For example, when there is not even one relay j
with «ajq > 2, then the m-copy 2-hop case is the only
possible choice.

7 COMPARING SOCIAL-AWARE AND SOCIAL-
OBLIVIOUS STRATEGIES

In the previous sections we have separately analyzed
the convergence properties of social-oblivious and social-
aware forwarding schemes, identifying the best strate-
gies, from the convergence standpoint, for each of the
two categories. In the following we take the champions
of each class and we investigate whether there is a
clear winner between social-oblivious and social-aware
strategies when it comes to the convergence of their
expected delay.

Let us first consider the case agq > 2. We have seen in
Section 5.3 that with this configuration the Direct Trans-
mission scheme is the best choice from the convergence
standpoint. In fact, with social-oblivious schemes using
more than one hop, “bad” relays can be selected even
starting from a source that is already able to reach the
destination with a finite expected residual intermeeting
time. This does not happen with social-aware strategies.
In fact, assume that the source is the only node with
asq = 2 + ¢, while all other nodes meet the destination
with a;q = 1+ ¢, with ¢ being a very small quantity. In
the social-aware case, R contains only the destination,
as all other nodes are clearly worse than the source
node as relay. This shows the adaptability of social-aware
schemes: the additional knowledge that they exploit
makes them able to resort to simpler approaches (in this
case, Rs = {d} is equivalent to the Direct Transmission)
when they realize that additional resources in terms of
number of copies or number of hops would not help
the forwarding process. This implies that one can safely
use the m-copy 2-hop or the 1-copy n-hop social-aware
protocols because in the worst case they will do no harm
(they will downgrade to simpler strategies, without ex-
ploiting wrong paths), while in the best case they are able
to improve the convergence of the forwarding process.

When a9 < 2 and «jq > 2 for all nodes j in the
relay set (i.e., j € Rs — {d} for the social-aware case and
J € Ps—{d} for the social-oblivious case), the strategy of
choice is the 1-copy 2-hop for both the social-oblivious

11

and social-aware category. However, the 1-copy 2-hop
social-aware scheme is overall more advantageous than
its social-oblivious counterpart. More specifically, when
the source node is the worst relay for the destination (i.e.,
min;{a;q} = asq), the social-oblivious and the social-
aware approaches are equivalent (given that P; = R).
In all other cases, instead, Ry C P, thus, for the set
of nodes in Py — R, social-aware forwarding does not
impose any constraint, while social-oblivious forwarding
needs to impose constraints, thus resulting in stricter
conditions for convergence.

Let us now focus on the remaining cases, namely i)
when a,q < 2 and not all intermediate relays have
exponent greater than 2, and ii) when «;q < 2 for all
nodes j. In the first case, the social-aware m-copy 2-hop,
the social-aware 1-copy n-hop, and the social-oblivious
m-copy 2-hop can achieve convergence. In the second
case, the only options for convergence are the social-
aware m-copy 2-hop and the social-oblivious m-copy 2-
hop. We first highlight the differences between the n-hop
approach and the 2-hop approach by discussing when
the social-aware 1-copy n-hop outperforms the other
two strategies in terms of convergence (which can only
happen in case i), then we focus on the social-aware and
social-oblivious m-copy 2-hop strategies, thus covering
both case ¢ and i:.

So, assume that there exists at least one node z that
meets the destination with a.4 > 2. The m-copy 2-hop
strategies send multiple copies to a set of relays, which
in turn can only deliver the message to the destination
directly. This implies that intermediate relays must have
collectively the capability of reaching the destination, for
all subsets with size m of possible relays. Here, only
meetings with the destination are relevant, and if all
relays but z have very low exponent for encounters
with the destination, convergence may not be achieved.
Differently from the 2-hop strategies, the social-aware n-
hop scheme do not rely exclusively on the capabilities of
meeting with d, but it is able to generate a path towards
the destination in which intermediate nodes may not be
good relays for d but good relays towards nodes with
high fitness (in the extreme case, only a4 > 2 can hold).
Thus, in the n-hop case, as long as the message can leave
intermediate relays within a finite expected time, this
could be enough for convergence. An example scenario
is provided in Section 7.1. When all three strategies
achieve convergence, the one to be preferred can be
chosen based on resource consumption considerations.
With the m-copy 2-hop strategies there can be up to 2m
transmissions, while with the 1-copy n-hop scheme there
are n. Hence, when n < 2m, the single-copy scheme
should be preferred.

Let us finally compare the social-oblivious and the
social-aware m-copy 2-hop schemes. Since they seem
to cover similar mobility scenarios (as discussed in the
previous section) and to be based on similar mechanisms
(the min; and maz; quantities, whose relation with m
determines the convergence), it may be difficult to intu-
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itively evaluate which one performs better in terms of
convergence. For this reason, Theorem 10 below (whose
proofs can be found in [25]) we tackle this problem
from an analytical perspective. In Appendix E of [25]
we provide a concrete example for both cases.

Theorem 10: Since both the following configurations
are feasible under the conditions in Lemma D1, it may
happen that either the social-oblivious m-copy 2-hop
scheme achieves convergence when the social-aware m-
copy 2-hop scheme does not (Equation 6), or vice versa
(Equation 7), depending on the underlying mobility
process.

max;® > mini® > min{® > max;® (6)

mini® > maxi® > maxi® > min® (7)

Intuitively, an example of the first case is when there
are a lot of nodes that meet the source with high as;
(thus resulting in high max$°, high enough to be greater
than min;°); if those relays have very low o4, they will
not be used by the social-aware scheme, thus resulting
in a low max$*, possibly not high enough to guarantee
that the second hop converges. It is easy to construct a
corresponding example for the other case.

71

In order to complement the theoretical discussion of the
previous section, in the following we provide a concrete
example for the case in which the social-aware 1-copy
n-hop scheme is the only one achieving convergence. In
[25] we also provide two concrete examples for the cases
discussed in Theorem 10.

The mobility scenario we consider is described by the
exponent matrix in Figure 2. Please note that such matrix
has been chosen just to exemplify the behaviour of the
social-aware 1-copy n-hop scheme. For a more realistic
analysis, please refer to Section 8. Element «;; in matrix
o (of size 10) gives the Pareto exponent for the ¢, j node
pair. We assume that node ¢ = 1 is the source node and
that node j = 10 is the destination. In this case the source
node is the node with the lowest fitness value, thus the
m-copy 2-hop social-oblivious and social-aware schemes
overlap (in fact, Ps = Rs).

Example

0 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.22 1.125
1.22 0 1.33 1.33 1.33 1.33 1.33 1.33 1.33 1.13
1.22 1.33 0 1.44 1.44 1.44 1.44 1.44 1.44 1.14
1.22 1.33 1.44 0 1.55 1.55 1.55 1.55 1.55 1.15
_ 1.22 1.33 1.44 1.55 0 1.66 1.66 1.66 1.66 1.16
@ = 1.22 1.33 1.44 1.55 1.66 O 1.77 1.77 1.77 1.17
1.22 1.33 1.44 1.55 1.66 1.77 0 1.88 1.88 1.18
1.22 1.33 1.44 1.55 1.66 1.77 1.88 0 1.99 1.19
1.22 1.33 1.44 1.55 1.66 1.77 1.88 1.99 0 2.1
1.11 1.12 1.13 1.14 1.15 1.16 1.17 1.18 2.1 0

Fig. 2. Exponent matrix

We start with the 1-copy n-hop scheme. The size of set
D is 8, since there are eight nodes with «;4 < 2. Thus,
we need to set the maximum number of allowed hop n
to 9 (condition C7). Then, we compute Zj er, Mij — (14
R;) (condition C6) for all nodes i € R, U {s} (Table 2).
Since the computed quantities are greater than zero for

12
TABLE 2
Condition C6 for each relay (including the source)
| t [ 2 | 3 [4]5] 6 [ 7 |8 ]9

C6 089 | 144 | .78 [ 19 1.8 | 1.48 [ 0.94 | 0.18 | 0.1
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Fig. 3. min; and max; for the m-copy 2-hop scheme.

all possible relays (including the source node), the 1-copy
n-hop social-aware scheme achieves convergence in this
scenario.

We now focus on the m-copy 2-hop scheme, recalling
that the social-oblivious version and the social-aware
version are equivalent in this case (thus we drop su-
perscripts so and sa). In order to verify sufficient con-
dition C3y,), we need to find maz;, and min.,, i.e., the
value of maz; and min; in the worst case. According
to Corollary 1, maz;, is reached when permutation =;
corresponds to relays encountered in decreasing order of
o, while, according to Corollary 2, min,, is achieved
when permutation 7; corresponds to relays encountered
by the source node in increasing order of «;qs. We de-
note these two permutations as n; and « respectively.
In Figure 3, we plot function fX (m) = frae(m,n})
corresponding to the case in which max;, is reached
and function f,* (m) = fmin(m,n}) corresponding to
the case in which min,, is achieved. Recall that min,,
corresponds to the first m value for which f,” is greater
than zero, thus min,, = 7. Similarly, max;, corresponds
to the last m value for which function fX  is greater
than zero, and so max;,, = 5. Since maz;, < Minyy,
sufficient condition C3y,) is not satisfied.

It is easy to show that also the necessary and sufficient
condition C3 does not hold. Recall that the necessary and
sufficient condition states that convergence is ensured as
long as max; > min; for all encounter permutations 7;.
However, this does not happen here. Consider (Figure 3)

up and f,l,fm, i.e., functions f,q; and fp, in the best
case. The first integer values of m before the functions
become negative determine the values of max,;, and
ming. Since maxy, = 5, from Corollary 1 we have
that maz; varies in the range [5, 5], i.e., maz; is always
equal to 5 regardless of the permutation considered.
This means that, for the permutation corresponding to
the min; worst case, the source node will not be able
in any case to send more than 5 copies with finite
first-hop expected delay (while 7 are required). Hence,
convergence cannot be achieved in this case.
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Fig. 4. Percentage of convergent pairs in traces.

8 CONVERGENCE IN MOBILITY TRACES

We conclude the paper by applying the convergence
conditions derived in the previous sections to a set of
contact traces that are frequently used in the literature:
Cambridge [26], Infocom’05 [26], and RollerNet [27],
composed respectively of 12, 41, and 62 nodes. Due to
space limitations, we do not recall further properties of
these traces and we move straight to the application
of our convergence conditions. The Pareto exponents
are estimated using Maximum Likelihood Estimation,
setting i, equal to the sampling interval used for
collecting the trace (120s for both Infocom’05 and Cam-
bridge, 15s for RollerNet). Under this configuration,
after applying the Cramer-von Mises criterion, we obtain
that the Pareto hypothesis cannot be rejected for 80%,
97%, and 85.5% of pairs for Cambridge, Infocom’05, and
RollerNet, respectively’.

In Figure 4 we show the percentage of pairs for which
the strategies identified in Section 4 achieve convergence,
in both the social-oblivious and the social-aware case. We
omit the n-hop schemes that share the convergence con-
ditions of other strategies that consumes less resources,
as discussed in Sections 5.3 and 6.3. However, we
provide the results obtained by applying the sufficient
convergence conditions in Corollaries 3 and 6, in order
to highlight that in these cases they identify correctly
the right set of pairs. In the Cambridge dataset (Figure
4(a)), the best performance in terms of convergence is
delivered by the social-oblivious m-copy 2-hop scheme,
with the social-aware m-copy 2-hop scheme just slightly
behind. In the Infocom dataset (Figure 4(b)) there is
basically a tie between the same two strategies, with the
social-aware one performing slightly better in this case.
In the RollerNet scenario (Figure 4(c)), the social-aware
m-copy 2-hop scheme clearly outperforms the others.

From the Pareto exponent distribution point of view,
the Cambridge dataset is the one more shifted towards
higher values (min=1.39, median=1.68, max=2.86) with
respect to Infocom (min=1.24, median=1.43, max=1.82)
and RollerNet (min=1.27, median=1.58, max=3.27). This
is reflected by the performance of the Direct Transmis-
sion scheme. In the Infocom dataset no pair meets with

7. Different acceptance percentages in [27] are due to a different ¢,,,ir,
setting. We believe that it is more correct to set t,,;n equal to the
granularity of the trace because samples smaller than the granularity
are a just a few and only emerge due to statistical fluctuations.

(b) Infocom’05

(c) RollerNet

an exponent higher than 2. This is a very unfortunate
case from the convergence standpoint, but the m-copy
2-hop schemes are still able to overcome this limitation
and to reach around 80% of pairs with a convergent
expected delay. Figure 4 also confirms the importance
of taking into account heterogeneity when studying the
convergence of forwarding strategies. In fact, applying
the convergence condition for the homogeneous case
derived in [25] (a > % +1, assuming that we set m > &)
and using the estimated exponent for the aggregate
intermeeting times (o = 1.44), we would have obtained a
“convergent” verdict for the m-copy 2-hop scheme for all
source-destination pairs in the Infocom scenario, but this
is not always the case, as shown in Figure 4(b).

9 CONCLUSIONS

Assuming heterogenous Pareto intermeeting times, in
this paper we have derived the conditions on the Pareto
exponents such that the expected delay of a large family
of forwarding protocols is finite. Our main result for the
social-oblivious case is that convergence is not improved
by using more than two hops (and in some conditions
direct transmission, with just one hop, is the most effi-
cient choice). In the social-aware case, instead, allowing
more than two hops can provide convergence when all
other strategies fail. As for the comparison of single-
copy and multi-copy schemes, we found that multi-copy
strategies can, in some cases, outperform single-copy
strategies in terms of convergence of the expected delay.
The use of multiple copies, in fact, benefits from the
parallel delivery of the message from different nodes,
which may overcome the limitations of individual nodes
in achieving a finite expected delay. Finally, comparing
social-oblivious and social-aware multi-copy solutions
we were able to prove mathematically that there is not
a clear winner between the two, since either one can
achieve convergence when the other fails depending on
the underlying mobility scenario.

Besides the theoretical value of the above convergence
model per se, we believe that such model has also
important practical implications. For the majority of
forwarding schemes, nodes would be able to evaluate
online whether a policy can achieve convergence or not
(hence they can decide which one is to be preferred).
For example, convergence can be easily verified for 1-
hop and 2-hop strategies, since it is perfectly reasonable
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to assume that nodes can learn the Pareto exponents of
their direct neighbours. The only relevant policy (from
the convergence standpoint) for which nodes may not be
able to verify the convergence online (because it would
require the knowledge of the exponents of potentially
distant nodes) is the social-aware m-copy n-hop scheme.
One way to address this problem is to let the source node
pick this strategy only as a last resort, i.e., only when it is
not possible to collect the required exponents for testing
its convergence and when two-hop schemes are not able
to achieve it.
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Abstract—Opportunistic communications have been recently
proposed as a key strategy for offloading traffic from 3G/4G cellu-
lar networks, which is particularly beneficial in case of crowded
areas where many users are interested in similar contents. To
conserve energy, duty cycling schemes are typically applied,
and therefore contacts between nodes may become intermittent
and sporadic also in dense networks. It is thus of paramount
importance to accurately tune the duty cycling policy in order
to meet energy requirements without compromising the quality
of communications. In this paper, building upon a model of
duty cycling in opportunistic networks that we have validated
in a previous work, we study how to optimise the value of the
duty cycle in order to provide probabilistic guarantees on the
delay experienced by messages. More specifically, for a broad
range of end-to-end delay distributions, we provide closed-form
approximated solutions for deriving the optimal duty cycle such
that the probability that the delay is smaller than a target value z
is greater than or equal to a configurable probability p.

I. INTRODUCTION

Opportunistic networks have been conceived at the inter-
section between Mobile Ad hoc NETworks (MANET) and the
Delay Tolerant (DTN) paradigm. In the conventional model,
they exploit the movements of the nodes of the network
(people with their smart, handheld devices like tablets and
smartphones) in order to deliver messages to their destinations
according to the store-carry-and-forward paradigm: nodes hold
messages while they move and forward them to other nodes
that are in radio contact, until messages reach their final
destination. Opportunistic communications were initially seen
as a standalone solution for those scenarios in which the nodes
of the network were sparse and the infrastructure unavailable
(disaster/emergency scenarios, developing countries, etc.). Re-
cently, however, they have become one of the key strategies
for mobile data offloading [1], whose main goal is to offload
the traffic from cellular networks to other types of networks
(e.g., WiFi infrastructured or MANET) in a synergic way, in
order to address the overloading of the 3G/4G infrastructure.

In case of crowded environments (and thus dense networks)
overloading may be even more critical, and opportunistic
networking techniques can be usefully applied, as follows.
Due to the typical Zipf-like shape of content interest, it is
likely that large fractions of users in the crowd are interested
in few, very popular contents (e.g., those mostly related to the
area where the crowd gathers). Multicast can be a solution
to reduce the traffic load only when content requests can be
synchronised. When requests are generated dynamically by
users, exploiting communications between users’ devices is
a more flexible solution, as content can be sent through the
cellular network only to a few of them, exploiting opportunistic

communications for the rest. The D2D technology addresses
this goal to some extent, and is currently proposed in latest
LTE releases. In this paper we focus on offloading through ad-
hoc WiFi or Bluetooth technologies, as this approach permits
to exploit additional portions of the spectrum (and, therefore,
additional bandwidth) with respect to that allocated to cellular
networks. A possible roadblock in this scenario is the fact that
direct communications consume significant energy. To address
this, nodes are typically operated in duty cycling mode, by
letting their WiFi (or Bluetooth) interfaces ON only for a
fraction of time. The joint effect of duty cycling and mobility
is that, even if the network is dense, the resulting patterns
in terms of communication opportunities is similar to that of
conventional opportunistic networks, as devices are able to
directly communicate with each other only when they come
in one-hop radio range and both interfaces are ON.

The net effect of implementing a duty cycling scheme is
thus the fact that some contacts between nodes are missed
because the nodes are in power saving mode. Hence, detected
intercontact times, defined as the time between two consec-
utive contact events during which a communication can take
place for a pair of nodes, are longer than intercontact times
determined only by mobility, when a duty-cycling policy is in
place. This heavily affects the delay experienced by messages,
since the main contribution to message delay is in fact due
to the intercontact times. In our previous work [2], we have
focused on exponentially distributed intercontact times and we
have studied how these are modified by duty cycling, obtaining
that intercontact times remain exponentially distributed but
their rate is scaled by the inverse of the duty cycle (see
Proposition 1, Section IIT). Building upon this result, we have
then investigated how the first moments of the end to end
delay vary with the duty cycle for a number of opportunistic
forwarding schemes. In addition, we have found that energy
saving and end-to-end delay both scale linearly with the duty
cycling. Therefore, for a single message delivery, the same
energy saved through duty cycling is spent because the network
must stay alive longer. Thus, the main advantage of duty
cycling is enabling the network to carry more messages by
being alive longer (rather than improving the energy spent for
each single delivery).

Our work in [2] assumed that the value of the duty cycle
was given and studied its effects on important performance
metrics such as the delay, the network lifetime, and the number
of messages successfully delivered to their destination. More
in general, the duty cycling can be seen as a parameter that
can be configured, typically, based on some target performance
metrics. To this aim, the main contribution of this paper



is a mathematical model that allows us to tune the duty
cycle in order to meet a given target performance, expressed
as a probabilistic guarantee (denoted as p) on the delay
experienced by messages. Considering probabilistic, instead
of hard, guarantees, allows us to cover a very broad range of
application scenarios also beyond best-effort cases — all but
those requiring real-time streaming. Specifically, we study the
case of exponential, hyper-exponential and hypo-exponential
delays (please recall that any distribution falls into one of
these three cases, at least approximately [3]), deriving the
optimal duty cycle for each of them. For the simple case of
exponential delays we are able to provide an exact solution.
For the other two cases, we derive an approximated solution
and the conditions under which this approximation introduces
a small fixed error £ (which is always below 0.14) on the target
probability p. Specifically, in the worst case, the approximated
duty cycle introduces an error on the target probability p of
about 0.1 (hyper-exponential case) and 0.14 (hypo-exponential
case), while in the other cases the error is well below these
thresholds.

The paper is organised as follows. In Section II we
overview the literature on duty cycle optimisation for oppor-
tunistic networks. After having introduced the network and
duty cycle model that we consider in this work (Section III)
we derive in Section IV the optimal duty cycles for the case of
exponential, hyper-exponential, and hypo-exponential delays.
Then, in Section V, given a target performance for the delay,
we discuss how the optimal duty cycle affects the volume
of messages delivered during the network lifetime and we
highlight that in the case of hyper-exponential delays it is
possible to achieve a lower duty cycle than hypo-exponential
delays for a given target performance. Finally, Section VI
concludes the paper.

II. RELATED WORK

There are not many contributions in the DTN literature
studying the optimisation of the duty cycling policy. In [4],
using a fixed duty cycle scheme, Wang et al. study the
relationship between the probability of missing a contact
and the associated energy consumption (considered inversely
proportional to the contact probing interval). Building upon
these results, [4] provides some heuristic algorithms to achieve
an optimal contact probing. Differently from this work, in this
paper we mathematically define the optimisation problem and
we provide an analytical, closed form, result.

In [5], Gao and Li focus on the design of an adaptive duty
cycle that minimises wakeups during intercontact times (which
are useless, from a contact probing standpoint). Differently
from [5], we have chosen to optimise the duty cycle directly,
based on the performance goal that we want to achieve.
While it is true that an optimisation based on intercontact
times impacts directly on the delay performance, it is not
straightforward how to control the one based on the other. With
our model, instead, we can directly go from the requirements
in term of probability of staying below a fixed delay threshold
to the corresponding duty cycle value. In addition, differently
from [5], we focus on a fixed duty cycle, similar to [6] [7] [4].
It is still an open research point which duty cycling strategy
is to be preferred. However, preliminary results in [4] show
that, under some assumptions, fixed duty cycle is the optimal
strategy.

Another contribution focused on duty cycle optimisation
is [8], in which Altman and Azad study the optimisation of
node activation in DTN relying on a fluid approximation of the
system dynamics. However, the problem analysed is different
from the one studied in this paper, since in [8] nodes, once
activated, remains active. In addition, this model is based
on the assumption of i.i.d. intercontact times, while it has
been shown that realistic intercontact times are intrinsically
heterogeneous. For this reason, here we focus on heterogenous
(but still independent) intercontact times.

III. PRELIMINARIES

We assume that user mobile devices alternate between ON
and OFF states, whose duration is fixed. We denote as duty
cycle A the ratio between the duration of the ON and OFF
states, and as 7' their sum. We assume that when a node
is in the ON state it is able to detect contacts with other
nodes. Please refer to [2] for a discussion on how to apply
this model to popular technologies such as Bluetooth and
WiFi Direct. For the sake of simplicity, coarse synchronisation
(e.g., controlled by the cellular infrastructure in the case of
mobile data offloading) can be used to guarantee that ON
intervals overlap between any pair of nodes, such that they
can communicate during a contact if this overlaps with their
ON phases. Under this assumption, in [2] we have investigated
the effect of duty cycling on the detection of encounters
between pairs of nodes. As discussed in Section I, this problem
is extremely relevant to opportunistic networks, in which
messages are delivered by means of consecutive exchanges
between encountering nodes. In fact, the net effect of a duty
cycling policy is to reduce the number of contacts that can be
exploited for exchanging messages. More specifically, we have
shown that, when intermeeting times follow an exponential
distribution', the contact rate between a tagged node pair is
approximately decreased by a factor A. We summarise this
result below.

Proposition 1: Considering a tagged pair of nodes 7 and j
with exponential intercontact time of rate \;;, the detected
intercontact time, i.e., the effective intercontact time when
a duty cycling policy is in place, features approximately an
exponential distribution with rate A);;, as long as A\;; T < 1,
where 1" is the duty cycling period.

In [2] we have shown that the condition \;;T" < 1 holds for
the majority of contact traces available in the literature. Please
note also that the above result has been obtained assuming
that the duration of a contact is negligible with respect to the
duration of the OFF period, which is reasonable (for example,
results in [11] show that in absence of duty cycling the median
contact duration is below 48s, while the period of typical duty
cycling policies is in the order of several minutes).

Exploiting the result in Proposition 1, in our previous
work [2] we have evaluated how intercontact times modified
by the duty cycling policy affect the first two moments of
the pairwise end-to-end delay for a set of representative (both
social-oblivious and social-aware) opportunistic forwarding

"Exponential intercontact times are a popular assumption in the related
literature [9] [10], even if a general consensus on the best probability
distribution to approximate the realistic intercontact process has not been
reached yet.



strategies. Specifically, we have derived the following prop-
erties, which we will use extensively throughout the paper:

P1 The dependence of the coefficient of variation ¢ of the
delay from A is negligible.

P2 The expected delay when a duty cycling policy is in
place (denoted as E[Da]) is approximately equal to the
expected delay [D{] with no duty cycle scaled by a factor

1. _ E[D]

N 1.€, E[DA] = A -

P3 The second moment of the delay when a duty cycling
policy is in place (denoted as E[D%]) is approximately
equal to the second moment of the delay F[D?] with no
duty cycle scaled by a factor ﬁ, ie, E[D4] = E[ADQ I

IV. SETTING THE DUTY CYCLE FOR ACHIEVING A
PROBABILISTIC GUARANTEE ON THE DELAY

In this section we discuss how to derive the optimal duty
cycle Aoy such that the delay of a tagged message remains,
with a certain probability p, under a target fixed threshold z or,
in mathematical notation, A,,; = min{A : P{Da < z} > p}.
Since the delay increases with A, the latter is equivalent to
finding the solution to the following?:

Aopt ={A : P{Da < z} = p}. (D

Please note that in the following we will denote the CDF of
Da as Fa(x). In order to find the solution to Equation 1,
the distribution of the delay DA should be known. Although
it is in general unfeasible to obtain an exact closed form
for the distribution of DA (except for some trivial cases,
such as when the source node can only deliver the message
to the destination directly), it is often possible to compute
its moments, either exactly or approximately, under different
distributions for intercontact times, as shown, e.g., in [9][12].
When the first two moments of the delay can be derived, it
is possible to approximate its distribution with either a hypo-
exponential or hyper-exponential random variable, using the
moment matching approximation technique [3]. So, assuming
that we have derived the first moment E[Da] and the second
moment E[DZ] of the delay using, e.g., the models in [9] [12],

exploiting property P1, we can compute the coefficient of

% — 1. Then, when c is greater than one,

DA can be approximated using a 2-stages hyper-exponential
distribution with the same moments of Da, as stated in the
following Lemma.

variation ¢ as

Lemma 1 (Hyper-exponential approximation): The  two
moments matching approximation of Da with coefficient of
variation ¢ > 1 is a 2-stages hyper-exponential distribution
with parameters (A1, p1), (A2, p2) given by the following:

_ 1 c2—1 _ _
p=34(1+y/55) {1;2121921)1 @
M = gBa] 2= EDa]

Vice versa, when the coefficient of variation of the delay

is smaller than 1 (but greater than % [13]), DA can be

approximated with an hypo-exponential distribution with CDF
Fx(z) = 1 — f2—em® 4 _HL_e~t2% for all > 0,

. H2 1, H2—H1
according to the folﬁ)wmg lemma.

2In the rest of the paper, for convenience of notation, we will drop subscript
opt since all A we derive are the optimal ones.

Delta

z[s]

A optimum for the exponential delay.

Fig. 1.

Lemma 2 (Hypo-exponential approximation): The two
moments matching approximation of Da with a coefficient
of variation ¢ € (%, 1) is an hypo-exponential distribution
with rates p1, o given by the following:

1 = 2 . 1
~ E[Da] 2

) 2A 1+\/1+12( 1) 3)
M2 = EDa]

1—/1+2(c2-1)

In the rest of the section, we will analyse the optimisation
problem in Equation 1 assuming that D features an exponen-
tial (Section IV-A), hyper-exponential (Section IV-B) or hypo-
exponential distribution (Section IV-C). Please note that all
three cases are possible starting from exponential intercontact
times.

A. The exponential case

The simplest case is when the delay features a coefficient
of variation ¢ equal to one. In this hypothesis, the distribution
of the delay is exponential with parameter An = E[Da] ™.
Then, it is straightforward to derive Theorem 1.

Theorem 1: The optimal duty cycle when DA features an
exponential distribution is given by the following:
log(1 —
where we indicate with A\ the parameter of the exponential
distribution obtained with A =1, i.e., A = E[D]~L.

Proof: We know that Ap = @, hence, since E[Da] ~
% (Property P2), we have that Ao = AA. Thus, we can
rewrite Equation 1 as 1 — e~**% = p, from which A can be
easily obtained. [ ]

For the sake of example, in Figure 1 we plot A obtained
from Theorem 1 setting p = 0.8. E[D] is set to 154s, which is
the average expected delay obtained in [2] for a simple social-
aware policy that selects the next relay of a message based on
its contact rate with the destination and assuming the average
contact rate equal to 4.07 - 10351 (the average contact rate
measured in the RollerNet contact dataset [14]). Figure 1
shows that, as expected, when the target delay threshold is
too small, it is impossible to achieve it with a probabilistic
guarantee p, regardless of the value of the duty cycle. Instead,
starting from 2z = _log(l=p) A jg inversely proportional to z.

A b

Varying the parameters z and p, Equation 1 describes a
surface in R3, and more precisely the surface K given by:
K ={(z,p,A) e Rx [0,1] x [0,1] : P{Da < z} =p}.
(&)
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Given a certain duty cycle A € (0, 1], we can thus describe
K as the union of its level sets K a or, in other terms, K =
Uae,1) Ka where:

Knan={(2,p) e Rx[0,1]: P{Da < z}=p}. (6)

K is thus the set of pairs (z,p) that can be obtained with
a given duty cycling A. It can be useful to plot K for
different A in order to study whether it is possible to slightly
compromise on the target performance in order to achieve a
lower duty cycle. Assuming that we want z = 250s, in the
exponential case (Figure 2) we can achieve it with a probability
0.8 with A =1 or with 0.68 with A = 0.7, thus saving battery
lifetime. Similarly, if we want to guarantee a target probability
p = 0.8, with A = 1 we obtain approximately z = 250s. If we
are more flexible in terms of z, we can choose level set K 7
which gives z = 350s. This kind of analysis can be performed
also for the hyper-exponential and hypo-exponential delays,
with similar results.

B. The hyper-exponential case

When the coefficient of variation of the delay is greater than
one, the delay can be approximated with an hyper-exponential
distribution as stated in Lemma 1. This means that Equation 1
becomes 1 — pie~ % — pye~ 2% = p, where parameters
(A1, p1), (A2, p2) are given by Equation 2. From Equation 2, \;
and Ay depend on A (while p; and py do not), thus, denoting
with A\{ and )9 the rates when A = 1 and exploiting property
P2, we can write Equation 1 as follows:

L—pre 8% — pye 28— p, @
The exact solution A to this equation cannot be found ana-
Iytically because Equation 7 cannot be inverted. However, in
Theorem 2 below, we show how to obtain an approximated
solution A, that introduces a small error at most equal to .

Theorem 2: Let us A" denote E[D]~! and A}, \J the rates
of the hyper-exponential delay (Equation 2) for A = 1. When
delay DA has coefficient of variation greater than one, given
a threshold z of the delay and a target probability p, for every
fixed ¢ > min{ey,e2} (wWhose definition is provided in the
proof below), the duty cycle defined by:

7)\(1’Az

1| _ 1-p—ps
z AYp2 +
5 A (1-p-p3)
— 0 .
Ao = —i—)\—loW Pre A3 if 61 < e ®)
1 p3
logl— .
7% if €1 Z £2,

where W is the Lambert function?, verifies that |Fa, () —

p| < € and so it is a good approximation of the solution to
Equation 7.

Proof: We will provide below an intuitive sketch of the
proof whose detailed version can be found in [15]. The idea
for finding an approximate solution to Equation 7 is to identify
an approximation F'(z) that is close to Fa(z) under some
conditions. So, we build a function F' for which it is possible
to solve Equation 7 and for which min{e;,es} is the error
introduced (we will clarify this point below). Specifically, we
have identified the following function:

- 1—pre M2 —py(1 - MA2) ife; <&
F(z) = %A .

1—e z if e1 > &9
_ ) )
Let us denote with Fi(z) and F»(z) the two parts of F(z)
in the above equation. In Fj(z), we have approximated the
third term on the left hand side of Equation 7 using the Taylor
expansion, after noting that this term contributes to Fa(z) less
and less as the coefficient of variation c increases. Vice versa,
the pure exponential behaviour (F5(z)) dominates when c is
close to 1. Both Fj(z) and F5(z) can be solved to find A,
from which Equation 8 follows.

The quality of these two approximations depends on the
desired tolerance to the error that we inevitably introduce when
we approximate Fa(z). If we tolerate a large error, either
approximation can be chosen. Instead, if we want to achieve
the smallest error, depending on the coefficient of variation
of DA we might have to prefer the one or the other. In the
following we briefly discuss how to identify the minimum
error introduced by F'i(z) and F»(z), which we denote with
¢1 and eo respectively. Let us start with Fj(z). We want to
find the region for which |Fa,(z) — p| < € or, equivalently,
|Fa,(2) — ﬁ'l(A“)(z)| < ¢, where we denote with superscript
(A,) the fact that the CDF is computed using the approximated
solution for A. Solving the above inequality, we find that it
holds for all p < Pyaz, Where piq. 1s a function of ¢ and €
(due to lack of space, we do not report its formula here, please
refer to [15] for details). Specifically, pjq, monotonically
increases with €. So, if we want to derive the minimum error
for which inequality |Fa_ (z) —p| < € holds for all p, we have
to solve equation pi,q.(c,e) = 1. We obtain the following:

o 2
(a—1) (—(a— HW (%) +a+ 1)
, (10)

1T 4(a+1)2
where again W(z) denotes the Lambert function and a is
defined as /1 +2(c? — 1).

Let us now consider Fy(z). We are able to prove that
function |Fa,(z) — p| has a maximum in p*. We derive p* by
finding the p in which the derivative of |Fa_(z) — p| becomes
zero. Then, € can be computed as €2 = |Fa,(z) — p*
obtaining the following:

1 1/a
52:§(a+1)_2/“ (a\/Q—aQ—i—l) .

(a—1)(a+1)? av2—a2+1
.(a 71 - +2, (11)

a+1
3The Lambert function is defined as W (z)eW (®) = g, for all z > —

e
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where again a = /14 2(c2 — 1). Thus, for both £; and &5
we have derived a closed-form expression that tells us that
the error that we make with our approximation is fixed for a
given c. [ ]

In Figure 3, we show how ¢; and ey vary with respect
to the coefficient of variation c. As expected, for small c
(recall that we are in the hyper-exponential case, so ¢ > 1
by definition) the exponential assumption F> allows us to
achieve smaller errors. The opposite is true for large c. The
worst case is reached for ¢ ~ 1.5, when the minimum error
is around 0.1, which is still low. In Figure 4 we plot how the
optimal duty cycle varies with z, setting the target probability
to p = 0.8, for two values of coefficient of variation (¢ = 1.3
and ¢ = 3). In both cases the approximation is good (the exact
value is computed with standard numerical techniques to solve
Equation 7). Specifically, when ¢ = 1.3 the minimum error
that can be achieved is 0.06 and is provided by F»(z), hence
confirming the predominance of the exponential behaviour for
c close to 1. Vice versa, when ¢ = 3 the minimum error is
0.026 and is provided by Fj(z). It is also interesting to notice
that smaller duty cycles can be achieved when c increases, i.e.,
when the variability of the delay is higher. The importance of
this result will be further discussed in Section V.

C. The hypo-exponential case

When the coefficient of variation ¢ of the delay Da
is smaller than one, following Lemma 2, it is possible to
approximate the delay with a hypo-exponential distribution.
In particular, using property P2, if we denote with u{ and 9
the parameters obtained when A = 1 in Equation 3, we can
rewrite Equation 1 making explicit the dependence on A:

1— /j/g Oe—u?Az_i_ Ou? Oe—ugAz

Ko — Hq Mo — Hq
As in the hyper-exponential case, this equation can not be
directly inverted for finding A, but it is possible to derive an

=p. (12)
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with target probability p = 0.8 and varying c.

approximate solution for which a small fixed (for a given c)
error is introduced.

Theorem 3: Let Y and p9 be the parameters given by
Equation 3 with A = 1. When the delay Da has coefficient
of variation smaller than one, the duty cycle defined by:

1l {(17 )u] if ey < ¢
Ny =14 — =08 [P/ g LS 3
—ogaoe if £1 > €9,

verifies that |Fa,(z) — p| < e (with € > min{ey,e2}, see
the proof in [15]), and so it is a good approximation of the
solution to Equation 12.

Due to lack of space and since the rationale follows that
of the proof for Theorem 2, we omit the proof of the above
theorem, which can however be found in [15].

In Figure 5 we plot £; and 2 varying c. When c is close
to one, both approximations are very good. For values of
c roughly in the interval (0.83,0.97), F1(z) provides better
results, while, for low values of ¢, Fx(z) is to be preferred.
In Figures 6(a) and 6(b) we show how the optimal duty cycle
varies with z, setting the target probability to p = 0.8, for
two values of coefficient of variation (¢ = 0.75 and ¢ = 0.9,
respectively). In both cases the approximation and the exact
value are very close. In Figure 6(a) the minimum error that
can be achieved is 0.13 and is provided by Fy(z), while in
Figure 6(b) the minimum error is 0.05 and is provided by

Fl(Z)

V. OPTIMAL DUTY CYCLE AND TRAFFIC GAIN

In this section we investigate how the choice of the optimal
duty cycle affects the volume of traffic carried by the network.
As already discussed, the advantage of implementing a duty
cycle policy is that device batteries are preserved and, as a
consequence, the lifetime of the network increases. Specifi-
cally, with a duty cycle A and a baseline network lifetime L
(i.e., with A = 1), the network lifetime when a duty cycling
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policy is in place is given by %. A longer network lifetime is
very useful because it allows nodes to exchange messages for
a longer time. If we assume, similarly to [2], that messages are
generated according to a Poisson process with rate 7, we can
derive how the total number of messages N delivered by the
nodes varies with A. Due to lack of space, in the following
we only consider the hypo-exponential and hyper-exponential
cases. First, in the theorem below we recall the main results
for N derived in [2].

Theorem 4: If the delay Da has coefficient of variation ¢
greater than one, the volume A (A) of messages delivered by
the system under duty cycling A is given by:

c2-1 1_,/e2=1
c241 te c241

(14)
Instead, if the delay Da has coefficient of variation ¢ smaller
than one, the volume A(A) of messages delivered by the
system under duty cycling A is given by:
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If we substitute in the above equations the optimal A
derived in the previous section, we obtain how A varies as
a function of the target performance (z,p). In order to study
this dependence, we set the network lifetime L to 60000s and
we assume that each node generates one message every ten
minutes (n = %s’l). In Figure 7(a) we set p to the value
0.8 and we plot N varying z, while in Figure 7(b) we set
p = 0.4. Besides the expected result that the less stringent the
performance requirements (i.e., higher p) the higher the volume
of traffic (because smaller duty cycles can be used), we observe
an interesting difference between the two delay distributions.
The traffic delivered under hyper-exponential delays is always
higher than that exchanged under hypo-exponential delays.
This is due to the fact that, as we have seen in Section IV-B,
when c increases we can achieve smaller optimal duty cycle for
a given target performance (z,p), hence saving more energy
and increasing the lifetime of the network.

VI. CONCLUSION

In this work we have studied how to optimise the duty
cycle in order to guarantee, with probability p, that the delay
of messages remains below a threshold z, assuming that inter-
contact times are exponentially distributed. We have provided

_ oL
<<1+ 1+2(c2—1))2e (AE[DA](H\/Hz(CLl)) )

an exact solution for the case in which the delay follows an
exponential distribution, and approximated solutions for the
cases in which the coefficient of variation of the delay is
greater than or smaller than 1. We have also demonstrated that
the approximation of A introduces an error € whose formula
we have provided and that is small and fixed for a given
coefficient of variation c of the delay. Finally we have focused
on the volume of traffic delivered by the network when the
optimal duty cycle is implemented, and we have discussed how
the two parameters z and p impact on the number of messages
delivered. Specifically, we have shown that the optimisation of
the duty cycle is more efficient with hyper-exponential delays,
as it achieves lower duty cycles and thus provides higher
energy gains.
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Abstract—Adaptive Modulation and Coding (AMC) in LTE
networks is commonly employed to improve system throughput
by ensuring more reliable transmissions. Most of existing AMC
methods select the modulation and coding scheme (MCS) using
pre-computed mappings between MCS indexes and channel
quality indicator (CQI) feedbacks that are periodically sent
by the receivers. However, the effectiveness of this approach
heavily depends on the assumed channel model. In addition
CQI feedback delays may cause throughput losses. In this paper
we design a new AMC scheme that exploits a reinforcement
learning algorithm to adjust at run-time the MCS selection rules
based on the knowledge of the effect of previous AMC decisions.
The salient features of our proposed solution are: i) the low-
dimensional space that the learner has to explore, and i) the
use of direct link throughput measurements to guide the decision
process. Simulation results obtained using ns3 demonstrate the
robustness of our AMC scheme that is capable of discovering the
best MCS even if the CQI feedback provides a poor prediction
of the channel performance.

Index Terms—LTE, channel quality, adaptive modulation and
coding (AMC), reinforcement learning, performance evaluation.

I. INTRODUCTION

The Long Term Evolution (LTE) is an acronym that refers to
a series of cellular standards developed by 3GPP to meet the
requirements of 4G systems. In particular, LTE has been de-
signed to provide high data rates, low latency, and an improved
spectral efficiency compared to previous cellular systems. To
achieve these goals LTE adopts advanced physical layer tech-
nologies, such as OFDMA and multi-antenna techniques, and
it supports new Radio Resource Management (RRM) functions
for link adaptation [1]. In particular, adaptive modulation and
coding (AMC) has been proposed for LTE, as well as many
other wireless communication systems, to increase channel
throughput [2]. In general, AMC techniques try to optimally
select the channel coding and modulation scheme (MCS),
while fulfilling a certain Block Error Rate (BLER) constraint!
by taking into account the current channel conditions and the

IThe BLER for a certain user is defined as the ratio between the number of
erroneous resource blocks and the total number of resource blocks received
by that user. In the LTE standard it is mandated that the selected MCS ensures
an average BLER under the measured channel conditions lower than 10% [3].

receiver’s characteristics (e.g., antenna configuration). For LTE
downlink transmissions, traditional AMC schemes rely on the
channel quality indicator (CQI) feedbacks that are periodically
reported by the user terminals (UEs) to their base stations
(eNBs) [3]. How CQI values should be computed by the UE
using channel state information (e.g., SINR measurements)
is implementation dependent. In principle, an eNB can use
other information in addition to the CQI values reported by
UEs, such as HARQ retransmissions, to determine the selected
MCS. In practical implementations - as better explained in
Section II - the UEs directly selects the MCS value that, if used
by the eNB under the measured channel conditions, would
achieve the maximum possible throughput by guaranteeing
that the BLER is below 10%. This value is then mapped onto
a CQI value and fed back to the eNB (that translates it back
into the corresponding MCS value) [4], [5]. Therefore, the key
focus of AMC algorithms is to define how UEs can compute
MCS values that satisfy the BLER requirements.

Several technical challenges have to be addressed to design
efficient AMC solutions for LTE systems. In particular, in
practical LTE systems, the SINR values of multiple subcarriers
are aggregated and translated into a one-dimensional link
quality metric (LQM), since the same MCS must be assigned
to all subcarriers assigned to each UE. Popular methods that
are used in LTE to obtain a single effective SINR from a
vector of physical-layer measurements related to subcarriers
are the exponential effective SINR mapping (EESM) [6] or
the mean mutual information per coded bit (MMIB) [7].
Once the LQM is found, AMC schemes typically exploit
static mappings between these link quality metrics and the
BLER performance of each MCS to select the best MCS (in
terms of link throughput). In other words, for each MCS a
range of LQM values is associated via a look-up table, over
which that MCS maximises link throughput. Either link-level
simulations or mathematical models can be used to generate
such static BLER curves under a specific channel model.
Unfortunately, past research has shown that it is difficult to
derive accurate link performance predictors under realistic
channel assumptions [5], [8]-[10]. Furthermore, a simulation-
based approach to derive the mapping between LQM values



and BLER performance is not scalable since it is not feasible
to exhaustively analyse all possible channel types or several
possible sets of parameters [11]. The second main problem
with table-based AMC solutions is that a delay of several
transmission time intervals (TTIs) may exist between the time
when a CQI report is generated and the time when that CQI
feedback is used for channel adaptation. This is due to process-
ing times but also to the need of increasing reporting frequency
to reduce signalling overheads. This mismatch between the
current channel state and its CQI representation, known as
CQI ageing, can negatively affect the efficiency of AMC
decisions [12], [13]

To deal with the above issues, in this paper we propose
a new flexible AMC framework, called RL-AMC, that au-
tonomously and at run-time decides upon the best MCS (in
terms of maximum link-layer throughput) based on the knowl-
edge of the outcomes of previous AMC decisions. To this end
we exploit reinforcement learning techniques to allow each
eNB to update its MCS selection rules taking into account past
observations of achieved link-layer throughputs. Specifically,
the purpose of the decision-making agent in our AMC scheme
is to discover which is the correction factor that should be
applied to CQI feedbacks in order to guide the transmitters
in selecting more efficient MCSs. An important feature of our
proposed scheme is the use of a low-dimensional state space,
which ensures a robust and efficient learning even under time-
varying channel conditions and mobility. Through simulations
in ns3 we show that our AMC method can improve the LTE
system throughput compared to other schemes that use static
mappings between SINR and MCS both under pedestrian and
vehicular network scenarios. Furthermore, our AMC is capable
of discovering the best MCS even if the CQI feedback provides
a poor prediction of the channel performance.

Before presenting our solution, it is important to point out
that other studies [14]-[17] have proposed to use machine
learning techniques to improve AMC in wireless systems.
The main weakness of most of these solutions is to rely on
machine learning algorithms (e.g., pattern classification [15]
or SVM [14], [16]) that require large sets of training samples
to build a model of the wireless channel dynamics. Similar
to our work, the AMC scheme proposed in [17] exploits Q-
learning algorithms to avoid the use of model-training phases.
However, the MCS selection problem in [17] is defined over
a continuous state space (i.e., received SINR), and even after
discretisation a large number of states must be handled by the
learning algorithm.

The remaining of this paper is organised as follows. Sec-
tion II overviews existing proposals to implement AMC tech-
niques in LTE networks. Section III introduces the princi-
ples of reinforcement learning, and introduces the Q-learning
algorithm. Section IV describes our RL-AMC scheme. In
Section V we report simulation results to demonstrate the per-
formance improvements of the proposed scheme. Section VI
concludes the paper with final remarks.
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Fig. 1. AMC functional architecture.

II. AMCINLTE

For the sake of illustrative purposes, in Figure 1 we show a
functional architecture for a practical AMC scheme for LTE
systems. At the receiver’s side, a first module is responsible for
processing the channel state information (e.g., per-subcarrier
received SINR values) to obtain a BLER estimation under
the assumption of a specific channel model. Specifically, the
receiver maps the channel measurements into a single link
quality metric. Then, an offline look-up table is used to map
this LQM to a BLER estimate for each MCS. These BLER
curves are used to find the highest-rate MCS index that can
satisfy a 10% BLER target. Finally, the selected MCS index
is sent in the form of a CQI feedback to the transmitter.
Based on such CQI feedback the transmitter performs resource
scheduling and MCS selection.

Most of existing research on AMC schemes for LTE is
focused on the problem of CQI calculation given a link
quality metric. As mentioned in Section I a popular and
sufficiently accurate method for LQM calculation is EESM.
For instance, the authors in [18] study the MCS performance
under an AWGN channel. Accurate packet error prediction
for link adaptation via a Gaussian approximation of coding
and decoding performance is proposed in [19]. A novel LQM
metric for link adaptation based on raw bit-error-rate, effective
SINR and mutual information is investigated in [20]. In [4]
the authors proposed MCS selection based on packet-level
effective SINR estimates rather than block-level SINR values,
and they describe different averaging schemes to map BLER
onto packet error rates. On the other hand, the authors in [5],
[21] develops statistical models of the EESM under different
channel models and use those models to analyse the through-
put of EESM-based AMC for various CQI feedback schemes.
A second group of paper studies channel predictors to deal
with the CQI ageing. The authors in [12] derive closed-form
expressions for the average throughput of an adaptive OFDMA
system under the assumption of imperfect CQI knowledge.
The performance of different CQI predictors, such as Kalman
filtering or linear prediction with stochastic approximation, are
evaluated in [13] and [22].



III. BACKGROUND ON REINFORCEMENT LEARNING (RL)

Reinforcement Learning (RL) is a popular machine learning
technique, which allows an agent to automatically determine
the optimal behaviour to achieve a specific goal based on
the positive or negative feedbacks it receives from the en-
vironment in which it operates after taking an action from a
known set of admissible actions [23]. Typically, reinforcement
learning problems are instances of the more general class
of Markov Decision Processes (MDPs), which are formally
defined through:

. a finite set S ={s1, s2,...,8,} of the n possible states in
which the environment can be;

. a finite set A(t) = {a1(t),a2(t),...,am(t)} of the m
admissible actions that the agent may perform at time ¢;

. a transition matrix P over the space S. The element
P(s,a,s’) of the matrix provides the probability of making
a transition to state s’ € S when taking action a € A in state
ses;

. areward function R that maps a state-action pair to a scalar
value r, which represents the immediate payoff of taking
action a € A in state s€S.

The goal of a MDP is to find a policy 7 for the decision agent,
i.e., a function that specifies the action that the agent should
choose when in state s € S to maximise its expected long-
term reward. More formally, if an agent follows a policy 7
starting from a certain state s at time ¢ the policy value over
an infinite time horizon, also called the value-state function,
is simply given by

VT(s) = 7 re (1)
k=0

where v € [0,1] is a discount factor that weights future
rewards. Then an optimal policy 7* is, by definition, the one
that maximise the value-state function. As a consequence, the
policy that ensures the maximum possible expected reward,
say V*(s), could be obtained by solving an optimisation
problem V*(s) = max, V™ (s). If the transition matrix is
known such optimisation problem can be expressed using
a system of nonlinear equations by using techniques such
as dynamic programming [23]. However, in most practical
conditions it is hard, if not even impossible, to acquire such
complete knowledge of the environment behaviour. In this
case there are model-free learning methods that continuously
update the probabilities to perform an action in a certain
state by exploiting the observed rewards. Such methods adopt
an alternative characterisation of policy goodness based on
the state-action value function, or Q-function. Formally, the
function Q™ (s, a) computes the expected reward of taking an
action «a in a starting state s and then following the policy 7
hereafter. Owing to the Bellman’s optimality principle, it holds
that a greedy policy (i.e., a policy that at each state selects
the action with the largest Q-value) is the optimal policy. In
other words, it holds that V*(s) = max,eca Q*(s,a) with

Q*(s,a) = max, Q(s,a).

In this work we use a model-free solving technique for
reinforcement learning problems known as Q-learning [24],
which constructs the optimal policy by iteratively selecting
the action with the highest value in each state. The core of
this algorithm is an iterative value update rule that each time
the agent selects an action and observes a reward makes a
correction of the old Q-value for that state based on the new
information. This updating rule is given by:

Qs,0) = Q(s,a)+a [r(s,0) + ymax Q(s', ) — Q(s,0)]

(@)
where a € [0, 1] is the learning rate. Basically, the « parameter
determines the weight of the newly acquired information over
state-action value information. In our AMC framework we use
a=0.5.

The advantage of Q-learning is that it is guaranteed to
converge to the optimal policy. On the negative side, the con-
vergence speed may be slow if the state space is large due to
the exploration vs. exploitation dilemma [23]. Basically, when
in state s the learning agent should exploit its accumulated
knowledge of the best policy to obtain high rewards, but it
must also explore actions that it has not selected before to
find out a better strategy. To deal with this issue, various
exploration strategies have been proposed in the literature,
ranging from simple greedy methods to more sophisticated
stochastic techniques, which assign a probabilistic value for
each action a in state s according to the current estimation
of Q(s,a). In Section IV we discuss more in detail such
exploration strategies.

IV. AN RL-BASED AMC SCHEME (RL-AMC)

In order to apply the Q-learning approach to the MCS selection
problem it is necessary to define: i) the state space of the
problem, ii) the feedbacks that the decision agent receives
from the LTE network, and 7ii) the admissible actions for
the agent with the action selection strategy. In our RL-based
AMC framework, the problem state consists of CQI feedbacks
and their evolution trends. The reward is the instantaneous link
throughput obtained by a user after each transmission. Finally,
an action is the selection of a correction factor to be applied to
each CQI feedback to identify the best MCS under the current
channel conditions. In the following, we describe in details the
operations of our proposed AMC algorithm.

First of all, it is important to clarify that the AMC decision
agent interacts with the environment (i.e., the LTE network) at
discrete time instants, called epochs. At each epoch the agent
receives some representation of the LTE channel state and on
that basis selects an action. In the subsequent epoch the agent
receives a reward, and finds itself in a new state. In our AMC
framework we assume that an epoch is the time when the
UE receives a segment of data, either new or retransmitted.
Without loss of generality we also assume that the decision
agent is provided with a mapping rule that establishes a
relationship between SINR values and MCS indexes. Note that
our solution is not restricted to any specific BLER models
but an initial MCS value is only needed to bootstrap the



learning process and to reduce the size of the state space.
Thus, it is not necessary that this mapping is accurate nor
adjusted to the unique characteristics of each communication
channel. In Section V we will investigate the robustness of
our AMC scheme to inaccurate CQI representation of channel
performance.

Intuitively, a straightforward approach to define the state of
the MCS selection problem would be to use the SINR values
of received segments of data? as state variables, as in [17].
However, the SINR is a continuos variable and it should be
discretised to be compatible with a discrete MDP formulation.
The main drawback is that a fine discretisation leads to a
large-dimensional state space, which increases convergence
and exploration times. To avoid this problem, we directly use
CQI-based metrics for the state representation. Specifically, we
adopt a two-dimensional space S = {s1, $2} to characterise the
LTE communication channel. The first state variable represents
the CQI value (called CQI™) that the UE should select using
the internal look-up table that associates BLER and MCS
and received SINR. The second state variable represents the
ACQI™ value, which is defined as the difference between the
last two consecutive CQI"" estimates. In other words, ACQI™
provides a rough indication of the trend in channel quality
evolution. For instance, ACQI™ < 0 implies that the channel
quality is temporarily degrading.

Since the objective of the MCS selection procedure should
be to maximise the link throughput it is a natural choice
to define the reward function as the instantaneous link-
layer throughput achieved when taking action a (i.e., ap-
plying a correction factor to current CQI value taken from
the mapping function) when in state s (i.e., given the pair
{CQI}"*, ACQI;"}). More precisely, we assume that the reward
value of an erroneous downlink transmission is null. On the
other hand, the reward for a successful downlink transmission
is given by

TB
N #TTIS in [tl,tg] ’

where T'B is the MAC transport block size (i.e., the number
of useful bits that could be carried in a certain number of
RBs with a certain MCS), while the denominator is the time
between the time ¢; when that segment of data was first
scheduled and the time ¢, when it was successfully received?.

The core of the Q-learning algorithm is represented by
the set A of admissible actions. In our learning model we
assume that an action consists of applying a correction factor
to the CQI value that is initially estimated by means of
the internal look-up table. As discussed above, the mapping
relationship between SINR values and MCS may be inaccurate
and the correction factor allows the agent to identify the best

R(Stuatl) (3)

2We recall that LTE physical layer relies on the concept of resource blocks.
A segment of data or transport block is basically a group of resource blocks
with a common MCS that are allocated to a user. Typically, a packet coming
from the upper layers of the protocol stack will be transmitted using multiple
segments of data.

3A segment of data that is discarded after a maximum number of retrans-
missions has also a null reward.

modulation and coding scheme (in the sense of maximising
the link throughput) for the given channel conditions. For
instance, it may happen that the SINR-to-MCS mapping is too
conservative for the current channel conditions and an MCS
with an higher data rate can be used without violating the
target BLER requirement. In this case the correction factor
should be positive. Furthermore, a correction factor is also
needed to compensate eventual errors due to CQI feedback
delay. More formally, we assume that an action taken by the
AMC decision agent at time ¢ is one possible choice of an
integer number in the set (—k,...,—2,—1,0,1,2,...k), that
we denote as a; in the following. This index is added to
the original CQI™ value to compute the CQI to be sent to
the eNB, denoted as CQI f. The line of reasoning for this
adjustment is as follows. Let us assume that the agent state
at time ¢t is {CQI", ACQL}. We argue that if ACQI, < 0
we should prefer conservative MCS selections (and thus use
values of a; lower than 0) because the channel trend is
negative, while if ACQI, > 0 we can try to use MCSs offering
higher data rates (and thus positive values for a;). Recalling
that the CQI is an integer between 0 and 15 [3], this can be
expressed by writing that the CQI feedback, say CQI{ , that
should be sent to the eNB by the UE to guide the selection of
the MCS index for downlink transmissions at next epoch ¢+1
should be

CQI/ = max [0, min [CQI™ + ay, 15]] , 4)

where a € [0,1,2,...k] if ACQL, > 0 and a €
[~k,...,—2,—1,0] otherwise. Thus, the set of admissible ac-
tions is different whether the channel-quality trend is negative
or non-negative. Before proceeding it is useful to point out
that the choice of the k value determines how aggressively
we want to explore the problem state space. In general, the
selection of the k value could take into account the CQI
difference statistics, i.e., to what extent a current CQI may be
different from the reported CQI after a feedback delay [10].
In Section V-C we will discuss this aspect more in detail.

A very important learning procedure is the action selection
rule, i.e., the policy used to decide which specific action to
select in the set of admissible actions. As discussed in Sec-
tion III there is a tradeoff between exploitation (i.e., to select
the action with the highest Q-value for the current channel
state) and exploration (i.e., to select an action randomly). The
simplest approach (called e-greedy [23]) would be to use a
fixed probability € to decide whether to exploit or explore. A
more flexible policy (called softmax action-selection rule [23])
is to assign a probability to each action, basing on the current
Q-value for that action. The most common softmax function
used in reinforcement learning to convert Q-values into action
probabilities 7(s, a) is the following [23]:

(Q(s.a)/7

Taren, €20
where €2, is the set of admissible actions at time ¢. Note that for
high 7 values the actions tend to be all (nearly) equiprobable.
On the other hand, if 7 — 0 the softmax policy becomes the

(&)

m(s,a) =



same as a merely greedy action selection. In our experiments
we have chosen 7=0.5.

V. PERFORMANCE EVALUATION

In this section, we assess the performance of our proposed
RL-AMC scheme in two different scenarios. In the first one
a fixed CQI is fed back to the eNB by each UE. Without the
use of reinforcement learning AMC necessarily selects a fixed
MCS independently of the current channel conditions. Then,
we demonstrate that our RL-based AMC is able to converge
towards the best MCS even if the initial CQI estimate are
totally wrong. In the second scenario we compare RL-AMC
against the solution described in [25], which exploits spectral
efficiency estimates to select MCS. Specifically, the spectral
efficiency of user ¢ is approximated by log, (14 ~;/T"), where
v; is the effective SINR of user ¢ and I' is a scaling factor.
Then, the mapping defined in the LTE standard [26] is used
to convert spectral efficiency into MCS indexes and, then, into
CQI feedbacks. In this case, we show that our reinforcement
learning algorithm is able to improve the accuracy of the CQI
mapping at run time.

A. Simulation setup

All the following experiments have been carried out using the
ns3 packet-level simulator, which includes a detailed imple-
mentation of the LTE radio protocol stack. As propagation
environment, we assume an Urban Macro scenario, where path
loss and shadowing are modelled according to the COST231-
Hata model [27], which is widely accepted in the 3GPP
community. The fast fading model is implemented using the
Jakes model for Rayleigh fading [28]. To limit the computation
complexity of the simulator pre-calculated fading traces are
included in the LTE model that are based on the standard
multipath delay profiles defined in [29]. In the following tests
we have used the Extended Typical Urban fading propagation
model with pedestrian (3 km/h) and vehicular (30 km/h) users’
speeds. The main LTE physical parameters are summarised
in Table I. Regarding the network topology, the considered
scenario is composed by a single cell and a number of
users, chosen in the range [10, 100], which move according a
Random Waypoint Model (RWM) [30] within the cell, if not
otherwise stated. A downlink flow, modelled with an infinite
buffer source, is assumed to be active for each UE. Finally,
the eNode B adopts the resource allocation type 0, thus only
allocating resource block groups (RBGs) to scheduled UEs.
Given the downlink system bandwidth (see Table I) a RBG
comprises two RBs [3]. RBGs are assigned to UEs following a
Round Robin (RR) scheduler that divides equally the available
RBGs to active flows. Then, all the RBs in the allocated RBGs
used the MCS index that is signalled in the last received
CQI feedback. Furthermore, the implemented version of RR
algorithm is not adaptive, which implies that it maintains the
same RBGs and MCS index when allocating retransmission
attempts.

All results presented in the following graphs are averaged
over five simulation runs with different network topologies.

TABLE I
SIMULATION PARAMETERS.
Parameter Value
Carrier frequency 2GHz
Bandwidth for downlink 5 MHz
eNB power transmission 43 dBm

Subcarrier for RB 12
SubFrame length 1 ms
Subcarrier spacing 15 KHz
Symbols for TTI 14

PDCCH & PCFICH (control ch.) 3 symbols
PDSCH (data ch.) 11 symbols
CQI reporting periodic wideband
CQI processing time 2 TTIs
CQI transmission delay 4 TTIs
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Fig. 2. Average throughput as a function of the distance of the tagged user
from the eNB in a pedestrian scenario.

Confidence intervals are very tight and are not shown in the
figures. Each simulation run lasts 150 seconds.

B. Results for fixed CQI

In this first set of simulations we assume that ten UEs are
randomly deployed in the cell and they are static. Then an
additional tagged user is moving with pedestrian speed from
the center of the cell to its boundaries. However, independently
of the UE position the CQI feedback is constant. Then,
Figure 3 shows a comparison of the throughput achieved by
the tagged user with and without reinforcement learning. This
is obviously a limiting case which is analysed to assess the
robustness of our RL-AMC scheme even when CQI provides
a very poor prediction of channel performance. As expected
with fixed MCS the user throughput is constant when the MCS
is over provisioned, while it rapidly goes to zero after a critical
distance. On the contrary, our RL-AMC is able to discover the
correction factor that should be applied to the initial CQI to
force the selection of a more efficient MCS. In addition, the
performance of RL-AMC are almost independent of the initial
CQI value. Note that in this case RL-AMC must explore the
full range of CQI values and we set k in (4) equal to 15.

C. Results with adaptive CQI

In the following experiments we assume that each UE imple-
ments the SINR to CQI mapping described in [25]. First of all
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Fig. 3. Average throughput as a function of the distance of the tagged user
from the eNB in a pedestrian scenario.

we consider the same network scenario as in Figure 2, i.e., ten
static UEs randomly deployed and one tagged UE moving at
pedestrian speed. Then, Figure 3 shows a comparison of the
throughput achieved by the tagged user with both SE-AMC
and RL-AMC schemes at different distances of the tagged
UE from the eNB. We can observe that the MCS selection in
SE-AMC is too conservative and this results in a throughput
loss. On the contrary, RL-AMC method is able to discover
the MCS configuration that can ensure a more efficient use
of the available channel resources. This is more evident at
intermediate distances from the eNB when short-term fading
may lead to use more frequently low-rate MCSs. As shown in
the figure, the throughput improvement varies between 20%
and 55% in the range of distances between 200 meters and
800 meters.

In the second set of simulations we consider a more dynamic
environment in which there is an increasing number of UEs in
the cell, and all the UEs are moving according to RWM with
speed 30 km/h and pause time equal to 5 seconds. Figure 4
shows a comparison of the aggregate cell throughput with
both SE-AMC and RL-AMC schemes as a function of the
network congestion (i.e., number of UEs). The results clearly
indicate that the throughput improvement provided by RL-
AMC is almost independent of the number of UEs and it is
about 10%. We can also observe the the cell capacity initially
increases when going from 10 to 20 UEs. This is due to two
main reasons. First, RR is able to allocate RBs in a more
efficient way when the number of UEs is higher. Second, the
higher the number of UEs and the higher the probability that
one of the UEs is close to the eNB and it can use high data-rate
MCSs.

To investigate more in depth the behaviour of the considered
AMC schemes, in Figure 5 we show the probability mass
function of the number of retransmissions that are needed
to successfully transmit a segment of data in a cell with 50
UEs moving as described above. We remind that the same
MCS is used for both the first transmission attempt and the
eventual subsequent retransmissions. We can observe that with
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Fig. 4. Average cell throughput as a function of the number of UEs in an
urban vehicular scenario.
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Fig. 5. Probability mass function of the number of retransmissions in an
urban vehicular scenario with 50 UEs.

RL-AMC the probability to successfully transmit a segment of
data at the first transmission attempt is slightly lower than with
SE-AMC. However, the probability of successfully transmiting
a segment of data after one or two retransmissions is higher
with RL-AMC than with SE-AMC. This confirms our previous
observation that the initial MCS selection of SE-MAC is more
conservative. On the contrary, RL-AMC is able to also explore
MCS with higher data rates when the channel conditions
are more favourable and this is beneficial for the throughput
performance. Note that this is achieved without violating the
BLER requirements imposed by the LTE standard.

VI. CONCLUSIONS

In this paper,we have presented a new AMC method for LTE
networks that is based on reinforcement learning techniques,
We have discussed how inaccurate feedbacks on channel
qualities and the complexity of modelling link performance
under realistic channel models may easily lead to inaccurate
MCS selections. By exploiting reinforcement learning, we can
significantly reduce the impact of channel prediction errors on
the performance of link adaptation. As future work we plan
to explore the use of SINR measurements for directly guiding



the MCS selection. In this case scale-spacing method have to
be designed to reduce the state space. A critical extension of
this work concerns the investigation of methods to reduce the
(typically long) convergence delays of reinforcement learning.
To this end recent advancements in RL theory, such as actor-
critic methods, will be considered.
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Abstract—Offloading is gaining momentum as a technique
to overcome the cellular capacity crunch due to the surge
of mobile data traffic demand. Multiple offloading techniques
are currently under investigation, from modifications inside the
cellular network architecture, to integration of multiple wireless
broadband infrastructures, to exploiting direct communications
between mobile devices. In this paper we focus on the latter type
of offloading, and specifically on offloading through opportunistic
networks. As opposed to most of the literature looking at this type
of offloading, in this paper we consider the case where requests
for content are non-synchronised, i.e. users request content at
random points in time. We support this scenario through a very
simple offloading scheme, whereby no epidemic dissemination oc-
curs in the opportunistic network. Thus our scheme is minimally
invasive for users’ mobile devices, as it uses only minimally their
resources. Then, we provide an analysis on the efficiency of our
offloading mechanism (in terms of percentage of offloaded traffic)
in representative vehicular settings, where content needs to be
delivered to (subsets of the) users in specific geographical areas.
Depending on various parameters, we show that a simple and
resource-savvy offloading scheme can nevertheless offload a very
large fraction of the traffic (up to more than 90%, and always
more than 20%). We also highlight configurations where such a
technique is less effective, and therefore a more aggressive use
of mobile nodes resources would be needed.

I. INTRODUCTION

In the last few years, we have observed a drastic surge of data
traffic demand from mobile personal devices (smartphones
and tablets) over cellular networks [1]. This has already
generated famous collapses of 3G networks in the recent past,
(e.g. [2]), showing that standard cellular technologies may
not be enough to cope with this data demand. Even though
significant improvement in cellular bandwidth provisioning are
expected through LTE-Advanced systems, the overall situation
is not expected to change significantly [3]. Besides personal
mobile devices, the diffusion of M2M and IoT devices is
expected to increase at an exponential pace (the share of M2M
devices is predicted to increase 5x by 2018 [1]), which is likely
to generate a corresponding increase in the demand for mobile
traffic (11-fold increase by 2018 [1]).

Offloading part of the traffic from the cellular to another,
complementary, network, is currently considered one of the
most promising approaches to cope with this problem, with
offloaded traffic being foreseen to account for at least 50% of
the overall traffic in the coming years [1]. Among the various
forms of offloading that are currently investigated (described in
more detail in Section II), in this paper we consider offloading

through opportunistic networks. Opportunistic networks [4]
exploit physical proximity between mobile nodes to enable
direct communication between them. They typically exploit ad
hoc enabling technologies like WiFi-direct or Bluetooth, and
support dissemination of messages through multi-hop space-
time paths, i.e., multi-hop paths that develop both over space
- as in conventional ad hoc multi-hop networks - and over
time - by exploiting contact opportunities between nodes that
become available over time due to their mobility. In offloading
schemes based on opportunistic networks (e.g., [5], [6], [7]),
content is initially seeded on a subset of the mobile nodes,
and then it spreads through the opportunistic network to reach
all interested users. Cellular bandwidth is thus used only to
seed the network, possibly to add additional seeds over time
(as in [6]), and to send content directly to interested users
upon expiration of the deadline for its delivery. These schemes
permit to significantly offload the cellular network, while at the
same time guaranteeing bounded delays in content delivery.

Most of the literature on opportunistic-based offloading
investigates the scenario where a specific piece of content is
generated, and the set of users to whom it has to be delivered is
known already at that time and does not change subsequently,
i.e. requests are synchronised. While significant, this scenario
only partially captures relevant use cases. In particular, it does
not cover cases where content demand is dynamic, i.e. users’
requests for the same piece of content can arrive at different
time instants. In the latter scenario offloading can still be
applied: upon a request, content can reach the requesting user
either through the opportunistic network, exploiting an ongo-
ing dissemination process, or through the cellular network, in
case the opportunistic dissemination does not reach the user in
time. Offloading may even be more needed in case of dynamic
requests, as synchronised requests could in principle be served
also through multicast transmissions (although [8] shows that
offloading is beneficial also when multicast is applied).

In this paper we start investigating dynamic content re-
quests, with a particular focus on vehicular scenarios. We
deliberately use a very simple offloading scheme, described
in Section III, whereby resources provided by mobile nodes
are minimally used. Nodes interested in a content store it for
a limited amount of time after receiving it. New requests from
other users are satisfied either when the requesting user en-
counters another user storing a copy of the content, or through
the cellular network upon expiration of the delivery deadline.



As opposed to most of the literature looking at offloading
through opportunistic networks, in our scheme we do not use
any epidemic dissemination mechanism. On the one hand, this
allows us to test a minimally invasive offloading scheme from
the mobile users’ perspective. As additional resources spent by
mobile devices are sometimes considered a possible roadblock
for offloading, our results show the offloading efficiency when
this additional burden is extremely low. On the other hand, this
simple scheme allows us to stress the efficiency of offloading
in a particularly unfavourable configuration, thus providing a
worst-case analysis, all other conditions being equal.

We focus on two complementary scenarios. In the first one,
users move in a given physical area, and all request a piece
of content, though at different points in time. This scenario
is representative of users moving inside a limited area, and
accessing very popular content, though not particularly time
critical (i.e., content that does not generate a surge of requests
immediately when it is generated). In the second scenario,
users enter and exit (after a short amount of time) a given
geographical area, and request content after a random amount
of time after they entered the area. This complementary sce-
nario is thus representative of users traversing a geographical
area, as opposed to roaming there. Finally, in this scenario we
also consider the case where content is requested only with
a certain probability, i.e., when content has different levels of
popularity.

We analyse the offloading efficiency in these scenarios,
defined as the fraction of nodes receiving content through the
opportunistic network. We characterise efficiency as a function
of key parameters such as the number of users, the deadline of
content requests, the time after which users drop the content
after having received it, the popularity of the content. As we
show in Section IV, even with an unfavourable opportunistic
dissemination scheme, we find that offloading can be very
efficient, as it is possible to offload up to more than 90% of
the traffic. In other configurations, we find that the considered
offloading scheme is less efficient, resulting in an offloading
of only about 20%. In such cases, however, there is ample
room for improvement, by further leveraging opportunistic
networking resources, e.g., through more aggressive content
replication schemes.

II. RELATED WORK

Offloading can take several forms. In some cases, traffic is of-
floaded by using modifications inside the cellular architecture
(e.g. LIPA/SIPTO [9] or small cells [10]), or other wireless
access infrastructures, primarily WiFi [11], [12].

In this paper we consider offloading that exploits direct
communications between mobile devices. Also in this case
there are several approaches. In the 3GPP area, the device-
to-device (D2D) [13] architectural modification to LTE has
been defined, that devotes part of the cellular resources to
direct communication between devices under strict control
of a common eNB. Instead, we focus on using opportunis-
tic networks together with cellular networks, as previously
proposed, e.g. in [5], [6], [7], [8]. In this case, offloading

exploits technologies (such as WiFi direct or Bluetooth) that
do not interfere with cellular transmissions, and therefore no
coordination is required with the eNB. In addition, mobile de-
vices run self-organising networking algorithm to disseminate
offloaded content without strict control of the eNBs or any
other central controller.

The most common scenario where opportunistic offloading
is used is content dissemination to a set of interested users.
In most cases, it is assumed that the set of users interested in
receiving a piece of content is known when the content is gen-
erated (or, alternatively, the content is implicitly requested by
all interested users immediately when it is generated) and do
not change over time. In addition, content is “seeded” through
the cellular network on a subset of interested users, and then
a dissemination process starts in the opportunistic network in
order to reach the rest of the users [5]. Typically, epidemic
dissemination is assumed [14]. In addition, some other papers
(e.g. [6], [7]) consider that content must be delivered to users
within a given deadline. To meet this deadline, content can be
sent through the cellular network to additional seeds during the
dissemination process, and is finally sent to users that are still
missing it when the deadline is about to expire (“panic zone”).
To know which users have received the content, a lightweight
control channel is implemented through the cellular network,
whereby users send an ACK to a central controller that tracks
the status of the dissemination process, and determines when
to seed additional copies of the content, and when to directly
deliver content to the users in the panic zone.

With respect to this body of work, this paper differs in two
main aspects. On the one hand, we release the assumption
that users interested in a content request it simultaneously. In
our scenarios content requests occur over time dynamically.
On the other hand, we do not assume epidemic dissemination
of content, but consider that content is exchanged in the
opportunistic network only between users that have requested
it, when they encounter directly. Therefore, our scenario
covers more general cases with respect to strictly synchronised
requests, and, in addition, provides a worst-case analysis of the
potential of offloading, as we use the least possible aggressive
form of dissemination in the opportunistic network.

To the best of our knowledge, the only other paper where
content requests are not synchronised is [15]. That paper
assumes that users become interested in the content after a
random amount of time after its generation, and the goal of
the proposed system is to maximise the probability that the
user have already the content by then. This is very different
from our scheme, which works reactively, after users generate
requests.

Finally, offloading has been also proposed specifically in
vehicular environments. In this case offloading schemes often
assume the presence of RoadSide Units (RSU) [16] to sup-
port the dissemination process (e.g., by pre-fetching popular
contents), which we do not assume here, to obtain a solution
requiring no additional infrastructure development. Last but
not least, offloading is proposed also for aggregating and up-
loading traffic generated by cars, e.g., in the context of Floating



Car Data (FCD) [17]. This is clearly a different application
and offloading scenario with respect to that considered in this

paper.
III. OFFLOADING MECHANISMS

As anticipated in Section I we deliberately consider a simple
scheme that uses very little resources of mobile nodes to
support the offloading process. In general, we support sce-
narios where content is requested by users at random points
in time. Similarly to [6], we assume the existence of a Central
Dissemination Manager (CDM), that can communicate with
all nodes through the cellular network and keeps track of
the dissemination process. Without loss of generality!, in
the following we focus on the dissemination of a single
piece of content to the set of interested users. The offloading
mechanism is defined by the actions taken by requesting
nodes and by the CDM, as described by Algorithms 1 and
2, respectively.

Let us focus first on the actions taken by requesting nodes
(Algorithm 1). When a request is generated at a node, the
node sends it to the CDM via the cellular network (line 3).
The node is guaranteed to receive the content within a given
content timeout. During the timeout, the node tries to get the
content from encountered nodes (lines 5-12). If the timeout
expires, it receives it directly from the CDM (lines 13-16).
Upon receiving the content, the node sends an ACK to the
CDM (line 9 and, implicitly, line 14). In addition, it keeps the
content for a sharing timeout, during which it can share the
content with other encountered nodes (lines 18-20). After the
expiration of the sharing timeout the content is deleted from
the local cache. Note that requests and ACKs are supposed
to be much shorter than the content size, and thus do not
significantly load the cellular network.

Let us now focus on the actions taken by the CDM (Algo-
rithm 2). Thanks to requests and ACKs, the CDM is always
aware of the status of content availability in the network. Upon
receiving a request, it checks whether some other node is
already storing a copy of the content or not. In the latter case
(lines 4-6) there is no chance that the user can get the content
opportunistically through another node, and the CDM sends
the content directly through the cellular network. In the former
case (lines 7-21), it waits to receive an ACK during the content
timeout (lines 8-15), indicating that the node has received the
content. If this does not happen, it sends the content directly to
the node (lines 16-20). Finally, upon expiration of the sharing
timeout for a given node the CDM updates the view on the
number of nodes with the content (lines 22-23)>.

IStrictly, this is the case when congestion on the opportunistic network is
low, and therefore the effect of multiple contents offloaded at the same time
can be neglected. This is typically assumed in the literature on offloading
through opportunistic networks.

Note that the CDM implementation could be further simplified by allowing
the nodes that select a content to send a message over the cellular network to
inform the CDM. In this way, the CDM does not need to maintain separate
timers for each of the nodes that have received the content. It is also reasonable
to assume that such confirmation message would be a negligile overhead for
the cellular network.

Algorithm 1 Actions taken by requesting nodes

> Run by a tagged node k&

: Upon request for content C'
. content_received = false
: Send content_request to CDM
. if C not received immediately from CDM then

> try with opportunistic contacts
5 while content_timeout is not over do
6: request C' to encountered nodes
7: if content received then
8
9

N U R S

content_received = true
: Send ACK to CDM
10: break

11: end if

12: end while

13: if content_received == false then
14: Receive C' from CDM

15: content_received = true

16: end if

17: end if

18: while sharing_timeout is not over do
> available for opportunistic sharing
19: Send C' to encountered nodes upon request
20: end while
21: Cancel content C

Algorithm 2 Actions taken by CDM

> Run by the CDM for content C'
Init #nodes_with_ C =0

1: Upon request from node k

2: k_served = false

3: if #nodes_with_C == 0O then

4 Send C to k

5: #nodes_with_C++

6 Set sharing_timeout for node &

7: else

8 while content_timeout is not over do
9 if ACK received by k£ then

10: #nodes_with_C++

11: k_served = true

12: Set sharing_timeout for node &
13: break

14: end if

15: end while

16: if k_served = false then

17: Send C to k

18: #nodes_with_C'++

19: Set sharing_timeout for node &
20: end if
21: end if

22: Upon sharing_timeout for node k over
23: #nodes_with_C' = #nodes_with_C-1




With respect to offloading mechanisms proposed for oppor-
tunistic networks (e.g., [5], [6]) our algorithms present several
differences. First, there is no proactive seeding of the network.
This is because requests arrive at the CDM dynamically,
and there is no knowledge of which nodes will generate a
request, and when. Therefore, we adopted a reactive policy,
i.e. we wait for requests without doing any proactive seeding.
Second, we want to use minimally mobile node resources
in the opportunistic network. This is to make the offloading
mechanism less intrusive as possible, as the additional mobile
devices’ resource usage brought about by offloading is often
considered a possible severe drawback. Therefore, we do not
use epidemic dissemination in the opportunistic network. For
the same reasons, we assume that users drop content some
time after receiving it. Still, our algorithms guarantee bounded
delay, and impose similar overhead on the CDM as in previous
proposals [6]. Clearly, Algorithms 1 and 2 can be easily
modified to exploit additional resources of mobile devices
(e.g., using more aggressive forms of dissemination or doing
initial proactive seeding), if needed.

IV. PERFORMANCE EVALUATION

A. Scenarios and performance indices

We test the performance of the proposed offloading schemes
in two different vehicular scenarios, hereafter denoted as
Scenario A and B.

In Scenario A we capture cases where a group of vehicles
move inside a geographical area covered by a cell, and roam
always inside that cell. Vehicles move on a stretch of road
crossing the cell, and come back when arriving at the bound-
ary. The resulting traffic is therefore bidirectional. Nodes move
with a speed randomly selected (with uniform distribution) in
an interval [Upin,Umaz], and can exchange content directly
while being within a maximum transmission range Trx from
each other. We consider /N nodes in the simulations, which all
request the content. Requests are generated from the beginning
of the simulation sequentially, according to a Poisson process
with rate A (i.e. two requests are spaced by an exponentially
distributed time interval). Simulations lasts until all nodes
have requested the content, and their sharing timeouts are
all expired. In other words, we start from a condition where
no nodes have any copy of the content, and we analyse
the behaviour of the system until no copy of the content is
available after all nodes have received it. While assuming
vehicles go back and forth on a given road segment is a
simplification, the scenario is still representative of movement
patterns confined in a geographical area served by a cellular
network, where a given content is very popular and thus
requested by all users (though at different points in time).
More in general, the scenario is representative of movement
patterns whereby vehicles roam in such a geographical area,
can move in opposite directions and can communicate with
each other when being close enough, irrespective whether such
movements occur on the same street or on different, nearby
streets.

In Scenario B we capture cases where nodes are not
necessarily staying in the same area, but there is a constant
flux of vehicles entering and exiting the area. Again, we
assume that vehicles move on a road and we focus on a road
segment covered by a cell (we select speeds as in Scenario
A). Traffic is again bidirectional, and we keep the number of
nodes constant, and assume that a new vehicle enters the area
when another one has left. When entering the area, vehicles
become interested in the content with a given probability p. If
they are interested, they generate a request after a time interval
uniformly distributed between the time when they enter and
the time when they reach the centre of the cell. Taking the
same terminology of [6], we define a panic zone as the area
of the cell A meters before the boundary. The content timeout
is set so that the CDM sends the content directly when vehicles
enter the panic zone. Finally, vehicles keep the content while
being inside the cell. At the beginning of simulations, nodes
are distributed randomly (with a uniform distribution) in the
cell, are interested in content with probability p, and generate
a request at a point in time uniformly distributed between the
simulation start time and when they are midway towards the
border of the cell. Simulations stop after 100 requests have
been generated (50 in the case of low popularity content,
without noticeable loss of statistical significance of the results),
and the corresponding users have been all served. With this
scenario we explore different cases with respect to Scenario A.
After an initial transient phase, we are able to show a steady-
state behaviour of offloading, in cases where vehicles enter
and exit an area with a given flux and density. In other words,
we can show how much offloading is efficient in making
a given content “survive” in a geographical area, by only
exploiting replicas available on vehicles of interested users
passing through that area. This is an application of the basic
floating content idea [18] to the case of vehicular networking
environment in presence of offloading. In addition, only a
fraction of the nodes can be interested into the content, i.e.
the content can have different levels of popularity.

We ran simulations, using the NS3 with the LENA module
for LTE?, for various sets of parameters, as indicated in
Table I. Specifically, we varied the number of nodes in both
Scenarios, the request rate, the content timeout and the sharing
timeout in Scenario A, and the content popularity in Scenario
B. Request rate and popularity obtain similar effects in the
two scenarios, as they modify the average number of nodes
interested (and receiving) content at any point in time, and thus
the density of nodes with a content replica. We performed at
least 5 simulation runs for each set of parameters, using the
independent replication method [19]. The main performance
figure we consider is the offloading efficiency, defined as the
fraction of content messages that reach the users through
opportunisitc communications. For this index we computed
the confidence intervals (with 95% confidence level) over the
replications. To get a more precise idea on the dynamics of the
offloading process over time, we also computed, on each 5s

3http://networks.cttc.es/mobile-networks/software-tools/lena/



time window, the average (across simulation replicas) number
of copies of content stored on mobile nodes, and the average
number of new content deliveries through the cellular and the
opportunistic network, respectively.

TABLE I
SIMULATION PARAMETERS

Scenario A Scenario B
speed (Km/h) [80,120] [90,110]
cell diameter (Km) 4 1
N (nodes) 20, 40 20, 40
Trx (m) 200 50
p 1 0.5, 0.75, 1
A (reqg/s) 1,0.5,0.2 -
content timeout (8) 60, 90, 120 -
sharing timeout (s) | 5,10,20,30,60,120 —
A (m) - 50

B. Analysis of scenario A

We start by analysing the system performance in Scenario A.
To this end, Figure 1 shows the offloading efficiency obtained
in a wide set of different network configurations, in which
we vary the node density, the content request rate, as well
as the content timeouts and the sharing timeouts. Several
general observations can be drawn from the shown results.
First, the offloading efficiency increases with the node density.
The main reason is that the higher the node density, the higher
the contact rate between the mobile devices. Thus, there are
more opportunities for opportunistic dissemination between
interested users. As far as the impact of the request rate
(M) we observe two regimes. When the sharing timeout is
low, higher request rates result in higher offloading. This is
intuitive, because higher request rates results in requests being
more concentrated in time. When nodes share the content only
for very short amounts of time (see for example the case of 5s),
concentrating the requests in time increases the probability of
encountering other nodes sharing the content. Less intuitive
is the behaviour for large sharing timeouts, where higher
request rates results in lower offloading efficiency. The reason
of this will be more clear when analysing the evolution of
dissemination over time (Figure 2). Intuitively, when requests
are more concentrated in time, content timeouts for nodes
that do not get the content via the opportunistic network
are also more concentrated. As we will discuss later, when
a timeout expires and content is delivered via the cellular
network, this kicks off a fast increase in the dissemination
of content via the opportunistic network in the region of the
node whose content timeout has expired. When expirations are
less concentrated in time (i.e., when request rates are lower),
the opportunistic diffusion process has more time to spread
content, and therefore the offloading efficiency increases.

A second interesting observation is related to the impact
of the sharing timeout on the offloading efficiency. Our
results indicate that if the content is sufficiently persistent
in the network (e.g., sharing timeout > content timeout)
then the impact of the sharing timeout on the offloading
efficiency is negligible. On the other hand, if the content is

volatile, i.e., it is cached in the local memory of interested
users only for few seconds, then the number of copies of
that content in the environment may be too small to allow
an efficient opportunistic dissemination. For instance, with 20
mobile devices and a content request rate of 0.2 req/s the
offloading efficiency can be as low as 20% (this degradation
of the offloading efficiency is less remarkable in denser
networks). Interestingly, if the content request rate is high
(i.e., A = 1 reg/s) then even a sharing timeout = 5s can
still provide an offloading efficiency up to 60% in a cell
with 20 mobile devices. A last observation is related to the
effect of the content timeout. As shown in Figure Ic and
Figure 1d an increase in the content timeout results into an
increase of the offloading efficiency. This is more noticeable
for large sharing timeouts, i.e. when content stays available on
nodes for opportunistic dissemination longer. This is basically
a joint effect of the fact that (i) content is available longer in
the opportunistic networks (longer sharing timeouts) and (ii)
interested nodes wait longer for requesting it via the cellular
network (longer content timeouts).

To get a deeper understanding of the offloading dynamics,
plots in Figure 2 show the temporal evolution of (i) the total
number of mobile devices that have received the content via
the cellular and the opportunistic network, respectively, and (ii)
the number of copies of the content available in the network
(i.e., the number of nodes that are storing and sharing a copy of
the content at that time). Note that plots are typically shown
until just after the time when the last requesting node has
received the content. The system evolution after that time is not
particularly interesting: nodes progressively drop the content
when their sharing timeouts expire. We show plots for extreme
values of the considered parameters. Specifically, in Figures 2a
and 2b we focus on two extreme values of the sharing timeout
parameter, for the case of 40 nodes and 1 req/s (content timeout
is always 60s). As expected, the main difference is the number
of copies of the content available in the network, which is
much higher in Figure 2b, resulting in a higher offloading
efficiency. It is very interesting to observe the behaviour of the
system after 60s, i.e. when the content timeouts for the first
nodes generating requests expire. For larger sharing timeouts
(larger than the content timeout), before that time, only 1 node
(the first one requesting the content) can receive the content
via the cellular network, as it is clear from Figure 2b. This
is due to the behaviour of the CDM explained in Section III,
that sends immediately a content to the first requesting node
(as no other node stores the content yet), and then waits the
content timeouts (i.e. 60s) for the next requests before taking
any action. In other words, it is impossible to have more than
one delivery via the cellular network in the first 60s, due to
the CDM algorithm. When the sharing timeout is short, more
copies of the content can be sent via the cellular network also
before the first content timeout expires. This happens whenever
a new request is generated and all nodes that have previously
received the content have already dropped it (due to expiration
of the sharing timeout). In both cases, after 60s from the
start of the simulation, content timeouts start expiring, and
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new copies of the content are sent via the cellular network.
This generates a burst of dissemination in the opportunistic
network, that is noticed by the steep increase of the curve
related to opportunistic deliveries around that time. Note, in
particular, that after 60s in both cases the rate of increase of
the delivery via the opportunistic network is higher than the
rate of increase of cellular deliveries. This means that each
delivery via the cellular network is significantly amplified by
deliveries in the opportunistic network.

Figures 2c and 2d show the evolution over time in the least
favourable conditions for offloading, i.e. for low request rates
(A = 0.2) and very short sharing timeout (5s). Curves confirm
the behaviour described before. In particular at low densities
(N = 20) the sharing timeout is not long enough to sustain
significant dissemination over the opportunistic network. The
situation improves for denser networks (N = 40), but still
the sharing timeout makes nodes drop content too fast with
respect to the rate of arriving requests (anyway, the offloading
efficiency is still between 20% and 40% even in these cases).

C. Analysis of scenario B

Figure 3 shows the offloading efficiency in Scenario B for the
two considered densities of nodes and the different content
popularities (p). Results basically confirm previous observa-
tions. This is nevertheless important, as Scenario B is more
representative of a “steady state” behaviour of the offloading
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Scenario A: offloading efficiency for varying request rates, content timeouts and the sharing timeouts.

system, as nodes constantly enter and exit the cell at a
given rate, and continuously generate requests (with a given
probability). Again, denser networks (N = 40) achieve higher
offloading efficiency. The effect of the popularity parameter is
similar to that of the request rate in Scenario A: the higher
the popularity, the higher the number of nodes sharing content,
the higher the offloading efficiency. It is interesting to note,
however, that, due to the mobility of the nodes, they stay
within the cell only for about 30s in total, and, on average, stay
in the cell for about 22s after having generated a request. This
is the “useful time window” during which they can receive
content via opportunistic dissemination. Even though this time
window is rather short, offloading is very efficient, even at
quite low popularities (p = 0.2).

Finally, Figures 4a and 4b show the evolution over time
for N = 40 nodes at the extreme popularity values. Besides
confirming the general behaviour observed also in Scenario A,
it is interesting to note that at high popularity the opportunistic
dissemination alone is sufficient to keep enough copies of
the content in the cell so that requesting nodes can find at
least one before exiting. This is shown by the fact that the
curve of delivery via the cellular network flattens out after
an initial “seeding” interval. Instead, in case of less popular
contents, there are cases where nodes do not encounter other
nodes sharing a copy of the content before getting out of the
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cell, and therefore the CDM needs to serve them through the
cellular network. Fluctuations in the number of copies stored
in the network are mainly due to statistical fluctuations in
the contacts and requests events. In addition, the curves drop
towards the end of the simulation when only few requests need
to be satisfied and no new requests are generated (remember
that simulations stop when a maximum number of requests is
reached).
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V. CONCLUSIONS

In this paper we have started to study the performance of
offloading through opportunistic networks, in cases where
content request are generated dynamically, and are not all
synchronised at the moment when content becomes available.
This general scenario is still to be satisfactorily addressed in
the literature, and represents a large number of more specific
scenarios. Interestingly, in such cases no support from cellular
multicast mechanisms can be used, therefore offloading is even
more critical. We have defined offloading mechanisms that
guarantee bounded delays in content delivery, but, differently
from existing literature, use as little as possible resources of
mobile users’ devices. This is also a critical point, as additional
consumption of mobile devices’ resources (storage, battery,
etc.) is a drawback of offloading with opportunistic networks,
that could limit its practical applicability. By considering min-
imal use of mobile devices’ resources, we show that offloading
can still be able to drastically reduce the traffic over the
cellular network, also in a configuration that is unfavourable
for its efficiency. Specifically, we tested the performance of
our offloading schemes in vehicular environments, considering
different densities of nodes, different popularity of content,
and different parameters of the offloading protocols. Our
results show that offloading can be very efficient also when
using very limited resources of mobile devices, achieving
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Fig. 4. Scenario B: temporal evolution of the number of content copies and
served content requests in a network with N = 40 users.

offloading ratios up to more than 90%. Moreover, our results
also highlight configurations of the protocols and parameters
of the investigated scenarios where offloading is less efficient,
and therefore would benefit from more aggressive policies,
using additional resources of mobile devices. It is worth
noticing, however, that offloading efficiency never drops below
20% in the considered cases, even though they may be quite
challenging for the considered offloading mechanisms.
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ABSTRACT

A natural method to disseminate popular data on cellular
networks is to use multicast. Despite having clear advantages
over unicast, multicast does not offer any kind of reliability
and could result costly in terms of cellular resources in the
case at least one of the destinations is at the edge of the cell
(i.e., with poor radio conditions). In this paper, we show that,
when content dissemination tolerates some delay, providing
device-to-device communications over an orthogonal channel
increases the efficiency of multicast, concurring also to offload
part of the traffic from the infrastructure. Our evaluation
simulates an LTE macro-cell with mobile receivers and reveals
that the joint utilization of device-to-device communications
and multicasting brings significant resource savings while
increasing the cellular throughput.

Categories and Subject Descriptors

C.2.1 [Network Architecture and Design]: Store and
forward networks; Wireless communication;

Keywords

Cellular multicast; mobile data offloading; hybrid networks;
delay-tolerant networks.

1. INTRODUCTION

With the deployment of increasingly performing cellular
technologies, such as the 3GPP Long Term Evolution (LTE)
and LTE-A, mobile networks will provide ever higher data
rates (up to 100 Mbps for LTE, and 500 Mbps for LTE-A) [6].
Operators will exploit these opportunities to offer ubiquitous
access to next generation services to their customers, such as
multimedia applications, leading users to consume content
anywhere, anytime. As a result, the expected mobile traf-
fic will be very problematic to handle during peak times [5].
Among these multimedia services, some involve delivering the
same piece of data to a community of interested users. Exam-
ples that fit this use case are software updates, on-demand
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videos, and road traffic information. When a multitude of
co-located users are interested in the same content, two pos-
sible approaches could help operators to relieve their cellular
infrastructures: multicast and mobile data offloading.

Multicast makes use of a single unidirectional link, shared
among several users inside the radio cell, allowing, in prin-
ciple, a more efficient use of network resources with respect
to the case where each user is reached through dedicated
bearers. Note that a more precise terminology would be
“multicast/broadcast”, because only a subset of nodes is con-
cerned by the content (multicast), and the shared nature
of the wireless medium (broadcast) is exploited to transmit
data. For the sake of readability, in the following we will only
employ the term “multicast”. To ensure coexistence between
multicast and unicast services, operators must reserve a fixed
amount of resources for multicast transmissions. Lately, field
trials for video service during crowded sport events like the
superbowl have tested the effectiveness of multicast [8]. De-
spite its attractive features, multicast presents intrinsic and
still unresolved issues that limit its exploitation due to the
difficult adaptation to radio channel conditions. Section 2
will provide an example of these inefficiencies.

Mobile data offloading is an alternative low cost solution
to reduce the burden on the infrastructure network [7, 3, 13].
Direct device-to-device (D2D) communications may be em-
ployed to lower the load on the infrastructure. The increase
in the density of mobile users gives rise to an abundance of
contact opportunities and represents a strong argument to
support opportunistic offloading strategies. Not surprisingly,
this has been identified as one of the key enabling technolo-
gies for future cellular network architecture [1]. In order
to encourage subscribers to offer their battery and storage
resources to this end, mobile providers may offer monetary
incentives and pricing discounts. As a counterpart, users
should accept a delayed content reception.

In this paper, we explore the combination of opportunis-
tic traffic offloading with multicasting. As we will see later,
this strategy allows significant reduction in the load on the
access part of the cellular network. As standard multicast
is not intended for retransmissions, performance suffers and
resources are wasted in the case of a single bad channel user
inside the cell, due to trade-offs in coverage and efficiency.
By including D2D communications into the picture, we ob-
tain additional performance gains in terms of radio resources.
Well-positioned users participate in mitigating the inefficien-
cies of multicast, by sharing their short-range resources to
hand over content to users in bad cellular channel conditions.
Depending on the number of participants requesting data,



we find a break-even point that achieves a good trade-off in
terms of covered users and reception delay.

To assess the performance of this joint multicast/D2D
approach it is necessary to evaluate the amount of radio
resources consumed at the base station. This leads us to
introduce a finer model of radio resource consumption than
previous works in the offloading literature. Existing proposals
do not consider heterogeneous channel conditions and assume
that delivering a given amount of data to different users
has always the same cost. Such an assumption does not
hold in reality, as radio resources vary according to the
channel condition experienced by each user. In other words,
transmitting the same piece of content to users with different
channel conditions do lead to uneven costs at the base station.
To the best of our knowledge, we are the first to evaluate
this aspect in the context of data offloading.

As a summary, the main contributions of this paper are:

e Joint offloading strategy. Our strategy employs
direct D2D transmissions to assist the cellular distri-
bution via multicast, permitting to consistently save
resources at the cellular base stations.

e Fine-grained resource consumption analysis. We
evaluate resource consumption employing the smallest
radio resource unit that can be assigned to users for
data transmission. This analysis shows that existing
macroscopic techniques fail to capture actual system
behaviors.

The remainder of the paper is organized as follows. We first
present the motivation of our work in Section 2. The proposed
joint offloading architecture and operation is described in
Section 3. We evaluate the proposed system using realistic
mobility traces in Section 4. We push the related work to
Section 5 so that the reader has enough material to capture
our original contribution. We finally conclude the paper and
identify topics for future research in Section 6.

2. MOTIVATIONAL EXAMPLE

LTE proposes an optimized broadcast/multicast service
through eMBMS (enhanced Multimedia Broadcast Multime-
dia Service), a point-to-multipoint specification to transmit
control/data information from the cellular base station (eNB)
to a group of user entities (UEs) [10].

Cellular UEs can use different modulation and coding
schemes (MCS) to deal with variable channel characteristics.
Each UE experiences different radio conditions, depending on
path loss, interference from other cells, and wireless fading.
UEs that are closer to the base station are able to decode data
at a higher rate, while others located near the edge of the cell
have to reduce their data rate and use a degraded MCS. This
heterogeneity (time-varying and user-dependent) reduces
the effectiveness of multicast because the eNB uses a single
MCS to multicast downlink data. Usually, the selected MCS
should be robust enough to ensure the successful reception
and decoding of the data-frame for each recipient inside the
cell. Thus, the worst channel among all the receivers dictates
performance. An increase in the number of UEs boosts the
probability that at least one UE experiences bad channel
conditions, degrading the overall throughput [4].

To quantify this effect, we simulate a 500 x 500 m? single
LTE cell with an increasing number of randomly located
receivers using the ns-3 simulator [12]. Fig. 1 presents the
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Figure 1: Minimum CQI for different multicast
group sizes. 100 runs, confidence intervals are tight
and not shown in figure.

Table 1: CQI / MCS Table for LTE [2].

CQI Modulation  code rate  Spectral Efficiency
index schema x 1024 [bit/s/Hz]
0 out of range
1 QPSK 78 0.1523
2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16-QAM 378 1.4766
8 16-QAM 490 1.9141
9 16-QAM 616 2.4063
10 64-QAM 466 2.7305
11 64-QAM 567 3.3223
12 64-QAM 666 3.9023
13 64-QAM 772 4.5234
14 64-QAM 873 5.1152
15 64-QAM 948 5.5547

average minimum channel quality, in terms of CQI (Channel
Quality Indicator), reported at the eNB by UEs (static). The
reported CQI is a number between 0 (worst) and 15 (best)
as listed in Table 1. The CQI indicates the most efficient
MCS giving a Block Error Rate (BLER) of 10% or less. We
realize that the average minimum CQI value decreases as the
number of users in the multicast group increases. The result
is that augmenting the number of multicast receivers clearly
impacts the attainable cell throughput. Table 1 shows that
a UE with the best CQI could theoretically receive 37 times
the throughput of a UE with the lowest index.

This greatly motivates us to investigate methods to cope
with the inefficiencies of multicast. We exploit the presence
of alternative direct connectivity options available at UEs
to relieve the cellular infrastructure load, while reducing the
influence of UEs experiencing poor radio conditions.

3. JOINT D2D/MULTICAST OFFLOADING

We address the distribution of popular content to a set
of N mobile UEs inside a single LTE cell. Each UE is a multi-
homed device that embeds both an LTE interface and a short
range wireless technology that allows D2D communications



(we consider IEEE 802.11g in the paper). We want to trans-
mit data to each UE with a guaranteed maximum service
delay D at the minimum cost for the cellular infrastructure.
In order to increase efficiency, we exploit D2D connectivity
and store-and-carry forwarding. The challenging issue is that
such a strategy is, by definition, unreliable, as it depends
on many factors that are difficult to control (e.g., cellular
channel quality, variable density of opportunistic neighbors,
or interference on the D2D channel). To achieve guaranteed
delivery, we consider an acknowledgment mechanism, and
panic zone retransmissions similarly to [15]. When the service
delay reaches its maximum value D, the eNB pushes all the
missing data to uninfected nodes using unicast transmissions.

3.1 Cost function

What emerges from the analysis in Section 2 is that a
UE with good channel quality can obtain higher bit-rates
with the same amount of resource blocks (RBs), while bad
channel users consume more RBs in order to transmit the
same amount of data. To capture the allocation expenditure,
we define the cost of transmitting to UE v; as:

c(vi, k, t) = [TSZJ , (1)

where si is the size in bytes of the k-th data block to be
transmitted and 7., () is the transport block size (TBS)
decided by the eNB. The cost function c(vs, k, t) measures
the number of RBs needed to transmit a packet of length sy
to v; at time ¢. In order to assign the MCS, and consequently
To;t) (Table I, Tables 7.1.7.1-1, and 7.1.7.2.1-1 from [2]), the
eNB uses the channel quality information obtained from the
CQI messages that each mobile UE periodically transmits to
the base station.

3.2 Offloading strategy

The principles behind the joint multicast/D2D approach
are: (1) at initial time, the eNB sends data to the Iy UEs
with the best radio conditions through a single multicast
emission; (2) the UEs that have received the data (Io or less)
start disseminating it in a D2D (epidemic) fashion; (3) before
the maximum service delay D, we define a time interval, a
panic zone where all the nodes that have not yet retrieved
the content (either with the initial broadcast emission or in
D2D fashion) receive it through unicast LTE emissions.

The proposed scheme allows all UEs to receive data by the
deadline (as long as the panic zone is sufficiently large). It
adapts to different service delays — the larger ones allowing for
more D2D dissemination. Its performance relies essentially
on one key parameter (Ip) that characterizes the number of
UEs reached by the initial multicast transmission. Indeed,
the eNB maintains a dynamic ranking of the UEs according
to their instantaneous c¢(v;, k, t) values. By transmitting data
with the MCS of the Ip-th ranked UE, the algorithm aims at
reaching the best Iy UEs in terms of channel quality. This
immediately improves the usage of resources at the eNB,
because it excludes the N — Iy worst-channel UEs.

Fig. 2 offers a representative example of the proposed strat-
egy with 6 UEs in the cell. Setting Ip=3, the eNB employs
a MCS of 12 for the initial multicast emission. Thus, it
reaches nodes with MCS of 12 and above, but leaves the

!The periodicity of CQI reports is comprised in the range
[2 — 160] ms in real LTE deployment.
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Figure 2: UEs can decode data with a maximum
modulation schema depending on their position in
the cell. The eNB may decide to multicast at higher
rate (E.g., MCS index 12). UEs unable to decode
data are reached through out-of-band D2D links.

three farther ones in outage (their MCS is 8). In the D2D
dissemination phase, these outaged UEs benefit from nearby
nodes, fetching data directly from them through out-of-band
D2D transmissions. This cooperative strategy is by far more
efficient in terms of cellular resource consumption than multi-
cast alone, given that the transmission rate increases and the
D2D links typically exploit a much larger bandwidth than
cellular communications.

Here resides the novelty of our approach: the eNB trades
off the set of recipients that minimizes the multicast cost on
the cellular network, while guaranteeing full coverage through
D2D communications and panic re-injections when needed.
Next, we will determine the best Iy values with the aid of
simulations for different scenarios of utilization.

4. PERFORMANCE EVALUATION
4.1 Methodology and parameters

We compare the performance of the proposed joint distri-
bution system with the one achieved by the classic cellular
multicast alone. All the results presented in this section are
averages over 25 independent simulation runs. Standard mul-
ticast implementation transmits data to all the UEs inside
the cell using the MCS allowed by the lowest reported CQI
value. Even in that case, UEs have no assurance of recep-
tion. The radio channel could suddenly degrade during data
reception (e.g., due to fast fading or mobility), preventing
certain users to correctly decode data. For this reason, we
consider an additional resilience layer in the form of panic
zone retransmissions, which guarantee full dissemination at
the cost of much higher resource consumption.

For now, we consider a static number of UEs within the cell
for each simulation run, to prove the validity of the concept.
Future work will tackle the case where UEs can enter and
exit the distribution area. Node mobility is implemented
according to the random way-point model with speed fixed
at 27 m/s and pause-time set at 0.5 s. We simulate UDP
constant bit-rate downlink flows, each one with packet size
sk = 2048 bytes and a total load of 8 Mb. We implemented
our joint D2D/multicast strategy in the ns-3. Since ns-3
does not natively support cellular multicast, we implemented
an additional module that interacts with the packet sched-
uler to emulate single-cell multicast. The multicast module



Parameter | Value

Cellular layout Isolated cell, 1-sector
LTE downlink bandwidth 5 MHz (25 RBs)
Frequency band 1865 MHz (Band 3)
CQI scheme Full Bandwidth

eNb TX-power 41 dBm
Pathloss Cost 231

BS station height 30 m

UE station height 1.5m

Fast fading Extended Vehicular A (EVA) model
Multicast group size N 10, 25, 50 UEs
Service delay D 10, 30, 60, 90 s

% of direct recipients Iy 100 %, 70 %, 50 %, 30 %

Table 2: ns-3 simulation parameters.

receives the CQI reports of UEs and decides the transmis-
sion rate following the steps explained in Section 3. We fix
the bandwidth allocated for the multicast service at 5 MHz.
3GPP standard recommends not to reserve more than 60%
of RBs to multicast [10], so the 5 MHz value could represent
respectively the 50% or the 25% of RBs in a typical 10 or 20
MHz deployment. Other simulation parameters for the LTE
cell are listed in Table 2.

Additionally, we implemented store-carry-forward routing
mechanism at UEs to allow data forwarding on the WiFi
interface. Regardless of its reception method, an unexpired
packet can be forwarded on the WiF1i interface upon meeting
with neighbors. Neighbor discovery is implemented through
a beaconing protocol. UEs periodically broadcast beacon
messages containing their identifier and the list of buffered
packets. Upon beacon reception UEs update their vicinity
information and can decide to transmit a packet.
Implementation assumption: In simulation we make the
following simplification:

e HARQ-level retransmissions and RLC-level feedback
are disabled in multicast. This is a reasonable assump-
tion: otherwise the eNB should merge the ack/nack
messages received from all the UEs, and decide which
is the best retransmission strategy. We guarantee data
reception with panic zone retransmissions.

e The PUCCH channel is employed to acknowledge data
reception towards the eNB. Panic zone retransmissions
are then triggered looking at the list of received ac-
knowledgments.

4.2 Reference strategies

No D2D is the basic strategy, where UEs have no direct
connectivity options, and multicasting through the cellular
infrastructure is the only means of distributing content. We
compare this base case to our joint D2D/multicast strategy.
We assess the performance for three different values of N —
the number of users inside the cell — respectively 10, 25, and
50, so to evaluate performance under different loads. We also
consider various values for the parameter Ip — the number
of direct multicast recipients. In order to be consistent with
the notation, we evaluate this value as a percentage of V.

4.3 Evaluation

Reception Methods. UEs may receive packets concur-
rently on two interfaces, using three different reception meth-
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ods: multicast and unicast on the cellular interface, D2D on
the WiFi interface. Fig. 3 provides the fraction of packets
partitioned by their reception method. For now, we focus
only on their relative weight. As expected, the fraction of
packets delivered through multicast follows Ip. The fraction
of panic zone and D2D messages strongly depends on the
parameters D and N. Tight service delays leave less time to
opportunistic distribution to reach outaged UEs, resulting
in a more intense use of panic retransmissions.

We can find a small amount of packet retransmitted dur-
ing the panic zone even in the No D2D strategy. These
are packets incorrectly decoded by UEs during the initial
multicast emission. In the other strategies, D2D allows not
to make use of retransmissions where possible, because UEs
can retrieve missing packets from other UEs. For instance,
the strategies No D2D and 100% have the same fraction of
multicast reception, but differ on the amount of panic and
D2D messages. We note also that for sufficiently long service
delays, panic zone is never triggered, and D2D transmissions
meet the goal of guaranteeing total data diffusion. As we
will show later this brings a lot of resource saving.

Cellular Resource Analysis. Mobile operators are pri-
marily concerned about radio resource usage. Fig. 4 gives
hints on the actual amount of RBs devoted to distribute data
in the considered scenarios. Unlike previous figure, here we
focus on the amount of consumed radio resources at the eNB.

The parameter N strongly affects the number of employed
resources. This is even more evident if we consider very short
service delays. While the amount of resources devoted to
multicast only slightly increases with the number of UEs,
the impact of unicast re-injections heavily depends on the
number of UEs in the cell. This happens because N has
a multiplier effect on unicast transmissions, and because
with large probability uninfected UEs are the ones with the
worst channel conditions. If we compare Fig. 3 and Fig. 4,
it is impressive to note how in some cases a small fraction
of unicast transmissions could translate into such a great
resource usage. When N is large, the choice of good values
of Ip becomes fundamental in order to avoid congesting the
cell with too many panic retransmissions.

Another interesting result is that for any possible value
of N and D, we may always find a joint D2D/multicast
strategy that offers better results than No D2D. For low
values of N and short delivery times, it is not possible to
consider a great amount of outaged UEs, since opportunistic
contacts between UEs are scarce, disallowing complete data
dissemination before the expiration of the deadline. On
the other hand, if we consider longer service times, and/or
many UEs in the cell, simulation results tell us that it is
possible to allow up to 70% of UEs in outage, reaching up to 3
times better resource efficiency. Note also that redundant
multicast strategies with repeated retransmissions would
never be optimal, since the amount of consumed resources
would be more than double, without ensuring 100% data
reception.

Cellular Rate The use of D2D communications increases
the achievable data rate at the eNB. The proposed approach
excludes from the set of direct multicast receivers the UEs
in bad channel quality. These outaged users are reached
opportunistically using D2D transmissions or through panic
zone re-injections. In Fig. 5, we can evaluate the gain in terms
of transport block size, with respect to the baseline No D2D
strategy. An increase in the average TBS means that with the



|//////////////% %0E

S
Y B\
Al I IHHH I

AN X\dwa en
s \\\\\\\ [}

e\
S EEEER\\\\\\\\\\\\\J
,////////////////////////////////” K
AN\ adwa on

= \\\\\\\} /U3
B\
=3\

%0E

m %) %08
=] I./////////////////////m %0L

%001
SB0 dcdoN

r T T T 1

< «Q o = 2. <

— =] =] =] =] =]
poyjowr Aq paarasar 1oyoed 9,

|////////////// %0E

- NN
EjEEEs )\ 7

BN\

AN XX\ dwa N
(B \\ L/}

L NN
SEEE N\ P
////////////////////////////////ﬁ
MM XX\ dwa N

s \\\\\\\/3
NS\

Sj S\
L

AL

INNNNNWW\\\\\\e/e o

==Y § w0

T ERNN g os

SR\ ZER (w0
I A
Al azaoN
s =2 ¢ = a <

— =} =] =} =] =}

poyiowr Aq paarasar 1oyoed 9

é %0E
B N\
_7/////////////////////////// %BOL

90s

T T T 1
O 8 e = N =]
— IS S S S IS

poyjour £q paredar joyoed 9,

(c) 50 UEs

(b) 25 UEs

(a) 10 UEs

Figure 3: Data packet ranked by reception method. Multicast and Panic flows through the cellular infras-

tructure, D2D is on the WiFi channel.
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Figure 4: Average resource blocks employed at eNB to reach 100% dissemination. Note that even few panic

zone retransmissions (in unicast) result very costly in resources.

transmissions are considered. For instance, Han et al. identi-
fied the opportunity to save infrastructure data exploiting
the social ties between users, proposing a subset selection

same amount of radio resources, the eNB can transmit more

data. Average TBS is a mean to understand the quality of
the cellular link connecting the eNB and the UEs. In general,

the average TBS increases as Io

Similarly, Li et

7).

[

al. analytically formulated the problem of traffic offloading
of multiple contents in a mobile environment. Under the
assumption of Poisson contact, the optimal subset selection

mechanism based on contact history

decreases, since our strategy

This beneficial effect

emerges if we look at the dashed curves (representing the

always serves the best placed UEs.

). However, the gain brought

by the joint D2D/multicast strategy is often mitigated by

TBS for multicast emissions only

[11]. Barbera

et al. analyzed contacts between end-nodes in order to select

problem is solved under multiple constraints

the heavy use of panic zone re-injections to guarantee 100%
data reception. This is the reason why the average TBS

tends to saturate at the multicast value when the amount

a subset of socially important VIP users, which are turned

into data forwarders [3]. We proposed a simple re-injection
based scheme that takes into account the evolution of the

of panic retransmissions falls. For tight service delays, the

opportunistic dissemination [13]. In all these works the prin-

opportunistic diffusion has not enough time to transfer all

cipal metric is the amount of data (or messages) saved on

the infrastructure link. While this is an influential driver

data packets to each UE. This forces the eNB to resort to

panic unicast re-injections. The probability to have a bad
channel is higher for the UEs that have not received the

for evaluation, it does not fully represent the real amount of

saved resources at the base station.

content, lowering the average TBS. For the No D2D and

100% strategies the penalty due to panic zone is negligible and

D2D-aided multicast. Bhatia et al., proposed the use of

D2D communications to improve performance of multicast in

For larger maximum service delay the increase with respect

to the conservative multicast

never impacts the already low TBS in a noticeable manner.
order of 2-3 times.

3G cellular networks [4]. A multihop ad hoc network is mod-

eled analytically. A near-

only strategy could be in the

optimal discovery algorithm selects

the best data forwarder for receivers with poor channel qual-

ity. The authors in [16]

devised an algorithm to figure out

the optimal number of relays inside the cluster. The paper
focuses on in-band D2D communications, such that consid-

RELATED WORK

Mobile data offloading. D2D communications have been

S.

[14], only the cluster head receives

Similarly, in

].

1
the content and is in charge of D2D retransmission inside

its cluster. No hints are given on how clusters are created

ered in

the target of intensive studies as a method to relieve the

pressure on the cellular infrastructure. Typically only unicast
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Figure 5: Average transport block size for different service delays. Solid lines show the average (multicast

and unicast), dashed lines display only multicast.

and discovered. Huo et al., proposed a cooperative multicast
scheduling for 802.16 networks. A two phase schema is pro-
posed, and all successful recipients of multicast participate
in data retransmission using in-band D2D links [9].

6. DISCUSSION AND PERSPECTIVES

In this work, we have presented a hybrid distribution sys-
tem for popular content with guaranteed delays. Multicast
is a valuable option to distribute popular data into a cellular
network. However, performance is limited by the channel
quality of the worst UE in the cell. We proposed a framework
that exploits D2D capabilities at UEs to counter the ineffi-
ciencies of cellular multicast. We evaluated the performance
of a joint D2D/multicast strategy by varying the number of
UEs in the cell and the maximum reception deadline. Simula-
tion results prove that the use of D2D communications allows
increasing the multicast transmission rate, saving resources
and improving the overall cell throughput.

Future work will focus on the development of analytical
models for epidemic data diffusion to aid the choice of which
UEs to insert in the set of direct multicast recipients. More-
over, we will evaluate the scenario where multiple neighboring
cells are active, and UEs can roam between them.

Acknowledgment

Filippo Rebecchi and Marcelo Dias de Amorim carried out
part of the work at LINCS (http://www.lincs.fr). This work
is partially supported by the European Commission in the
framework of the FP7 Mobile Opportunistic Traffic Offload-
ing (MOTO) project under grant agreement number 317959.

7. REFERENCES
[1] 3GPP. TSG SA: Feasibility study for proximity services

(ProSe) (release 12), 2012.
[2] 3GPP. TS 36.213 V11.2.0 Rel.11: Evolved universal
terrestrial radio access (e-utra); physical layer
procedures, 2013.
M. V. Barbera, A. C. Viana, M. D. de Amorim, and
J. Stefa. Data offloading in social mobile networks
through VIP delegation. Ad Hoc Networks, 2014.
R. Bhatia, L. Li, L. Haiyun, and R. Ramjee. ICAM:
integrated cellular and ad hoc multicast. IEEE Trans.
on Mobile Computing, 5(8):1004-1015, Aug 2006.

3]

24

[5]

[6]

[7]

8

9

(10]

(11]

(12]
(13]

(14]

(15]

(16]

Cisco. Cisco visual networking index: Global mobile
data traffic forecast update (2012 — 2017), 2013.

E. Dahlman, S. Parkvall, and J. Skold. 4G:
LTE/LTE-advanced for mobile broadband. Academic
Press, 2013.

B. Han, P. Hui, V. S. A. Kumar, M. V. Marathe,

J. Shao, and A. Srinivasan. Mobile data offloading
through opportunistic communications and social
participation. IEEE Trans. on Mobile Computing,
11(5):821-834, May 2012.

Z. Honig. Verizon demonstrating LTE Multicast during
Super Bowl XLVIII (hands-on video). http://www.
engadget.com/2014/01/29/verizon-1lte-multicast/.
F. Hou, L. Cai, P.-H. Ho, X. Shen, and J. Zhang. A
cooperative multicast scheduling scheme for multimedia
services in ieee 802.16 networks. IEEE Trans. on
Wireless Communications, 8(3):1508-1519, Mar. 2009.
D. Lecompte and F. Gabin. Evolved multimedia
broadcast/multicast service (eMBMS) in
LTE-advanced: overview and rel-11 enhancements.
IEEE Comm. Mayg., 50(11):68-74, Nov. 2012.

Y. Li, G. Su, P. Hui, D. Jin, L. Su, and L. Zeng.
Multiple mobile data offloading through delay tolerant
networks. In ACM CHANTS, Las Vegas, NV, USA,
Sept. 2011.

NS-3. Network simulator. http://www.nsnam.org.

F. Rebecchi, M. D. de Amorim, and V. Conan. DROiD:
Adapting to individual mobility pays off in mobile data
offloading. In IFIP Networking, Trondheim, Norway,
June 2014.

S. Spinella, G. Araniti, A. Iera, and A. Molinaro.
Integration of ad-hoc networks with infrastructured
systems for multicast services provisioning. In IEEE
ICUMT, pages 1-6, St. Petersburg, Oct. 2009.

J. Whitbeck, Y. Lopez, J. Leguay, V. Conan, and M. D.
de Amorim. Push-and-track: Saving infrastructure
bandwidth through opportunistic forwarding. Pervasive
and Mobile Computing, 8(5):682-697, Oct. 2012.

B. Zhou, H.Hu, S.Huang, and H.Chen. Intracluster
device-to-device relay algorithm with optimal resource
utilization. IEEE Trans. on Vehicular Tech.,
62(5):2315-2326, June 2013.



D3.1 Design and evaluation of enabling techniques for mobile data traffic offloading
\ @ (release a)

WP3 - Offloading foundations and enablers

DISCLAIMER

The information in this document is provided "as is", and no guarantee or warranty is given that the
information is fit for any particular purpose. The above referenced consortium members shall have no
liability for damages of any kind including without limitation direct, special, indirect, or consequential
damages that may result from the use of these materials subject to any liability which is mandatory due to
applicable law.

Copyright 2013 by Thales Communications & Security SA, Consiglio Nazionale delle Ricerche, Asociacion de
Empresas Tecnoldgicas Innovalia, Universite Pierre et Marie Curie - Paris 6, FON wireless Itd, Avea lletisim
Hizmetleri As, Centro Ricerche Fiat Scpa, Intecs Informatica e Tecnologia del Software s.p.a. All rights
reserved.

© MOTO Consortium — 2014





