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Abstract 

A supply-chain is a series of connected stock management structures. Therefore, the 

structure of a supply-chain consists of many cascading inventory management problems. It 

is known that the optimal inventory control parameter values suggested by the literature 

are also valid for a supply-chain. The motivation for this study is to investigate the effect of 

the literature suggested optimal values of the parameters of a dynamic decision making 

heuristic in the presence of semi-rationally managed supply-chain echelons. We employ a 

soft coded version of The Beer Game as an experimental platform to carry out the study. 

We use a much longer time horizon than the one used in the board version of The Beer 

Game to prevent a potential short-term horizon effect. The results of the simulation runs 

carried out in this study do not support the use of the well-established decision parameter 

values for the echelon of concern if the other echelons’ inventories are managed sub-

optimally. 

 

Keywords: anchor-and-adjust heuristic; beer game; stock adjustment fraction; stock 

management; supply chain management; weight of supply line. 

 

 

1. Introduction 
The Beer Game was introduced by Jay Forrester's System Dynamics research group 

of the Sloan School of Management at the Massachusetts Institute of Technology in the 

1960s to be used in management education aiming to give the participants an experience 

about fundamental dynamic problems such as oscillating inventory levels and bullwhip 

effect (Akkermans & Vos, 2003; Day & Kumar, 2010; Jacobs, 2000; Sterman, 1989). The 

Beer Game is also used as an experimental platform in many studies to investigate the 

behavior of supply chains under many different settings. One of the main reasons of the 

wide use of The Beer Game is that it is capable of producing complex dynamics as 



 

demonstrated by many studies (Hwarng & Xie, 2008; Hwarng & Yuan, 2014; Mosekilde 

& Laugesen, 2007; Thomsen, Mosekilde, & Sterman, 1991). 

 

The Beer Game is a four echelon supply chain consisting of a retailer, wholesaler, 

distributor, and factory where there is an inventory control problem for each one of these 

echelons. Therefore, the structure of the game consists of four cascading stock 

management problems. During the game, every participant in a group of four is responsible 

for one of the four echelons and manages the associated inventory by placing orders 

aiming to minimize the team cost. The orders flow from downstream echelons towards 

upstream echelons and cases of beer flow in the opposite direction. The accumulated total 

cost generated by each individual echelon is calculated at the end of the game by adding up 

all inventory holding and backlog costs obtained at the end of each simulated week and the 

team cost is obtained by summing up the total costs of the echelons (Croson & Donohue, 

2006; [removed for reviewing purposes]; Edali & Yasarcan, 2014; Sterman, 1989). 

 

The original setting of The Beer Game can be classified under “traditional supply 

chain”, where there is no collaboration between the different echelons (Holweg, Disney, 

Holmström, & Småros, 2005). In addition, the demand pattern is almost constant 

throughout the game except that it jumps for only once from four to eight cases of beer in 

week 5. Different than the original Beer Game setting, Chen and Samroengraja (2000) 

used a stochastic end-customer demand pattern and informed all participants about the 

distribution of it, which is stationary. Croson and Donohue (2006) also used a stochastic 

end-customer demand pattern and they experimented with information sharing option. 

Steckel, Gupta, and Banerji (2004) examined the effect of reduced cycle times and the 

effect of shared point-of-sale (POS) information among the supply chain members. Kim 

(2009) extended The Beer Game into a supply network and conducted agent-based 

simulations in his study. Ackere, Larsen, and Morecroft (1993) applied business process 

redesign to The Beer Game and obtained many structurally different versions of it. 

 

In this study, we employ a soft coded version of The Beer Game, which simulates a 

production-distribution system, as an experimental platform (Edali & Yasarcan, 2014). In 

our study, we stick to the original setting of The Beer Game except two differences: 



 

(1) We have computer simulated decision makers instead of human participants; (2) We 

use a longer time horizon than the one used in the board version of the game. 

 

In his famous Beer Game paper, Sterman (1989) suggests a stock control ordering 

policy, namely the anchor-and-adjust heuristic, to be used in managing the level of a 

stock. According to the results reported in that paper, the proposed heuristic is a good 

representation of the decision making processes of the participants who were managing 

inventories on a supply chain. Therefore, we represent the decision making processes of 

the computer simulated participants using the anchor-and-adjust heuristic. Note that the 

parameters of the anchor-and-adjust heuristic are called “decision parameters” in this 

study. 

 

When all the four echelons of The Beer Game use the literature suggested optimal 

values of the decision parameters of the anchor-and-adjust heuristic in managing their 

respective inventories, the generated accumulated total cost is minimized. In this research, 

we investigate whether these optimal values still remain optimal for the echelon of concern 

if the rest of the team uses sub-optimal parameter values, which is the main motivation for 

this study. 

 

We first give a brief explanation about the selected time-horizon for the experiments 

(Section 2). Secondly, we provide a full description of the decision parameters of the 

anchor-and-adjust heuristic (Section 3). Thirdly, we present simulation results obtained 

under the first main setting, where the echelon of concern uses the literature suggested 

optimal decision making parameter values and the rest of the team uses the averages of the 

estimated parameter values of the participants of Sterman’s (1989) Beer Game experiment 

(Section 4). Fourthly, we report simulation results obtained under the second main setting, 

where the echelon of concern uses the re-optimized decision making parameter values 

while the rest of the team behaves as in the first setting (Section 5). Later, the results given 

in sections 4 and 5 are compared (Section 6). In comparing the supply chain performances, 

we focus mainly on the team total cost values obtained under the two main settings. We 

also compare the individual total cost values of the echelon of concern. We iterate the 



 

experiment by switching the echelon of concern so as to obtain a set of total cost values 

under both settings for all the echelons. Finally, we report conclusions is Section 7. 

 

 

2. The Time Horizon for the Experiments 
The short-term and long-term benefits of a decision making strategy can be different 

(Gureckis & Love, 2009). In other words, the short-term horizon and long-term horizon 

effects are not the same. “Among other results, we show that the short-term performance of 

a supply chain is not a predictor of the long-term performance even when decision makers 

fully recognize outstanding orders.” (Macdonald, Frommer, & Karaesmen, 2013). It is 

problematic to compare different settings in the short-term because even an essentially 

wrong decision making heuristic may outperform an essentially correct decision making 

heuristic in the short-run, but never in the long-run. The same argument is also true for 

essentially wrong and essentially correct parameter values of a decision making heuristic. 

Therefore, we select a much longer time horizon (520 weeks) than the one used in the 

board version of The Beer Game (36 weeks) in all simulation experiments, which 

hopefully will reduce the critics that we may receive. 

 

 

3. The Decision Parameters and Their Values 
 

Stock adjustment fractioni (αs; also αs in Sterman, 1989), weight of supply line (wsl; β 

in Sterman, 1989), desired inventory (I*; S* in Sterman, 1989), and smoothing factor (θ; 

also θ in Sterman, 1989) are the decision parameters of the anchor-and-adjust heuristic. For 

a complete description of the heuristic see Edali & Yasarcan (2014) and Sterman (1989). 

Stock adjustment fraction (αs) is the intended fraction of the gap between the desired level 

of the stock and the current value of the stock to be closed every time unit (per week in 

The Beer Game). The inverse of the parameter αs (i.e., αs
-1) represents the number of weeks 

in which a decision maker wants to bring his current inventory level to its desired value. 

                                                 
i In many studies, Stock adjustment time (sat) is used instead of Stock adjustment fraction (αs), which 

essentially makes no difference in the anchor-and-adjust heuristic because sat = αs
-1 (Edali & Yasarcan, 

2014). 



 

Comparatively, small values of αs result in mild corrections, while higher values of it 

correspond to aggressive corrections. According to the literature (see, for example, 

Sterman, 1989), the optimum value of this parameter is one per unit of time (i.e., per 

week). Therefore, αs is taken as one per week for the echelon of concern in the first setting. 

 

Weight of supply line (wsl) represents the relative importance given to the supply line 

compared to the main stock. In other words, wsl is the fraction of supply line considered in 

the control decisions (i.e., order decisions). When wsl is taken as one, the main stock and 

its supply line will be effectively reduced to a single stock that cannot oscillate (Barlas & 

Ozevin, 2004; Sterman, 1989; Yasarcan & Barlas, 2005a and 2005b). However, a zero 

value of wsl means that supply line is totally ignored in decision-making process and it 

may potentially create an unstable stock behavior. According to Sterman (1989), the 

optimum value of this parameter is unity. Therefore, wsl is taken as unity for the echelon of 

concern in the first setting. 

 

This study focuses mainly on the values of αs and wsl. Accordingly, the motivation 

for this study is to investigate the performance of the literature suggested optimal values of 

αs and wsl (i.e., one per week and unity) in the presence of semi-rational supply-chain 

partners (i.e., αs ≠ 1 per week and wsl ≠ 1). In both settings, αs and wsl values for the 

echelons other than the echelon of concern are taken as 0.26 per week and 0.34, 

respectively. These values are the averages of the estimated parameter values of the 

participants of The Beer Game (Sterman, 1989). 

 

Desired inventory (I*) is another parameter of the anchor-and-adjust heuristic and it 

simply represents the target inventory level. In The Beer Game, the cost function is 

asymmetric; unit backlog cost is $1.00/(case∙week) while unit inventory holding cost is 

$0.50/(case∙week). Therefore, it is usually less costly to have a positive on-hand inventory 

than having a backlog. Comparatively speaking, a better control decreases the requirement 

for large values of I* while a worse control increases this requirement. The value of I* is 

assumed to be 0 for all echelons in both settings. The reason for selecting I* = 0 is that if 

inventory and backlog are both zero for an echelon in a simulated week, that echelon 



 

produces no costs in that week. In this study, we do not experiment with the assumed value 

of this parameter. 

 

Smoothing factor (θ) is the main parameter of exponential smoothing forecasting 

method and it represents the weight given to recent observations in the forecasting process. 

Although smoothing-factor is one of the parameters of the anchor-and-adjust heuristic, its 

optimization is out of the scope of this study. Theoretically, θ can take a value between 0 

and 1. A zero value of θ means no corrections in the forecasted values. On the other hand, 

when it is taken as one, the exponential smoothing method will be equivalent to a naive 

forecast. It may not be practical to use a randomly selected smoothing factor value, even if 

that value fall in the theoretical range. According to Gardner (1985), the smoothing factor 

of a simple exponential smoothing forecasting method should be between 0.1 and 0.3 in 

practice. As a reasonable value, we suggest using a smoothing factor of 0.2 in forecasting, 

which is the middle point of the range suggested by Gardner (1985). This value of 

smoothing factor also falls in the range of 0.01 and 0.3 that is suggested by Montgomery 

and Johnson (1976). Therefore, θ is taken as 0.2 for the echelon of concern in both settings. 

The value of θ for the echelons other than the echelon of concern is taken as 0.36 per week 

in both settings. This value is the average of the estimated θ values of the participants of 

The Beer Game (Sterman, 1989). 

 

 

4. Setting 1: Results for the Literature Suggested Optimal Values of αs 

and wsl 
In these experiments, the optimal value of αs that is one per week and the optimal 

value of wsl that is unity are used as the decision parameter values of the echelon of 

concern. The αs and wsl values of the other three echelons (i.e., the semi-rationally 

managed supply-chain echelons) are taken as 0.26 per week and 0.34, respectively. The 

results are reported in Table 1. The experiment is repeated for all the echelons by switching 

the echelon of concern for each simulation run.  

 



 

Table 1.  Total cost values when the echelon of concern uses the literature suggested 

optimal parameter values (i.e., αs = 1 per week and wsl = 1) 

The echelon 
of concern 

Total 
Team 

Cost ($) 

Total Cost 
of Retailer 

($) 

Total Cost of 
Wholesaler 

($) 

Total Cost of 
Distributor 

($) 

Total 
Cost of 
Factory 

($) 

Retailer 4,715.00 701.00 1,056.50 1,603.00 1,354.50 

Wholesaler 34,684.50 6,909.50 9,611.00 9,955.00 8,209.00 

Distributor 33,302.00 4,919.50 9,162.50 10,192.50 9,027.50 

Factory 32,937.50 4,401.00 8,094.50 11,808.00 8,634.00 

 
 

 

Figure 1.  The dynamics of the inventories when the wholesaler is using the literature 

suggested optimum values 

 

Extremely high costs are obtained when the echelon of concern is the wholesaler, the 

distributor, or the factory. The reason behind these high cost values is the oscillations in 

the dynamics as it can be observed from figures 1, 2, and 3. Note that the dynamics 

presented in figures 1, 2, and 3 comes from the trial in which the wholesaler is the echelon 

of concern. The dynamics for the trials, in which the distributor or the factory is the 

echelon of concern, are very similar to the ones presented in figures 1, 2, and 3. Hence, 



 

they are excluded from the paper. The dynamics for the trial, in which the retailer is the 

echelon of concern, is less oscillatory and similar to the dynamics shown in the figures 4, 

5, and 6. 

 

Figure 2.  The dynamics of the backlogs when only the wholesaler is using the literature 

suggested optimum values 

 

 

Figure 3.  The dynamics of the orders when only the wholesaler is using the literature 

suggested optimum values 



 

5. Setting 2: Results for the Re-Optimized Values of αs and wsl 
In these experiments, the optimal value of αs that is one per week and the optimal 

value of wsl that is unity are not used as the decision parameter values of the echelon of 

concern. Instead, they are re-optimized for each of the four trials with a different echelon 

of concern. In all trials under setting 2, similar to the experiments in the previous section, 

the αs and wsl values of the other three echelons are taken as 0.26 per week and 0.34, 

respectively. The results are reported in Table 2. 

 

Table 2.  Total cost values when the echelon of concern uses the re-optimized values of αs 

and wsl 

The 
echelon of 
concern 

αs of the 
echelon of 
concern 

(per week) 

wsl of the 
echelon 

of 
concern 

Total 
Team 

Cost ($) 

Total Cost 
of Retailer 

($) 

Total Cost 
of 

Wholesaler 
($) 

Total Cost 
of 

Distributor 
($) 

Total 
Cost of 
Factory 

($) 

Retailer 0.04 0.45 4,549.00 845.00 1,006.00 1,469.50 1,228.50 

Wholesaler 0.09 0.07 7,320.00 1,188.50 2,222.50 1,974.00 1,935.00 

Distributor 0.52 0.95 7,535.50 1,125.50 2,104.00 2,212.50 2,093.50 

Factory 0.95 0.78 7,605.50 1,111.50 1,756.00 2,683.00 2,055.00 

 

The extreme costs reported in Table 1 are eliminated when the re-optimized 

parameter values are used (Table 2). The reason behind the decrease in the costs values is 

caused by the damping oscillations as it can be observed from figures 4, 5, and 6. Note that 

we again present only the dynamics for the trial in which the wholesaler is the echelon of 

concern because these dynamics are representative of the dynamics obtained in other trials. 

 



 

 

Figure 4.  The dynamics of the inventories when the wholesaler is using the re-optimized 

parameter values 

 

 

Figure 5.  The dynamics of the backlogs when the wholesaler is using the re-optimized 

parameter values 



 

 

 

Figure 6.  The dynamics of the orders when the wholesaler is using the re-optimized 

parameter values 

 

 

6. Comparisons 
In this study, we carry out Beer Game experiments using a long-term horizon, 520 

weeks. In the experiments, we assumed that all echelons are managed by semi-rational 

decision makers (αs = 0.26 per week and wsl = 0.34) except for the echelon of concern. In 

the first setting, the echelon of concern is managed by a rational decision maker (i.e., αs = 1 

per week and wsl = 1) who behaves according to the book (i.e., the literature). However, in 

the second setting, the decision maker managing the echelon of concern uses re-optimized 

decision making parameter values. In all of the four trials under the second setting, where 

one of the retailer, wholesaler, distributor, and factory is selected as the echelon of concern 

for each trial, the parameter values obtained for the echelon of concern depict a semi-

rational decision maker according to the literature (i.e., αs ≠ 1 per week and wsl ≠ 1). 

 



 

If the echelon of concern is the retailer and if the decision maker uses the literature 

suggested optimal parameter values in managing the inventory level of this position, the 

total cost generated for the retailer at the end of the game would be $701 and the total team 

cost would be $4,715 (Table 1). If this decision maker uses the re-optimized parameter 

values given in Table 2 (αs = 0.04 per week and wsl = 0.45), these cost values would be 

$845 and $4,549, respectively. Therefore, if the retailer accepts a 20.54% increase in its 

own costs and uses αs = 0.04 per week and wsl = 0.45 instead of αs = 1 per week and wsl = 

1, a 3.52% decrease in the total cost can be obtained for the whole supply-chain. 

 

If the echelon of concern is the wholesaler and if the decision maker uses the 

literature suggested optimal parameter values in managing the inventory level of this 

position, the total cost generated for the wholesaler at the end of the game would be $9,611 

and the total team cost would be $34,684.50 (Table 1). If this decision maker uses the re-

optimized parameter values given in Table 2 (αs = 0.09 per week and wsl = 0.07), these 

cost values would be $2,222.50 and $7,320, respectively. Therefore, if the wholesaler uses 

αs = 0.09 per week and wsl = 0.07 instead of αs = 1 per week and wsl = 1, a 76.88% 

decrease in its own costs and a 78.90% decrease in the team total cost can be obtained. 

 

If the echelon of concern is the distributor and if the decision maker uses the 

literature suggested optimal parameter values in managing the inventory level of this 

position, the total cost generated for the distributor at the end of the game would be 

$10,192.50 and the total team cost would be $33,302 (Table 1). If this decision maker uses 

the re-optimized parameter values given in Table 2 (αs = 0.52 per week and wsl = 0.95), 

these cost values would be $2,212.50 and $7,535.50, respectively. Therefore, if the 

distributor uses αs = 0.52 per week and wsl = 0.95 instead of αs = 1 per week and wsl = 1, a 

78.29% decrease in its own costs and a 77.37% decrease in the team total cost can be 

obtained. 

 

If the echelon of concern is the factory and if the decision maker uses the literature 

suggested optimal parameter values in managing the inventory level of this position, the 

total cost generated for the factory at the end of the game would be $8,634 and the total 

team cost would be $32,937.50 (Table 1). If this decision maker uses the re-optimized 



 

parameter values given in Table 2 (αs = 0.95 per week and wsl = 0.78), these cost values 

would be $2,055 and $7,605.50, respectively. Therefore, if the factory uses αs = 0.95 per 

week and wsl = 0.78 instead of αs = 1 per week and wsl = 1, a 78.29% decrease in is own 

costs and a 77.37% decrease in the team total cost can be obtained. 

 

 

7. Conclusions 
According to the literature, a “rational manager” must use “αs = 1 per week and 

wsl = 1” in managing an inventory. Moreover, the sub-optimal decision making processes 

(i.e., αs ≠ 1 per week and wsl ≠ 1) of human decision makers (i.e., semi-rational mangers) 

is criticized. According to our results, it is possible for a “rational manager” to create 

almost five times the costs obtained by a “semi-rational manager”. The surprising findings 

of this study indicate that the criticisms in the literature are implicitly based on the 

assumption that it is possible for all echelons to determine and agree on using the decision 

making parameter values that are globally optimal. First of all, determining the globally 

optimum parameter values in a real-life setting is not an easy task, perhaps impossible in 

many cases. Secondly, in most cases, it will not be possible to make all supply-chain 

members to reach to a perfect agreement on using the globally optimum parameter values. 

Therefore, in a real life situation, a manager must not blindly behave according to the book 

(i.e., must not imprudently use the literature suggest decision making parameter values). 

We suggest that a manager must be aware of the literature, but must not give up his own 

judgment and must not blindly follow it. On the contrary, he will most probably achieve 

good results if he combines the information reported in the literature with his own 

experience and instincts. We hope that our study will trigger future studies in analyzing the 

effects of the literature suggested optimum behaviors under imperfect realistic settings. 
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Abstract 

Anchor-and-adjust is an ordering policy often used in stock control systems. Weight 

of Supply Line, the relative importance given to the supply line compared to the 

importance given to the stock, and Stock Adjustment Time, the intended time to close the 

discrepancy between the desired and current levels of the stock, are the two critical 

decision parameters of the anchor-and-adjust ordering policy. In this study, we conduct an 

extensive simulation study using a generic stock management structure and offer 

suggestions for the selection of these two decision parameters. The decision parameter 

values are significantly affected from the order and duration of the lead time. 

 

Keywords: anchor-and-adjust; lead time; relative aggressiveness; stock adjustment time; 

stock management; weight of supply line. 

 

 

1. Introduction 
 

Stock management is a widely encountered task in complex dynamic systems, in 

which the aim is to alter the level of a stock towards a desired point and maintain it at that 

point (Diehl and Sterman, 1995; Sterman, 1987a, 1989a, and Chapter 17 in 2000; Sweeney 

and Sterman, 2000; Yasarcan and Barlas, 2005; Yasarcan, 2010 and 2011). The generic 

stock management structure captured in Fig. 1 can be used to represent a broad range of 

different stock control systems. 

 

Fig. 1  The simplified stock-flow diagram of the generic stock management task 

 



 

In the generic stock management task, there are two main state variables: Stock and 

Supply Line (Fig. 1). For example, in an inventory distribution system, Supply Line 

corresponds to in-transit inventory, while in an inventory production system, it corresponds 

to work-in-process inventory. Stock is the net inventory in both systems that Stock 

increases via Acquisition Flow and decreases via Loss Flow. Supply Line increases via 

Control Flow and decreases via Acquisition Flow. In an inventory distribution system, 

Control Flow is the orders given to the supplier, while Acquisition Flow is the incoming 

orders. In an inventory production system, Control Flow is the production orders, and 

Acquisition Flow is the production completion rate. Loss Flow is the sales to the customers 

in both systems. For other stock management examples such as “capital investment”, 

“equipment”, “human resources”, “cash management”, “marketing”, “hog farming”, 

“agricultural commodities”, “commercial real state”, “cooking on electric range”, 

“driving”, “showering”, “personal energy level”, and “social drinking”, see Sterman 

(1989a). 

 

Lead time (i.e., supply line delay) is the cause for the existence of a supply line and, 

thus, the main reason of the challenge in managing a stock (Diehl and Sterman, 1995; 

Kleinmuntz, 1993; Sterman, 1989a and Chapter 17 in 2000; Yasarcan and Barlas, 2005; 

Yasarcan, 2010 and 2011). Lead time is defined by its average delay duration and order 

(Barlas, 2002; Chapter 9 in Forrester, 1961; Mikati, 2010; Chapter 11 in Sterman, 2000; 

Yasarcan, 2011; Yasarcan and Barlas, 2005a and 2005b; Venkateswaran and Son, 2007; 

Wikner, 2003). In this paper, the average duration of the lead time is referred to as 

Acquisition Delay Time (  in Sterman, 1989a), and it represents the average lag between 

the control decisions and their effects on the stock. 

 

Anchor-and-adjust is an ordering policy often used in stock control systems. Weight 

of Supply Line (   in Sterman, 1989a), the relative importance given to the supply line 

compared to the importance given to the stock, and Stock Adjustment Time ( S1  in 

Sterman, 1989a), the intended time to close the discrepancy between the desired and 

current levels of the stock, are the two critical decision parameters of the anchor-and-adjust 

ordering policy (Sterman, 1989, Chapter 17 in 2000; Sweeney and Sterman, 2000; 

Yasarcan and Barlas, 2005; Yasarcan, 2011). In stock management, it is a critical issue to 



 

obtain a fast and stable response from the stock, which can only be ensured by a proper 

selection of values for these two parameters. 

 

According to the literature, the supply line can be fully considered by setting Weight 

of Supply Line equal to unity, which reduces the stock management task to a first-order 

system that cannot oscillate. Hence, when Weight of Supply Line is equal to unity, it 

ensures non-oscillatory stock behavior regardless of the duration and order of the lead 

time, and therefore, it is often used in stock management (Barlas and Ozevin, 2004; 

Sterman, 1989a and Chapter 17 in 2000; Yasarcan, 2011; Yasarcan and Barlas, 2005a). 

Moreover, this value of the weight is optimal for stock management tasks with a discrete 

supply line delay (Sterman, 1989a). 

 

In most models of inventory systems, lead time is represented as an infinite order 

delay (discrete delay, fixed pipeline delay) because of the apparent simplicity of its 

mathematical expression. However, formulating lead time using a continuous delay 

structure leads to a more accurate representation for most real systems (Chapter 11 in 

Sterman, 2000; Venkateswaran and Son, 2007; Wikner, 2003; Yasarcan, 2011; Yasarcan 

and Barlas, 2005a). According to Mikati (2010), assuming a first-order lead time is 

reasonable when there is enough production capacity in a production-inventory system. 

Another suggestion is to use a delay structure with an order higher than one rather than 

using a fixed pipeline delay structure (Venkateswaran and Son, 2007). Wikner (2003, p. 

2792) has noted that "… the third-order delay has proved to be an appropriate 

compromise between model complexity and model accuracy". 

 

There are no studies in the literature concerning the optimal value of Weight of 

Supply Line for a stock management task with a continuous lead time. We conduct an 

extensive simulation study with the intention to fill this gap. We use “system dynamics” as 

the modeling methodology in this study (Barlas, 2002; Barlas and Yasarcan, 2006; Flood, 

2010; Forrester, 1961; Kunsch, Theys, and Brans, 2007; Lyons and Duggan, 2014; 

Pedamallu et al., 2012; Sterman, 2000). The section “Effect of Delay Order on the Output 

of the Delay Structure” aims to assist the non-system dynamicist readers by presenting the 

dynamic behaviors obtained from delay structures having the same average delay duration, 



 

but different orders. In “Stock Management Structure” section, we present the stock-flow 

diagram and the corresponding equations of the generic stock management task used in the 

experiments. The terms and decision parameters of the anchor-and-adjust ordering policy 

are elucidated in section “Anchor-and-adjust Ordering Policy”. In this section, we also 

introduce a new parameter named Relative Aggressiveness that reduces the search space 

and, thus, accelerates the search for the optimal value of Weight of Supply Line and enables 

the analysis of the results. In “Design for Simulation Experiments” section, we describe the 

simulation settings in detail and give the selected ranges of the values assigned to the 

experimental parameters during the optimization runs. In section named “Stock 

Dynamics”, we present examples for typical stock dynamics and a non-intuitive result. In 

“Results” section, contour plots of Total Penalty are obtained with respect to Weight of 

Supply Line and Relative Aggressiveness. In this section, optimum Weight of Supply Line 

values for a selected range of Relative Aggressiveness values and delay orders are also 

given. 

 

 

2. Effect of delay order on the output of the delay structure 
 

This section aims to assist the non-system dynamicist readers by presenting the 

dynamic behaviors obtained from delay structures having the same average delay duration, 

but different orders. A delay is the existence of a lag between an input and its resultant 

output, and it is characterized by its average duration and order. The value of the average 

delay duration is a positive real number. On the other hand, the order of delay is an integer 

and ranges from one to infinity. An infinite order delay is also known as discrete delay or 

fixed delay. To show the differences between the different delay orders, we obtained the 

dynamics presented in Fig. 2 under the following settings: 

 

 The average delay duration is assumed to be five for all cases. 

 Initially, input and all outputs of different delay orders are assumed to be zero. 

 At time five, there is a step increase in the input from zero to one. Therefore, the 

input and all of the outputs remain at zero until that time. 

 



 

As evidenced from the dynamics presented in Fig. 2, the output of the discrete delay 

(the sixth line in the figure) does not show any response at the point of change in the input 

(i.e., at time 5), but it abruptly catches up with the input (first line) at time 10. Unlike the 

other orders, the output of the first-order delay (second line) responds immediately to the 

change in the input. However, after a point, its response lags behind all other responses, 

thus approaching the input more slowly than the others. The outputs of the remaining delay 

orders follow patterns between these two extremes (see lines 3, 4, and 5). For more 

information on delays, see Barlas (2002), Chapter 11 in Sterman (2000), Yasarcan (2011), 

and Wikner (2003). 

 

 

Fig. 2  Output behavior for different delay orders 

 

In this study, we used different orders of lead time. As an example, a second-order 

lead time in a stock management structure is provided in Fig. 3. 

 

 



 

3. Stock management structure 
 

In this study, we used a stock management structure with first, second, third, fourth, 

eighth, and infinite orders of lead time. A stock management structure with a second-order 

lead time is provided as an example in Fig. 3. 

 

 

Fig. 3  Stock-flow diagram of the stock management task with a 2nd order lead time 

 

As Stock is the main state variable in our model, we attempt to maintain Stock at a 

desired level. 

 

  itemLevelStockDesiredStock 0  (1) 

 

    itemDTFlowLoss2FlownAcquisitioStockStock tDTt   (2) 

 

In this study, we use the Euler numerical integration method to simulate the model. 

DT in equations 2, 4, 6, and 18 is the simulation time step. Note that the number of supply 

line stocks is determined by the order of the lead time. Hence, we have two supply line 

stocks - Supply Line 1 and Supply Line 2. 

 

  item
TimeLeadofOrder
LineSupplyDesired1LineSupply 0  (3) 



 

 

  itemDT
1FlownAcquisitio

FlowControl
1LineSupply1LineSupply tDTt 










  (4) 

 

  item
TimeLeadofOrder
LineSupplyDesired2LineSupply 0  (5) 

 

  itemDT
Flow2nAcquisitio

1FlownAcquisitio
2LineSupply2LineSupply tDTt 










  (6) 

 

The model is initiated at its equilibrium point, and the state variables (Stock, Supply 

Line 1, and Supply Line 2) are initiated at their equilibrium levels (Equations 1, 3, and 5). 

The model is disturbed from its equilibrium by increasing Desired Stock by 1 unit at time 1 

(Equation 12). 

 

Flow equations are as follows: 

 

  timeitemFlowLoss /2  (7) 

 

  timeitem
AdjustmentLineSupply

AdjustmentStockFlowLoss
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


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
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


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
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
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TimeLead
ofOrder

TimeDelay
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






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






  (10) 

 

Expectation formation is out of the scope of this work because our aim is to focus on 

the isolated effect of the control parameters, Weight of Supply Line and Stock Adjustment 



 

Time, on the dynamics of the stock. To eliminate the potential effect of the forecasting 

method and forecasting parameters, Loss Flow is taken as a constant (Equation 7) and 

assumed to be known by the decision maker. Control Flow is a flow variable reflecting the 

instantaneous control decisions (Equation 8), and it is the input to the supply line (Equation 

4). Usually, the expected value of Loss Flow is used in the Control Flow equation. 

However, because the exact value of the Loss Flow is known by the decision maker and no 

expectation formation is carried out, the exact value of Loss Flow is directly used in the 

Control Flow equation without a loss of generality of the results. The number of 

acquisition flows is determined by the order of lead time similar to the number of supply 

line stocks (equations 9 and 10). The last acquisition flow is the output of the supply line, 

which is also the input to the stock (equations 2 and 6). 

 

Model constants and equations for other variables are as follows: 

 

  timeTimeDelaynAcquisitio 8  (11) 
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Time
Time

StockDesired







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 (12) 

 

  itemFlowLossTimeDelaynAcquisitioLineSupplyDesired   (13) 

 

  item2LineSupply1LineSupplyLineSupply   (14) 
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  timeitem
TimeAdjustmentStock

StockStockDesiredAdjustmentStock 
  (16) 

 

Equations 1-7, 9-11, and 14 describe the physical aspects, and equations 8, 12, 13, 

15, and 16, which are the constituents of the anchor-and-adjust ordering policy, describe 



 

the decision-making aspects of the stock management structure. The values of the two 

decision-making parameters (i.e., Weight of Supply Line and Stock Adjustment Time) are 

not presented because they are the experimental parameters in this study. 

 

Total Penalty is assumed to be the accumulated absolute difference between the 

desired and the actual levels of the stock. Equations 17 and 18 reflect this assumption and 

are used to calculate the total penalty resulting from the different sets of values of Weight 

of Supply Line and Stock Adjustment Time. Thus, Total Penalty enables comparison of the 

policies. 

 

  timeitemPenaltyTotal  00  (17) 

 

  timeitemDT
Stock

LevelStockDesired
PenaltyTotalPenaltyTotal tDTt 


  (18) 

 

The parameters and variables which are associated with the anchor-and-adjust 

ordering policy (i.e., Weight of Supply Line, Stock Adjustment Time, Control Flow, Stock 

Adjustment, and Supply Line Adjustment) are given as a part of the stock management 

structure in this section. However, their detailed explanations are reserved for the next 

section. 

 

 

4. Anchor-and-adjust ordering policy 
 

The anchor-and-adjust ordering policy used for the generic stock management task 

has three terms: expected loss from the stock, stock adjustment (the discrepancy between 

the desired and actual stock divided by a time parameter), and supply line adjustment (the 

discrepancy between the desired and actual supply line divided by another time parameter) 

(Barlas and Ozevin, 2004; Diehl and Sterman, 1995; Sterman, 1987a, 1989a, 1989b, and 

Chapter 17 in 2000; Yasarcan, 2011; Yasarcan and Barlas, 2005a and 2005b). There are 

three time parameters in the anchor-and-adjust ordering policy, one for each term. The 

time parameter used in the expected loss term is ignored in our study because expectation 



 

formation is out of the scope of this paper. For expectation formation, see Sterman 

(1987b). The two other time parameters are Stock Adjustment Time ( S1  in Sterman, 

1989a) used in the stock adjustment term and Supply Line Adjustment Time ( SL1  in 

Sterman, 1989a) used in the supply line adjustment term. The existence and stability of 

oscillations in stock dynamics is determined by the values assigned to these two time 

parameters for a given lead time. Therefore, assigning adequate values to Stock Adjustment 

Time and Supply Line Adjustment Time is critical in obtaining a fast response in stock 

behavior while simultaneously eliminating the unwanted oscillations. 

 

Alternatively, a weight coefficient can be used in the supply line adjustment term so 

that a single adjustment time can be used rather than using two separate adjustment times. 

This coefficient reflects the relative importance given to the supply line compared to the 

stock. Therefore, this weight is called Weight of Supply Line (   in Sterman, 1989a), and it 

is equal to Stock Adjustment Time divided by Supply Line Adjustment Time. The supply 

line can be fully considered by setting Weight of Supply Line equal to unity, which 

corresponds to using the same adjustment time for stock adjustment and supply line 

adjustment terms. Fully considering supply line means that the decision maker gives the 

same importance to the discrepancies between the desired and the actual levels of both the 

stock and its supply line. In the presence of constant or stationary Loss Flow (e.g., sales to 

the customers), giving the same importance to the stock and its supply line effectively 

reduces the stock management task to a first-order system, which cannot oscillate. Hence, 

when Weight of Supply Line is equal to unity, it ensures non-oscillatory stock behavior 

regardless of the delay duration and order, and therefore, it is often used in stock 

management (Barlas and Ozevin, 2004; Sterman, 1989a and Chapter 17 in 2000; Yasarcan 

and Barlas, 2005a and 2005b). However, we want to mention that non-oscillatory stock 

behavior does not necessarily imply optimality in all cases. 

 

In discrete-time modelsii and in the presence of discrete lead time, Stock Adjustment 

Time is usually taken as one unit of time to obtain a fast response in the stock dynamics. 

                                                 
ii A discrete-time model is expressed using difference equations and a continuous-time model is expressed 
using differential or integral equations. 



 

There is no such usual value in continuous-time models and/or in the presence of 

continuous lead time. It is also worth noting that independent of the time continuity or 

discreteness of a model, a low Stock Adjustment Time value (i.e., aggressive adjustments) 

requires a more frequent information update (Venkateswaran and Son, 2007; Yasarcan and 

Barlas, 2005b). The other critical decision parameter, Weight of Supply Line, is often taken 

as unity in stock management, which is optimum for discrete lead time once the value of 

Stock Adjustment Time is selected satisfactorily low. However, a Weight of Supply Line 

that is equal to unity is not optimum for continuous lead time cases because it leads to an 

over-damping behavior (i.e., a slow approach of Stock to its desired level). 

 

The existence and stability of oscillations in stock dynamics is a function of the order 

of the lead time, Acquisition Delay Time (duration of the lead time), Weight of Supply Line, 

and Stock Adjustment Time. In Chapter 5 of his PhD thesis, Yasarcan (2003) reported the 

critical values of the ratio between the two parameters, Stock Adjustment Time and 

Acquisition Delay Time. Those critical values determine the changes in the dynamics of the 

stock from no-oscillations to stable oscillations and stable oscillations to unstable 

oscillations. Although the nominal values of Acquisition Delay Time and Stock Adjustment 

Time affect the stock behavior, it is their ratio (together with the order of the delay 

structure and Weight of Supply Line) that determines the existence and stability of 

oscillations. Furthermore, using their ratio reduces the search space of parameters by one 

dimension. Therefore, we introduce a new parameter, Relative Aggressiveness, and define 

it to be equal to Acquisition Delay Time divided by Stock Adjustment Time (Equation 19). 

 

  essdimensionl
TimeAdjustmentStock
TimeDelaynAcquisitionessAggressiveRelative   (19) 

 

A low Stock Adjustment Time value implies aggressive adjustments, while a high 

value implies smooth adjustments. Therefore, TimeAdjustmentStock1  is a measure of 

aggressiveness in making adjustments. Relative Aggressiveness is directly proportional to 

TimeAdjustmentStock1 (Equation 19). Hence, Relative Aggressiveness is a measure of 

aggressiveness in making adjustments relative to Acquisition Delay Time. Based on the 

findings reported in Yasarcan (2003) and the extensive simulation runs conducted as a part 



 

of this study, we infer that the nature of the stock behavior is determined by the two 

dimensionless ratios for a given order of lead time - Weight of Supply Line and Relative 

Aggressiveness. Once a reasonable value for Relative Aggressiveness is obtained, a sound 

Stock Adjustment Time value can be calculated for any given value of Acquisition Delay 

Time (Equation 20). Thus, introducing Relative Aggressiveness puts the selection of Stock 

Adjustment Time into an analytical framework. 

 

  time
nessAggressiveRelative

TimeDelaynAcquisitioTimeAdjustmentStock   (20) 

 

In the next section, we describe the simulation settings used in the optimization runs 

and give the selected ranges of the values assigned to the newly introduced parameter, 

Relative Aggressiveness, and Weight of Supply Line. 

 

 

5. Design for simulation experiments 
 

The range of Weight of Supply Line is selected as [0.0, 1.6], and the range of Relative 

Aggressiveness is selected as [0.1, 6.0]. The region defined by the ranges of these two 

parameters covers the whole range of stock dynamics. The range of Weight of Supply Line 

is divided into 65 equal distance points whereby the gap between two successive points is 

0.025. The range of Relative Aggressiveness is divided into 60 equal distance points 

whereby the gap between two successive points is 0.1. Therefore, the total number of 

continuous time simulations is 3,900 for each of the delay orders 1, 2, 3, 4, 8, and infinite. 

In these simulations, the Euler numerical integration method is used. For numerical 

precision, the simulation time step (DT in equations 2, 4, 6, and 18) is set equal to 2561 . 

As a result, the numerical error in each generated total penalty value is less than 1% for the 

given search space. 

 

For a fair comparison of the penalties obtained from different simulation runs, we 

selected the simulation time length as 250 based on the following considerations: 

 



 

 The simulation time length should not be unnecessarily long because it directly 

affects the simulation run time. 

 The simulation time length should be long enough to allow the dynamics, which 

are created by perturbing the model from its equilibrium, to significantly fade 

away. Therefore, no significant penalty should be incurred after the selected 

simulation time length. As an aside, the discrepancy between the desired and 

actual levels of stock diminishes in time for only the stable cases. There exists no 

such simulation time length for the unstable dynamics because such a dynamic 

behavior never fades, thus creating an infinite penalty in infinite time. As we 

focus on the desirable dynamics, which are the stable ones, comparing the 

unstable dynamics is not a concern in this study. 

 

In this study, we used the same set of values for Acquisition Delay Time, Desired 

Stock, and Loss Flow, and the same size perturbation in Desired Stock for all simulation 

runs because (1) using a different value for Desired Stock or using a different value for 

Loss Flow has no effect on the penalty values when the model is initiated at its 

equilibrium, (2) a change in Acquisition Delay Time or a change in the size of perturbation 

in Desired Stock has a directly proportional effect on the penalty values. Hence, the results 

obtained in this study are valid for any different initial setting. 

 

It is known that the presence of a supply line delay is one of the main reasons for the 

difficulty faced in managing a stock. Therefore, eliminating the delay or decreasing its 

duration (Acquisition Delay Time) should be considered to obtain a less complex stock 

management task (Diehl and Sterman, 1995; Paich and Sterman, 1993; Yasarcan, 2010; 

Yasarcan and Barlas, 2005b). One should also keep in mind that eliminating or decreasing 

the duration may not be practically possible, or the associated costs may not be justifiable. 

In this study, we assume that the duration and order of the lead time remain constant 

throughout a simulation run. 

 

The findings obtained from the experiment described in this section are presented in 

“Results” section. We present examples for typical stock dynamics and the associated costs 

in the next section aiming to increase the understanding of the findings. 



 

6. Stock dynamics 
 

In Fig. 4, we present examples for three typical stock dynamics - non-oscillatory 

behavior, damping oscillations, and unstable oscillations. The example dynamics and 

associated penalties are obtained by using a stock management structure with a third-order 

lead time that has duration of eight units of time. 

 

In this study, Total Penalty corresponds to the total area between a dynamic behavior 

of the stock and the desired level of that stock. In Fig. 4, line 1 is the desired stock level, 

and lines 2, 3, and 4 correspond to non-oscillatory stock behavior, damping oscillations, 

and unstable oscillations, respectively. Using equations 17 and 18, we obtained penalty 

values of 34.00 (the area between lines 2 and 1) for the non-oscillatory behavior, 19.00 (the 

area between lines 3 and 1) for the damping oscillations, and 381.83 (the area between 

lines 4 and 1) for the unstable oscillations. These penalties are obtained by simulating until 

time 250, which is the simulation time length selected for this study (see Section 5). 

However, in Fig. 4, we only show the dynamics until time 100 because, one, the amplitude 

of the unstable behavior becomes too large and dominates the graph making the others 

indistinguishable and because, two, based on the y-axis range selected for the figure, the 

distinguishable part of the non-oscillatory behavior and the damping oscillations are 

completed at approximately 100, after which they are relatively constant. The penalty 

values for the non-oscillatory behavior and damping oscillations do not change after time 

250. However, the unstable oscillations continue to endlessly generate penalty and in a 

growing fashion. Normally, one would expect damping oscillations to have a higher 

associated penalty than the penalty of the non-oscillatory behavior. However, we obtained 

results contradicting this intuitive expectation. The example dynamics we presented in Fig. 

4 is selected to reflect this unexpected result. 

 



 

 

Fig. 4  Stock dynamics for different sets of decision parameters 

 

 

7. Results 
 

The contour plots in Fig. 5 show the relationship between Weight of Supply Line, 

Relative Aggressiveness, and Total Penalty for the delay orders 1, 2, 3, 4, 8, and infinite. 

Total Penalty is represented by the contour levels in the plots. The darker areas in the 

contour plots represent lower Total Penalty values, and the brighter areas represent higher 

values. From all contour plots, it can be observed that the effects of Weight of Supply Line 

and Relative Aggressiveness on Total Penalty are not independent from each other. 

 

In general, both low and high values of Weight of Supply Line generate high penalties 

as evidenced by the white and light gray areas on the left and right sides of the contour 

plots. Low Relative Aggressiveness values also produce high penalties, as represented by 

the white area on the bottom side of the contour plots. A setting with a high Relative 

Aggressiveness and a low Weight of Supply Line generates a high penalty (see the upper 



 

left of the contour plots especially for delay orders higher than one), but a setting with a 

high Relative Aggressiveness and a well-selected Weight of Supply Line generates a low 

penalty (see the dark areas in the upper side). Basically, the white area (i.e., high Total 

Penalty) on the far left sides of the contour plots is the result of unstable oscillations. The 

white area on the undermost side and the light gray area on the far right are caused by 

over-damped non-oscillatory behavior. The darkest area on these plots is a result of well-

selected Relative Aggressiveness and Weight of Supply Line values. As a side note, a stock 

management structure with a first-order lead time can never produce unstable oscillations. 

Therefore, there is no white area in the upper left part of the contour plot belonging to first-

order lead time (Fig. 5a). 

 

Fig. 5 shows that increasing Relative Aggressiveness decreases the generated Total 

Penalty values given that Weight of Supply Line is adjusted accordingly. There is no 

theoretical lower limit for Stock Adjustment Time and, thus, no theoretical upper limit for 

Relative Aggressiveness. In a real stock management system, other types of delays in 

addition to lead time, such as the information update delay or decision making delay are 

also present (Venkateswaran and Son, 2007; Yasarcan, 2011). Such delays can be ignored 

in a stock management model for the sake of simplicity if they are significantly short 

compared to lead time. However, Stock Adjustment Time should still be carefully selected. 

Otherwise, an extremely low Stock Adjustment Time value, which results in extremely 

aggressive adjustments, will cause unstable oscillations in a real system. Additionally, 

increasing Relative Aggressiveness, thus, decreasing Stock Adjustment Time, has 

diminishing returns. Therefore, one should never select unreasonably high Relative 

Aggressiveness. 

 



 

 

Fig. 5  Contour plots of Total Penalty values 

 

In Fig. 6, Total Penalty is plotted against Weight of Supply Line for delay orders 1, 2, 

3, 4, 8, and infinite. For Fig. 6, Relative Aggressiveness is fixed as 4, which corresponds to 

non-aggressive adjustments. However, it is not an unreasonably low value. A very low 

Relative Aggressiveness value results in a non-responsive stock dynamics (see the white 



 

area on the bottom side of the contour plots in Fig. 5). According to Fig. 6, when Weight of 

Supply Line is less than 1, a higher order lead time results in a higher Total Penalty value 

compared to the penalty obtained from a lower order lead time. It is also observed that 

when Weight of Supply Line is above 1, all orders of lead time produce the same exact 

penalty value. For the first-order lead time, the optimum Weight of Supply Line is 0.425 for 

Relative Aggressiveness equals to 4 (Fig. 6 and Table 1). Interestingly, fully considering 

the supply line (i.e., Weight of Supply Line equal to unity) produces penalty values nearly 

as bad as completely ignoring the supply line (i.e., Weight of Supply Line equal to zero) for 

the first-order lead time. If the order of lead time is discrete or high, a low Weight of 

Supply Line creates a high Total Penalty (for example, observe the penalties when Weight 

of Supply Line is approximately 0.425). Increasing Weight of Supply Line beyond 1 is not 

rational as it creates non-optimum costs for all orders of lead time. 
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Fig. 6  Total Penalty plotted against Weight of Supply Line 

when Relative Aggressiveness = 4 

 

For Fig. 7, Relative Aggressiveness is fixed as 256, which corresponds to aggressive 

adjustments. Given that Weight of Supply Line value is selected accordingly, aggressive 

adjustments result in lower penalties in general, but the sensitivity to the value of Weight of 

Supply Line increases resulting in bigger differences in cost for non-optimum Weight of 

Supply Line values. A higher Relative Aggressiveness value results in bigger discrepancies 

in the optimum Weight of Supply Line values forthe different orders of delay. For the first-



 

order lead time, the optimum Weight of Supply Line is 0.075 for Relative Aggressiveness 

equals to 256 (Fig. 7 and Table 1). 
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Fig. 7  Total Penalty plotted against Weight of Supply Line 

when Relative Aggressiveness = 256 

 

Table 1 presents the optimum Weight of Supply Line values for delay orders 1, 2, 3, 

4, 8, and infinite, and for Relative Aggressiveness 1, 2, 3, 4, 5, 6, 7, 8, 16, 32, 64, 256, and 

1024. For any selected Relative Aggressiveness value, the optimum shifts towards unity as 

the order of lead time increases (see Fig. 5, Fig. 6, and Table 1). The highest optimum 

values for Weight of Supply Line are obtained from the stock management task with a 

discrete lead time. 

 



 

Table 1.  Optimum Weight of Supply Line values 

 Delay 
Order 1 

Delay 
Order 2 

Delay 
Order 3 

Delay 
Order 4 

Delay 
Order 8 

Discrete 
Delay 

1 0.33 0.47 0.53 0.56 0.60 0.89 
2 0.44 0.62 0.71 0.76 0.84 0.89 
3 0.43 0.63 0.74 0.80 0.89 0.95 
4 0.41 0.62 0.73 0.80 0.91 0.98 
5 0.39 0.60 0.72 0.80 0.91 0.99 
6 0.37 0.58 0.71 0.79 0.91 0.99 
7 0.36 0.57 0.70 0.78 0.91 0.99 
8 0.34 0.55 0.69 0.77 0.91 1.00 

16 0.27 0.46 0.63 0.73 0.90 1.00 
32 0.20 0.38 0.57 0.69 0.88 1.00 
64 0.15 0.30 0.52 0.66 0.87 1.00 

256 0.08 0.19 0.48 0.64 0.86 1.00 

R
el

at
iv

e 
A

gg
re

ss
iv

en
es

s 

1024 0.04 0.12 0.46 0.63 0.86 1.00 

 

 

8. Conclusions 
 

In stock management, it is a critical issue to obtain a fast and stable response from 

the stock, which can only be ensured by a proper selection of values for Stock Adjustment 

Time and Weight of Supply Line. There is no theoretical lower limit for Stock Adjustment 

Time and decreasing it decreases the Total Penalty given that Weight of Supply Line is 

adjusted accordingly. In a real stock management system, other types of delays in addition 

to lead time, such as the information update delay or decision making delay are also 

present. Such delays can be ignored in a stock management model for the sake of 

simplicity if they are significantly short compared to lead time. However, Stock Adjustment 

Time should still be carefully selected. Otherwise, an extremely low Stock Adjustment Time 

value, which results in extremely aggressive adjustments, will cause unstable oscillations 

in a real system. Additionally, decreasing Stock Adjustment Time, has diminishing returns. 

Therefore, one should never select unreasonably low Stock Adjustment Time. 

 

Although the nominal values of Acquisition Delay Time and Stock Adjustment Time 

affect the stock behavior, it is their ratio (together with the order of the delay structure and 

Weight of Supply Line) that determines the existence and stability of oscillations. 

Furthermore, using their ratio reduces the search space of parameters by one dimension. 



 

Therefore, we introduce a new parameter, Relative Aggressiveness, and define it to be 

equal to Acquisition Delay Time divided by Stock Adjustment Time. After selecting a 

practically low value of Stock Adjustment Time without ignoring the aforementioned 

concerns about its selection, that value can be used in the anchor-and-adjust ordering 

policy. Based on this value of Stock Adjustment Time, the value for Relative 

Aggressiveness can be calculated using Equation 19, which then is used to obtain the value 

of the other critical decision parameter of the anchor-and-adjust ordering policy, Weight of 

Supply Line (Fig. 5 and Table 1). 

 

Weight of Supply Line equal to unity ensures non-oscillatory stock behavior 

regardless of the delay duration and order, and therefore, it is often used in stock 

management. However, according to the results presented in this paper, a non-oscillatory 

stock behavior does not necessarily imply optimality in continuous time stock control 

systems. For example, fully considering the supply line (i.e., Weight of Supply Line equal 

to unity) produces penalty values nearly as bad as completely ignoring the supply line (i.e., 

Weight of Supply Line equal to zero) for the first-order lead time. Furthermore, for an 

extremely high Relative Aggressiveness value and, thus, an extremely low Stock 

Adjustment Time value, which results in extremely aggressive adjustments, the optimum 

Weight of Supply Line value becomes closer to zero rather than unity for the first and 

second orders (see Table 1). 
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