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Declaration by the scientific representative of the project coordinator  
 

 

I, as scientific representative of the coordinator of this project and in line with the obligations 
as stated in Article II.2.3 of the Grant Agreement declare that: 
 
 The attached periodic report represents an accurate description of the work carried out in 

this project for this reporting period; 

 The project (tick as appropriate) 1: 

□ has fully achieved its objectives and technical goals for the period;  

 has achieved most of its objectives and technical goals for the period with 
relatively minor deviations. 

□ has failed to achieve critical objectives and/or is not at all on schedule. 
 
 The public website, if applicable 

 is up to date 

□ is not up to date 

 To my best knowledge, the financial statements which are being submitted as part of this 
report are in line with the actual work carried out and are consistent with the report on 
the resources used for the project (section 3.4) and if applicable with the certificate on 
financial statement. 

 All beneficiaries, in particular non-profit public bodies, secondary and higher education 
establishments, research organisations and SMEs, have declared to have verified their 
legal status. Any changes have been reported under section 3.2.3 (Project Management) 
in accordance with Article II.3.f of the Grant Agreement. 

 

 

Name of scientific representative of the Coordinator: ..signed. Peter Schlaich... 

 

 

Date: 16/ December/ 2014 

 

 

For most of the projects, the signature of this declaration could be done directly via the IT reporting 
tool through an adapted IT mechanism and in that case, no signed paper form needs to be sent  

 

                                                           
1 If either of these boxes below is ticked, the report should reflect these and any remedial actions taken. 
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1 Publishable summary 
Driven by the trend to a more and more customer specific production the boundary conditions for 

assembly automation have changed significantly. As the systems available on the market cannot cover 

this extreme flexibility towards weekly changing applications a new robot 

system concept was developed within PRACE. An important requirement 

is the ability to train the robot system with worker skill fast and intuitive.  

The PRACE concept basically relies on robot learning by demonstration. 

We compare the robot learning to a master-apprentice-relation-ship. 

There, a master teaches an apprentice by instructing certain skills by 

 

demonstration. The apprentice 

watches the actions and effects to 

categorize this newly gathered 

knowledge into his knowledge base. 

Then, while applying this new skill, 

the master corrects the execution 

by refining the experience. This loop 

is iterated until the master is 

satisfied with the result. 

Another important aspect of the 

PRACE robot system is the 

operation without safeguards to 

reach the target of fast setup times. 

Operation without safeguards however limits the maximum robot velocity. To remain competitive with 

the human worker a dual-armed robot approach is followed to reach a similar working output as the 

human worker by modest robot velocities.  

With the combination of dual-armed manipulation and a mobile platform to provide local mobility within 

the working place, basically new application tasks may be now automated economically by this new 

system approach. Using a modular approach the PRACE system can even be recombined to use only 

parts of the robot system for dedicated applications, i.e. using only a single arm or using the system 

without mobility.  

Different assembly use cases were defined as test environment of the PRACE concept. At end of the 

project an evaluation phase in real production environment was realized to test the functionality of the 

system and to ensure the ability to train the system by non-expert users within half a day. 
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1.1  Summary description of work and results 

1.1.1 WP1 – Workflow Refinement 

To interact with a Robot Apprentice a key element is the development of an abstraction level that is both 

intuitive understandable by the operator and offers on the other hand the complexity and granularity to 

describe all relevant parameters which are necessary from the system point of view to derive executable 

control programs. 

Therefore as initial task the use cases documented within WP5 were examined. It could be proved that 

all use cases can be described by recombination of 10 basic classes. These so called AUAs (assembly unit 

actions) describe hardware independent basic segments of assembly tasks, like “pick part” or “transport 

part”. On that level of abstraction it seems reasonable that a non-expert can intuitively understand 

assembly tasks.  

However it is obvious, that beyond that simple description language more layers are necessary to fill the 

gap between the task description language (AUA) and the executable code which runs on the control 

system. Therefore conceptual work has been finished to obtain an overall data structure to describe the 

AUAs in all levels.  

On machine level so called primitives describe abilities of the system, which are hardware specific. The 

primitives are integrated in the high level AUAs which represent to the user the machine independent 

skill level of the PRACE abilities. 

Each AUA contains a set of parameters which define the behavior of the AUA under execution mode. 

Therefore each AUA has to be filled in the learning cycle by either parameter the user can key in directly 

or by demonstration of example movements. 

In automatic mode a task planner is responsible to schedule the single AUAs in the right sequence. 

Central mechanism is a state machine to process pre- and post conditions and to guarantee the 

processing of the primitives according to the skill description of the operator. 

 

1.1.2 WP2 -Tracking and Recording Movements and Actions in Manual Assembly Processes 

To perform a PRACE learning cycle the operator has to describe the desired task by combining the AUAs 

representing the capabilities of the system. He can use either existing skills that are modified or start 

from the scratch. In any case each AUA has to be adapted to the special boundary conditions of the 

current application. Focused on the underlying data structures the learning cycle has the target to 

determine the application specific parameters of each single AUA. 

To do that parameterization two steps have been suggested. In the first step a human builds an AUA tree 

by combining primitives and existing AUA´s on a graphical user interface. In the second step the robot 

system is utilized in combination with tracking devices to parameterize the remaining parameters of the 

task. Further, parameters can be learned from kinesthetic teaching approaches by physical manipulate 

the robot manipulator.  
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Regarding the required sensor systems the hardware setup has been specified.  

1.  A robot manipulator: This manipulator can be either a one or two armed manipulator.  
If the robots have to do assembly some kind of force/torque sensor is necessary (either 
integrated into the manipulator or as an external sensor)  

2. A tool camera: The PRACE system makes use of a tool mounted camera to recognize work pieces 
and calculate where to grasp the work piece.  

3.  A scene camera: The PRACE system utilizing one or possibly several 3D scene cameras to 
monitoring the human operator and the objects in the scene under the teaching phase, make 
rough estimates of work piece locations etc.  

4. A gripper: The PRACE System utilizes a compliant gripper to compensate work piece tolerances 
and sensor inaccuracies.  

5.  A lightweight human machine interface: In order to be able to program and run the robot 
programs the PRACE system consists of a tablet or another lightweight HMI interface.  

6. A tracking camera system: A handle with mounted gripper is tracked and thus used to record 
approximate 6D positions in the scene.   

 

 
Figure 1: Overview of the flow in the PRACE system 
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For human motion tracking a Kinect system for body tracking combined with data gloves for finger 

tracking has been suggested and tested in lab. Analyzing the abilities of the data glove it became obvious 

that the accuracy was too low to fulfill the requirements for handling the small and precise parts from 

the use cases. Therefore for precise requirements a teach-in-handle has been developed, which consists 

of a robot gripper, a handle for manual guidance by the operator and location elements to track the 

position of the handle in the learning process. This system approach was both accurate and is very 

intuitive to handle. 

 

1.1.3 WP3 - Skill-Supporting End-Effectors 

For the gripping process a lightweight gripper was developed. Its weight is under the limited payload 

range of the ABB dual arm robot (500g per arm) and integrates all the functionalities for tactile assembly 

processes. The expected benefit of tactile assembly is a significant improvement of stability and cycle 

time compared to state of the art solutions basing on vision technologies with the known limitations of 

poor detection results for metal parts or obscuring of camera by the gripped object. 

A specification of the gripper has been elaborated initially, as well as the roadmap for the further gripper 

development. Target of the first gripper construction had been the setup of a gripper with industrial 

robustness which is composed of market available components like gripper actor or sensors and has 

some additional self developed components which substitute far too heavy state of the art components. 

Using rapid prototyping technology some initial concept studies have been performed and tested in lab. 

The actual state contains a pneumatic driven gripper actor. The actor may be mounted to a Z- or X-Y-

compliance module which has been developed as lightweight components. As sensors there are small 

hall sensors integrated to measure the actual values of the deflection of the compliance module.   

 

Figure 2: Tactile lightweight gripper 

The use cases have been examined to get a classification of the tactile assembly strategies. Basing on 

that work the structure of the tactile AUAs has been worked out and the set of parameters has been 

defined that are contained in the AUA.  
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Total weight of the final gripper system is about 250 g. Using that approach it is possible to compensate 

offsets in the range of 4 mm in X-Y-direction and 5 mm of deflection in Z- direction. It could be proved 

that without sensor support a fast and reliable assembly process can achieved. 

 

1.1.4 WP4 – Robot Capabilities 

To assess the safety aspects of the PRACE system a risk analysis of all subsystems has been carried out 

and consequences on the system concept were derived. The results have been documented in the 

deliverable D4.1. 

The SW architecture is the central element of the PRACE system. It has to control both the perception 

and learning cycle of the system as well as the robot executing system regarding safety aspects as PRACE 

will be operated without safeguards. The result of the learning process can be visualized to the operator 

by the real robot system as well as by a simulation environment. All learned knowledge is stored in a 

knowledge data base so that a transfer to other robot systems is possible.  

The overall system concept is displayed in Figure 3. Innovative features of the SW architecture are: 

• High level of robot cognition 

The robot has a high level of cognitive capabilities that are implemented on many levels of the 

perception pipeline (from low level sensor fusion to high level information fusion) and provides it 

with the ability to act intelligently. The cognitive capabilities enhance the robot’s ability to 

understand both the tasks the robot has to execute as well as the environment it executes 

within. 

• Mixed initiative 

The robot will implement the concept of mixed initiative. In mixed initiative communication 

between the robot and the user is bidirectional meaning the user can interact with the robot as 

well as the robot can ask the user for clarification or to provide information. This is especially 

relevant in relation to error handling. 

• Innovative robot skills 

One of the main benefits gained by using robot skills as defined in PRACE is the possibility to 

define and execute system independent AUAs, which allows for skill-reuse across different 

hardware platforms. 

• Intuitive teaching 

The robot will have a user interface from where the user can instruct the robot to perform tasks. 

The user interface will be designed with special focus on providing an easy to use interface that 

does not require substantial training (other than an introductionary course). 

• Real time motion planner 

The robot will be working in a dynamic environment and therefore the robot needs to adapt to 

changes in real time. The real time motion planner will constantly get information about the 

environment and stop the robot or, if possible, move around an obstacle to avoid collision. 
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The hardware components of the PRACE system have been defined and the setup of two demonstrators 

has been done. As mobile platform the iCOB-Platform has been chosen and was present both at IPA and 

at ULUND. As manipulator the ABB dual arm robot was used: at project start one was already available at 

ULUND from the ROSETTA project, the other one had been delivered by ABB.  

With integration of ABB into the project as new beneficiary it had been committed as well to transfer 

many basic framework developments from ROSETTA into PRACE.  
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Figure 3: The overall system concept 

 

1.1.5 WP5 – Integration into application 

To collect the requirements for the PRACE system an initial investigation of thirteen manual working 

tasks in assembly have been examined. Typical operations are palletizing, testing, packaging, assembly, 

machine loading and part feeding. Typical workpiece size is in the range of smaller than 100…200 mm 

and a weight of less than 100g. This is a suitable range as the robots payload is limited to 500g per arm. 

This limit however is critical when PRACE should be used to handle pallets in dual arm mode.  

As most use cases deal with parts that are provided in pallets or fixtures the tolerances range between 0, 

5mm to 2 mm. 
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As development guideline the system specification has been elaborated.  

Furthermore the outcomes of WP1-WP4 have been integrated into two demonstration platforms. The 

first demonstrator focuses on haptic interfaces for dual arm robots. The second demonstrator, a full dual 

arm mobile manipulation system, was used for the Automatica Fair demonstration and the field tests. It 

incorporated the PRACE application development methodologies, the developed motion capturing 

system, compliant grasping system and a safe mobile manipulation controller. Figure 4 shows the 

resulting integrated project demonstrator in a real application scenario. 

 

 

Figure 4: PRACE demonstrator during a dual arm palletizing application. 
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1.1.6 WP6 – Test and demonstration 

For test and demonstration some initial activities have been conducted. Basing on the use cases the 

plant testing scenario within the last project year has been determined. By mapping the occurrence of 

the innovative PRACE features on the use cases a prioritization had been done. The preferred use case 

was the so called “needle scenario” where Diesel parts have to be transferred from a transport pallet 

into a washing tray and vice versa. 

An initial agreement from the production site for the future plant testing could be gathered at project 

start already.  

Near end of project a two weeks real world field tests was executed in August 2014 in a production plant 

from the partner Bosch in Feuerbach near Stuttgart. A needle picking was implemented on site with the 

different teach-in and description methodologies that have been developed within the PRACE project. 

The performance, feasibility and development were evaluated under real life factory conditions. 

 

 
Figure 5: The BOSCH needle case 

The plant testing could be successfully finalized. The plant manager was convinced by the PRACE concept 

approach. As decision two prototype cells with the ABB YuMi robot will be adapted on a use case quite 

similar to the needle use case. Start of production in the plant Feuerbach is targeted for mid 2015. 

 

1.1.7 WP7 – Exploitation and Dissemination 

The dissemination activities from the first project year have been continued. On the EU Robotic Forum 

2013 in Lyon two presentations had been given, another one is scheduled for the “VDI-Fachtagung” in 

Baden-Baden on 25.-26. June 2013. As the installation of the PRACE system was completed on 5/2014, 

the AUTOMATICA 2014 fair in Munich had been chosen for the first public demonstration of the PRACE 

prototype system. The AUTOMATICA as a lead fair for robotics supported an optimal dissemination due 

to the large auditorium consisting of decision staff members from the target branches. 

To start the exploitation activities all partners contributed the expected exploitable results of PRACE. For 

the project actually seven exploitable results have been identified, ranging from system components to 

methods and algorithms. Two more results are currently under negotiation between LUND and ABB. The 
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final PUD is documenting the current status concerning the market boundary conditions and the FGIP 

aspects.  

A website has been established, describing the vision of PRACE, the 

workpages and the consortium partners. It also contains the non-

confidential deliverables, video clips and disseminations. 

The website can be found at: 

 

www.prace-fp7.eu 

 

http://www.prace-fp7.eu/
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2 Work package results and achievements during the project 

2.1 WP1 – Workflow Refinement 

2.1.1 Task 1.1 Specification of Assembly Unit Actions 

To identify representative AUAs the Bosch use cases were investigated. For that reason concrete but 

hardware independent AUAs were defined and interconnected to perform the wanted tasks. Each AUA 

represents an intuitive understandable process. The resulting AUA-Chart (in state chart or tabular form) 

therefore represents typical use-cases (Figure 6, Figure 7). As a result of this investigation ten classes of 

AUAs (or highlevel AUAs) could be distinct and scored by the number of their appearance (Figure 8). The 

most prominent AUAs are “Pick part”, “Transport part” and “Place part”. More AUAs are needed to fulfill 

the requirements of all tasks but as a conclusion the level of abstraction is reasonable to allow non-

expert user to intuitively understand the task process.  

 

Figure 6: Task description (AUA sequence) of selected use case 
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Figure 7: Picture of an investigated use case 

 

 

 

Figure 8: Frequency of the AUAs definitions within the use cases 
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2.1.2 Task 1.2 Analysis and design of the Assembly Unit Actions 

The concept of AUAs from task 1.1 was further concretized. To widen the reusability of AUAs more levels 

of abstraction were taken into account. However the levels are conceptual equivalent. The visibility by 

any user may differ by the specific level of expertise (User, Operator, Expert). 

E.g. “Pick part”-AUA as seen by a user may consist of one “Move Robot”-AUA followed by a “Close 

Gripper”-AUA. These two more specific AUAs (called primitives) represent a level that an operator can 

use to create more specific AUA sequences e.g. if more complicated trajectories of the robot arm 

movement is necessary. However for an expert each of the previously described primitives may consist 

of at least one hardware related implementation to obtain the goals represented by the primitives.  

Primitives basically consist of two components: On the AUA structure side an AUA interface which makes 

it possible to use primitives as low-level AUAs, on the hardware side the hardware specific code to 

execute the desired action. The communication between these components is also located inside the 

primitive. 

Regardless of the level of the AUA certain information must be included into any AUA representation. 

To allow runtime checking whether any defined task can be performed preconditions in terms of a 

necessary environmental state or availability of needed devices and a representation of postconditions 

(environmental changes due to the execution of this AUA) must be available. Furthermore every AUA will 

in general need some parameters for concrete execution. 

2.1.3 Task 1.3: Conceptualisation of Assembly Unit Actions 

For implementation and realization purposes the concepts worked out in task 1.1 and task 1.2 must be 

conceptualized. 

The overall sequence of AUAs representing one specific job of the robotic system can be represented as 

concurrent state-charts (e.g. SFC). The different abstraction levels can be taken into account as 

hierarchical concurrent state-charts. Therefore every AUA can be represented as one state-chart with at 

least one state. A specific robotic job results in a hierarchical concatenation of several AUAs (Figure 9). 

 

 

Figure 9: Example of specialized AUA consisting of AUA subsequences 
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To allow automatic semantic checking, as well as logical checking if an execution is possible during 

runtime each AUA (independent of its level of abstraction) must provide preconditions, which define the 

necessary state of the environment before the specific AUA can be executed. E.g. before placing a 

workpiece, some workpieces must be grasped first (Figure 10). 

 

 

Figure 10: Example of specialized AUA with integrated conditions and effects 

 

To check certain sequences of AUAs and ensure that due to the order all necessary preconditions can be 

met, it is also essential to describe postconditions. Postconditions may be distinguished to two kinds, 

namely effects and outputs. Outputs in this terminology are results by one AUA that might be used as a 

parameter enabling one following AUA to execute (E.g. localization of a workpiece by a vision system and 

forwarding the coordinates to a position correction of the robot arm). 

Effects are environmental changes that result from the manipulation caused by the execution of an AUA. 

After a faultless execution the effect normally reflects the reason why an AUA should be executed. 

By including all pre- and postconditions two major benefits can be stated: 

First, AUAs are interchangeable if a) their effects are identical (their effects are entailing 

preconditions of the next AUA) and b) their preconditions are entailed by effects of their predecessors 

and the constraints of the world (e.g. availability of resources, like sensors), and secondly by setting up 
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an ontology to represent all relationships, an automatic planning algorithm may find a certain sequence 

to achieve predefined goals (wanted effects) by concatenating several AUAs (Figure 11). 

 

Figure 11: Example on interchangeability of subsequent AUAs 

2.1.4 Task 1.4: Synthesis of executable code 

In order to connect the abstract and platform independent AUA’s and the platform dependent execution 

primitives of the robot, interfaces have been specified. These interfaces encapsulate the platform 

dependent configuration and behavior. After the specification of the AUA sequence by the end user the 

AUA’s are connected to trigger the primitives by these interfaces. After this process an actual execution 

of the AUA sequence is possible with the robot. 

Following the concepts developed in task 1.3 four distinct steps will be performed to sequentially 

concretize generic AUAs, to applicable Primitives and finally to executable programs represented in state 

charts of primitives with conditioned transitions. 

In a first step a generic AUA is interconnected to a component description of the device the AUA shall be 

perform by. Thereby a primitive of AUA description is generated. A next step needs the user to choose of 

define a task description of the sequence or concatenation of generic AUAs. It should be emphasized 

that both, the first and the second step do not need any preceding computational action or information 
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gathering. Therefore these steps do not necessarily need to be performed after each other, but in an 

arbitrary order or in parallel. However after the above steps were performed the third step uses both the 

AUA description or primitive (representing a generic AUA concretized with one specific device) and the 

task description provided by the user input, to generate an executable state chart. The generated state 

chart is finally handed to a dedicated executor, performing and controlling the state transitions and 

action execution. Depending on the type of used device, its possibilities for communication and needed 

performance level and the AUA itself, the concrete execution of different primitives can be coordinated 

triggers using ROS services or messages, execution of native machine code on dedicated controllers (e.g. 

the robot controller) or direct (inline) execution of specific commands during the state evaluation. 

The above description of the applied task synthesis is illustrated in Figure 12. 

By pure realization of the above 

approach all possible degree of 

freedom is granted to the user. 

However convenient for advanced 

skilled operators and developers, it was 

found unsuitable for every day factory 

realization. For this reason an 

additional approach was integrated in 

the overall synthesis. Using the tool 

BRIDE (more on BRIDE in description of 

workpackages 5 and 6), a developer is 

able to create and encapsulate higher 

level primitives by concatenation and 

sequencing of lower level primitives. 

The created primitive is fully 

encapsulated and integrated into the 

overall synthesis scheme between step 

one and step three. For example a 

developer can predefine e.g. a pickup 

primitive. The pickup primitive is in fact 

a simple sequence of lower level 

primitives like move and close gripper. 

From a naïve point of view such a 

sequence can be easily create by the user himself, however it showed very intuitive to provide the end-

user with this functionality. Thus, the user can choose this functionality and handle it as it would be only 

one single AUA. By closer observation the integration of predefined higher level primitive can a multi-

system realization of hierarchical state charts. Figure 13 shows some predefined higher-level primitives, 

created using the development tool BRIDE, which were used for the dual-arm factorial use-case. 

 
Figure 12: Task synthesis scheme. In step one a generic AUA is 
concretized using the description of the device or component is 
will be performed from, at the same time a used specifies a task. 
The information are used to generate and finally execute a valid 
state chart description. 
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Figure 13: Higher level primitives create using the development tool BRIDE. These primitive were 
predefined by the developers to provide more intuitive functionalities to the end-user for his tasks to 
be created. 

 

2.1.5 Task 1.5: Specific dynamic simulation 

A simulation environment based on the RobWork off-line robot simulation software package have been 

developed and integrated in the PRACE framework. The simulation environment has formed the basis for 

the motion planning results described under Task 1.6 and in Deliverable D1.2. 

 

2.1.6 Task 1.6: Offline/online motion planning 

The integration of Motion Planning in the PRACE project is studied and reported in Deliverable D1.2. As 

hardware platform for the PRACE project, the two armed robot FRIDA from ABB has been chosen. The 

two arms will not be used for co-operation but for speeding up the process by doing tasks in parallel. So 

for the Bosch needle case the task will be to move all needles from one tray to another using both arms 

to move needles independently. 
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Figure 14 - Arrangement of trays for the Bosch needle case with the two arms FRIDA robot. 

All needles should be moved from tray 1 to tray 2 using both arms. The colored areas on the trays indicate the workspace for 
the robot with the gripper with the same color. 

However even though the two arms work independently of each other and therefore talks in favor of the 

decoupled motion planning approach, troubles can arise. Taking the layout of the trays shown on the left 

picture in Figure 14 and solving the motion planning for the arm with the green gripper placing a needle 

in tray 2 gives the result shown in the left picture of Figure 15. 

Tray 2 

Tray 1 Tray 1 

Tray 2 
Tray 2 

Tray 1 Tray 1 

Tray 2 



PRACE – the Productive Robot ApprentiCE PERIODIC REPORT 1 

Grant 285380 16/12/2014 

 

 

FINAL REPORT   Page 22 

  
Figure 15 - Motion planning result using decoupled approach. 

At the same time we would like the arm with the blue gripper to pick up a needle from tray 1. However, 

as shown in the right picture of Figure 15, this will result in a collision between the two arms. This 

situation can be solved in the velocity tuning phase, but the risk is that one arm has to complete its task 

before the other arm can begin its task, which again will fail to achieve any speed up by having a two-

armed robot. 
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Figure 16 - Motion planning result without overlapping workspaces. 

 

The use of RGB-D sensors (such as Kinect© or Asus Xtion©) for motion planning is also studied in 

deliverable D1.2. Such sensors have several limitations. They have a too low accuracy (worse than 5mm 

at 1m) for fine obstacles detection, and as shown in Figure 17, they badly reconstruct some of the PRACE 

workbench object (transparent plastic, metal grid). The use of a single sensor (i.e. a single viewpoint on 

the scene) also produces occlusions (see Figure 18). 

 

 

Figure 17: Plastic pallet perception with the Kinect (D1.2) 

PRACE Workbench test 

Transparent plastic (not perceived) 

Needles (only) 
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Figure 18: One viewpoint acquisition (D1.2) 

However, such sensor offer a real-time update of the scene (colorized 3D cloud at 30Hz), they are cheap 

and easy to use in a workbench (Asus Xtion© sensor only requires an USB plug). The final outcome of the 

experiments with these sensors is that they can be used for rough estimation of position and obstacle 

detection, but not for precise motion planning for manipulation task close to obstacles. 

 

2.1.7 Task 1.7: Visualisation 

Motion planning and simulation results are necessary to visualize in order to evaluate performance and 

develop well performing algorithms. To support this development, visualization of the FRIDA robot, 

PRACE work pieces and tools (grippers, compliance unit, etc.) have been implemented into the ROS 

visualization tool RViz. The visualization can display both real robots or simulated variants without any 

modifications and additional input sources such as 3D models, live camera and point-cloud information 

can be imbedded directly.  

 
 

 

Figure 19: Visualizations using the RViz visualization tool. Both real robot systems with true obstacles and 

simulated systems can be visualized seemlessly. 

3D and augmented reality visualization tests were performed, to evaluate the possible ways to visualize 

additional information on a given 3D scene. Those visualizations principle could be useful for: 

 
Occlusions (unseen areas) 
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- The motion planner / collision checker 

- The learning machine demonstration of the learnt information 

The augmented reality visualizations are illustrated in Figure 20 and Figure 21.  

Next steps in T1.7 are to investigate which visualization strategies should be applied to present motion 

planning, instruction and system status results to the operator. Which visualization modalities should be 

applied, what information should be available and which technology should be applied will be important 

questions in this research. 

 

 

 

Figure 20: Information to be visualized in a 3D view (D1.2) 
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Figure 21: Augmented Reality visualization (D1.2) 

Visualization of the robot movement has been initially integrated in the end-user interface on the DTI 

testbed. Next steps are to indentify which elements could be added to the visualization to support the 

end-user in following and being familiar with the flow of the robot system.  

 

Figure 22: Visualization of the robot and movements are integrated on the end-user GUI on the DTI testbed. 

View Point 1 + Kinect 1 cloud + Robot + Trajectory View Point 2 + Pick Area + Trajectory 

View Point 3 + Place Pose + Pick Area View Point 3 + Robot + Trajectory 
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For simple tasks or tasks that be realized by pure sequencing of available AUAs or higher level primitives 

(as discussed in T1.4) an html-based front-end was created for the facility staff support. This lightweight 

gui reflects only a small variety of the available possibilities of the task specification, but still was capable 

of allowing all use-cases to be created. Due to its html implementation it furthermore allows to enter the 

task creation gui using any browser, even to manipulate a task in parallel from more than one device. 

Figure 23 shows a simple task sequence defined using lightweight html based gui. 

 

 
Figure 23: Lightweight html based gui implementation allowing the user to define simple task sequences by any 
(handheld) device. 
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2.2 WP2 -Tracking and Recording Movements and Actions in Manual 

Assembly Processes 
Work package 2 has a core focus on instruction of the robot system by input from the so-called Master. 

Using a user interface and a number of sensor modalities, the instructions from the Master must be 

transformed into a sequence of AUAs, and the parameters of each AUA must be tuned and adapted to fit 

the individual requirements of the process. The parameter adaptions can be capturing forces applied 

during assembly e.g. when performing a snap-fit or counting the number of turns when screwing. 

While fully acknowledging that the Master is the expert on the individual processes which must be 

automated, the focus of WP2 is not on fully mimicking the actions of the master instructor, but has 

chosen a more object centric approach of task instruction. Sensor modalities are preferably used to track 

the objects for assembly and record individual parameters such as forces, with the purpose of extracting 

information on how the individual objects are assembled. Detailed information and interaction with the 

robotic system will be performed using touch-based tablets as input modalities. 

Human centric sensing, such as motion capturing, naturally gathers information on how the humans 

performs parts of the process and will be utilized where the modality fits into the instruction work-flow 

and where adequate accuracy can be obtained. 

At the current state in WP2, a number of individual results have been obtained. Using sensor gloves and 

fingertip force sensors to capture input from the Master instructor, the measurement of forces in grips 

and hand positions are in its final states. A task of combining these measurements using sensor fusion 

are just starting to achieve results useful for robot instruction. Excellent work is also ongoing on 

extraction of human motion using the Primesense based depth cameras, but efforts in converting these 

measurements into robot instruction are yet to be started. 

The results on this topic are for most parts described in deliverable D2.1, which describes the obtainable 

data using the investigated sensor modalities and conceptual work on the PRACE task-instruction 

methodology. 

In the project period M12 till M18, focus in WP2 has been towards getting a first functional 

implementation of the instruction concept ready for evaluation of the concept and the various 

modalities. The results are documented in D2.2. 

 

2.2.1 Task 2.1 Evaluation of appropriate sensor devices 

Task 2.1 focuses on investigation into a number of sensor modalities useful for task instruction in the 

PRACE system. 

The sensors under current investigation are: 

 Flexible force-sensors for measurement of forces applied at fingertips. 

 Accelerometer-based sensor gloves for tracking of finger positions. 

 Touch-based tablet computer for instructions. 

 Singular and stereo cameras for object pose estimation.   
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Evaluation of the sensor modalities are progressing as planned. Results obtained using the force-sensors 

and sensor gloves are documented in deliverable D2.1.  

The short conclusion of these investigations are, that data capturing gloves can only be used to capture 

simple information e.g. like single forces or orientations. But the actual identification of finger positions 

are not possible to an excend where the results are useful for robot instruction. As a result of this, the 

use of human fingers and tracking gloves have been discarded in favor for using a tracking handle who 

mimics the robot tool and allows a much better geometric tracking. 

 

2.2.2 Task 2.2 Data capturing and tracking mechanisms 

Task 2.2 focuses on the data acquisition, initially dedicated to human body tracking. As the task 

instruction concept of PRACE have re-focused to be object centric, the last part of this task reflects a shift 

of approach towards object-oriented technologies, including teach-in handle tracking and robot-tool 

camera technologies.  

The deliverable D2.1 contains some results of this task in respect to human centric capturing and 

tracking. A state of the art was first conducted to validate the choice of the Kinect as a human body 

sensor compatible with PRACE project. Software was also implemented to access the Kinect data (RGB, 

depth, users’ segmentation and skeleton), and display it in a 3D viewer. At last, performances of the 

skeleton tracker were tested on simple criteria (temporal, spatial, validity, accuracy, scene artifacts, 

etc…). 

The multi-cameras (and/or multi-kinects) calibration software has been developed and performs intrinsic 

and extrinsic calibration. The design aim of the calibration software is to be generic for different setups 

of vision sensors. It shall for instance be able to calibrate two cameras, three Kinect, a mix of these 

setup, etc. In practice, we have experimented that this generic feature comes at the cost of usability, and 

an application specific to a given setup is preferred by users that need to often calibrate the same 

system. Therefore, the software has been used by Magellium to calibrate the setup of the Teach-In 

Handle and it has been adapted to calibrate the validation setup of human body tracking composed of a 

Motion Capture system localized with respect to the Kinect system.  

A ground-truth comparison mean was developed, in collaboration with the LAAS laboratory, at Toulouse. 

It is based on a reference system, a Motion Capture system composed of 10 IR Sensors and passive 

markers, giving the human tracking reference (the ground-truth). An acquisition campaign dedicated to 

absolute accuracy evaluation was performed and processed. 

This acquisition gives a useful base for human body tracking algorithms validation. 3 Kinects© were co-

localized, and simultaneously used to track a moving human. As shown in Figure 24, those 3 skeleton 

tracking results were compared with the ground truth skeleton.  
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Figure 24: Ground truth validation of human body tracking 

The real-time synchronization and the data handling to be performed in this task have been postponed 

to task 2.4, as the sensors to connect and the data to handle depend on each learning (or execution) 

method.  

As the human body tracking was excluded from PRACE learning principle (as a WP2 risk reduction 

decision), has been involved in the Teach-In Handle tracking. As shown in Figure 25, the teach-in handle 

consists in the robot gripper, mounted on a specific handle. This teach-in handle is manipulated by the 

human, to show specific actions to the learning machine, with a robot representative tool. The goal of 

this task is to be able to locate the teach-in handle with respect to the workbench. 

1 – Calibration Grid Pattern 

2 – Kinect/Xtion (x3) 

3 – Mocap cameras (x10) 

4 – MoCap calibration tool 



PRACE – the Productive Robot ApprentiCE PERIODIC REPORT 1 

Grant 285380 16/12/2014 

 

 

FINAL REPORT   Page 31 

 

Figure 25: PRACE teach-in handle  

 

The study results are given in deliverable D2.2. They consist in a state of the art concerning the existing 

off-the-shelf sensors and software, and in the development of a first teach-in-handle tracking 

demonstrator. The first demonstrator which is described in the Deliverable D2.2 was tracked with a 3D-

marker composed of four colored balls. Based on the results of testing and evaluating the accuracy and 

stability of marker tracking, the number of colored balls increased to five during the project.  Additional 

to this optimization process the teach-in-handle gets illuminated colored balls with infrared LEDs in each 

ball, an electrical gripper and a wireless connection with a Sony Move controller to communicate the 

status of the gripper with the master controller. The teach-in handle based learning method, dedicated 

to specific actions or area teaching is handled in task 2.3. 

When executing tasks roughly instructed by humans and where work pieces have been placed by human 

operators, it will be impossible to execute purely off-line programs. So solve this issue, sensors must be 

used at execution to compensate for uncertainty and process variation. 

To refine positions of objects at both instruction and execution, a tool-mounted vision system has been 

developed.  
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Figure 26: Development model of the tool-mounted camera system 

Using the Halcon vision library, 2D and 3D vision algorithms have been applied to efficiently detect 

objects to grasp and the pose of the destination objects. Using a 2D matching algorithm, objects can 

reliably be detected by their 2D shape as in Figure 27, with the only constraint that the height between 

robot and object should be known. 

 

Figure 27: Single camera pose estimation on a transformer for the Danfoss scenario using 2D matching 
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When a number of unique features on the object can be identified and their physical dimensions can be 

measured, a full 6D pose of objects can be estimated as in where the Danfoss heat sink is detected using 

four screw holes, which allows detection of all six degrees of freedom with a high accuracy. 

 

 
 

  

Figure 28: Detection of the heat sink where to place the Danfoss trafo using feature-matching to achieve a full 6D 

pose of the object 

The needles are also fairly straight forward to detect using 2D matching. The 2D matching approach also 

makes it possible to detect multiple instances of any given object and return the best match. This allows 

the robot to keep picking needles in a sequence until no further objects can be detected. 

 

Figure 29: Detection of multiple needles to allow selection of the best to pick. 
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Figure 30: Detection of the best match of the needle to grasp. 

As the FRIDA robot platform only have a payload of 500 g total, a significantly lighter tool-camera 

platform is needed. Furthermore, FRIDA only have the possibility of running 4 signal conductors through 

the arms, which are needed for tactile sensing in the gripper. To accommodate for this challenge a 

lightweight wireless camera solution is developed, which suits the FRIDA Platform. As this is primarily an 

integration task, it is further elaborated under T4.4 

 

2.2.3 Task 2.3 Motion and action extraction from the raw data 

The activities of this task are focused towards extracting action information useful for parameterization 

of AUAs from sensor sources who stream sequences of data. Furthermore, this task involves the 

development of methodologies to control and represent the process flow of tasks that contain 

information of this type. 

A kinesthetic learning system has been implemented using the Universal Robots UR5 robot platform. The 

joint-force measurements and internal control system of the UR5 robot support manual guidance of the 

robot to learn positions and trajectories. This learning methodology has been implemented to 

parameterize AUAs with end-positions and trajectories for motion commands. 
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In order to execute most robot tasks, process control more advanced than sequential actions are 

needed. Most tasks can be represented by having conditional sections (If / if else) and conditional loops 

(e.g. loop until no more needles are detected). Although these concepts might be easy to understand for 

anyone with a programming background, they are complicated to visualize for operators without 

programming experience.  

 

Figure 31: Operator interface representation of a conditional loop which will keep picking transformers until 

"Locate Trafo" fails. 

Robot tasks can also be built using several higher level skills, which internally are based on one or more 

AUAs as illustrated in Figure 32. 
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Figure 32: All skills represented on the GUI are higher-level skills built on several AUAs. 

Furthermore the teach-in handle based learning method will be implemented in this task. This learning 

method will consist in identifying information from the human action, if possible using the scene camera 

(or a scene Kinect©). The main reasonable data to identify are: 

- The workbench main plane, 

- The pick pallet area, 

- The place pallet area. 

The use of the teach-in handle for precise position and orientation teaching is still to be studied. Indeed, 

this may require perceiving the teach-in handle from a close camera, as the gripper one. 

 

2.2.4 Task 2.4 Data merging algorithms 

The purpose of Task 2.4 is to merge the data contribution from the different instruction modalities 

developed by the different partners of PRACE. 

A data fusion algorithm was implemented for the human body tracking. Indeed, the multi skeleton 

tracker developed for PRACE uses several Kinects sensors to refine the position of a unique resulting 

skeleton. Delayed logic is thus involved to find the more reliable skeleton between raw skeleton of each 

sensor, and a Kalman filter predicted one. Our approach combines Viterbi and Kalman, and runs at 20Hz 

(in a mono-thread CPU application on an Intel Core i7 2760Q – 2.4Ghz). This algorithm was described in 

(Masse, Lerasle, Devy, Monin, Lefebvre, & Mas, 2013).  Figure 33 shows the proportion of acquisitions 
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whose joints were closer than a distance from ground truth (50, 100, 150 and 200 mm, those are 

cumulative).  

 

Figure 33: Accuracy results of the Multi-skeleton tracker 

The accuracy was estimated for 5 given skeleton joints (head, left and right hands, left and right foots), 

and for several skeleton estimators: 

- the 3 raw Kinect acquisitions (sensor 1, sensor 2 and sensor 3), 

- a virtual sensor which would return the best nodes of the 3 raw sensors (sensor best5), 

- a Kalman result (0-order, no speed in state), 

- a Viterbi result. 
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The data fusion of our approach increases the reliability of the system, as fewer frames are outside the 

outstanding distance of 200mm from ground truth, and it also increases its accuracy, as the amount of 

positions lower than 50mm mark increases. The analysis of the results of this task has oriented future 

works towards the fusion of data coming from human tracking and object tracking.  

 

2.2.5 Task 2.5 Set of design rules for further Assembly Unit Actions 

According to the definitions in D1.1 a skill in the PRACE system is a capability which is system 

independent and therefore can be executed on two different systems. Each skill can be realized by 

system primitives and/or be a composition of other skills. Assembly Unit Actions (AUAs) are skills at a 

user-defined, assembly-relevant level. 

When a robot in PRACE needs new capabilities it is required that the needed primitives is implemented 

at the specific robot system. This implementation has to be conducted by an AUA design expert which is 

able to program new primitives from scratch.  

To create new primitives which can be executed at the PRACE system the overall primitive has to obey 

the inputs/output table. 

The designer needs to list the required parameter needed to be able to execute the primitive. The data 

type of each parameter can be all defined types in the system like int, strings or specified data types 

like 6D pose or a trajectory. Furthermore, the pre-/postcondition has to be constructed as logical 

conditions. Conditions can vary from simple boolean conditions which are evaluated as true or false or 

more complex evaluation like robot states or other more complex data structures. 

An example on a precondition for a sensor primitive for locating objects with a tool mounted camera, in 

a palette could be a condition that evaluates whether the robot is in the correct state above the pallet or 

not before executing the primitive. Simpler preconditions could be that the gripper has to be open 

before closing it with a closeGripper primitive. 

In Deliverable 2.3, guidelines for constructing new primitives are presented. The guidelines are meant as 

a listing of required knowledge that an AUA design expert needs before starting programming the 

primitive. The guidelines try to make the developer thinking the right thoughts to determine the correct, 

pre-/post conditions, parameters, outputs and effects. Following these guidelines will help the developer 

identify missing knowledge about the functionality of the primitive. If the developer cannot answer the 

questions or list data types etc. the designer need knowledge regarding the required functionality of the 

primitive 

 

2.2.6 Task 2.6 Learning routines  

Learning tasks directly from the Master instructor are a very efficient method of instructing robotics 

tasks. To capture the full workflow of a pick-and-place task, a teach-in handle based learning system 

were developed. Using a combination of the tracking handle and the instruction user interface, the 

system gave the possibility of building entire processes by using the handle for providing positions and 

the handle buttons to mark waypoints, as well as grasp/release points.  
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A full video of the demonstration can be found here:  

http://youtu.be/flVrMrwng-Y?list=UUZcym0_ERze9JWKsNlfnJtg  

 

 

Figure 34: Demonstration of instruction of the needle pick-and-place task directly using the tracking system 

 

2.3 WP3 - Skill-Supporting End-Effectors 
A main target of PRACE is the fast and intuitive learning of industrial assembly tasks. A new application 

should run in production mode within a single day. Besides the flexibility and usability of the learning 

strategy another very important boundary condition is the stability and reliability of the generated 

movements out of the learning cycle. To guarantee this stability the PRACE system needs the ability: 

a. to compensate offsets between learning cycle and execution cycle, due to inaccuracies within 

the sensor data generated in the learning cycle or due to general modelling inaccuracies. 

b. to react on changements in the environment that typically take place in industrial environment, 

like deformation of pallets or tolerances/offsets in part providing.  

The duty of WP3 lies in the development of a gripper which is able to detect and compensate such 

distortions within the assembly process. State of the art for many years has been the integration of force 

sensors into the gripper flange to detect such offsets in a tactile way. The problem of that approach 

however is the stiffness of the system. In case of contact between robot and workpiece a force is 

generated a necessary input for force controlled algorithms to compensate the detected offset by path 

modification of the robot. This approach is not suitable for industrial use, as due to the stiff construction 

the contact force ramps up very fast, which is crucial due to the potential damage of automotive parts 

http://youtu.be/flVrMrwng-Y?list=UUZcym0_ERze9JWKsNlfnJtg
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with very high surface quality requirements. Therefore an approach is pursued with compliances 

gripping elements in PRACE.  

On the other hand a compensation of the differences between learning and execution mode has to be 

performed. Additionally a gripper guided camera detected such offsets which are bigger than the tactile 

compensation abilities of the tactile gripper. 

 

2.3.1 Task 3.1: Design principles of lightweight devices for precise assembly 

In Task 3.1 the design principles of a lightweight gripper for precise assembly is demanded. 

From an industrial point of view a major requirement of the gripper is the reliable operation under 

production environment in three shift mode. Additional to this requirement the gripper system weight 

with the handling part must be under 500 g which arise from the payload of one arm of the robot.  

The first step was to use market available components to determine which functionalities may be 

integrated under the boundary condition of maximum 500 g payload of the robot. These market 

available components are too heavy whereon Rapid-Prototyping lightweight components were 

developed and built.  A contrast to conventional springs is that a CT-joint on tension or pressure can be 

claimed. 

The X-Y-compliance module is a two stage module and provides deflection in X and Y direction, one stage 

for each direction. This unit consists of two equal one-directional compliance units. By connecting them 

with a rotation offset of 90° a X-Y-compliance is realized. A linear plain bearing is mounted in the center 

of Z-Compliance to reduce the tilt under non-uniform load.  

Due to the lightweight requirements for the gripper, the module is manufactured by rapid prototyping. 

The technical drawings can be found in deliverable D3.1. 

In each compliance element a hall sensor is included in the design, to measure the actual deflection of 

the module. The sensors are easily configurable and can be adapted very well to the needed maximal 

deflection. 

  
Figure 35: XY-Compliance Unit (left), Z-Compliance Unit (middle), X-Y-Z-Compliance System (left) 

On the compliance module a market available gripper of the type MPG-plus 25 from Schunk is mounted. 

This gripper is characterized by its less weight and the compact form. The fingers which are attached to 

the gripper are also constructed to be lightweight and easily adaptable at the same time. Therefore, for 

each use case, different fingers built by rapid prototyping are provided.  
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2.3.2 Task 3.2 Development of pick and place strategies for precise assembly 

The goal in this task is the development of pick and place strategies for precise assembly. The challenging 

part of the pick and place process is in general the place process. Due to that the development of place 

strategies is handled with prioritization. The robot is developed to manage work tasks generally handled 

by humans. Thus the strategies are derived from human behavior. 

Therefore the use cases have been analyzed and place strategies have been derived. These strategies 

require several kinds of compliance. For each use case and strategy the desired compliance is noted. 

Depending on the strategy, each dimension of compliance has to be actively controlled (deflection 

control of the compliance module) or it can just deliver some passive compliance without any control. 

Out of these use case specific strategies three general strategies are developed. As an example the 

strategy “cylindric peg cylindric hole” is derived from use case 1.  

 
Figure 36: Usecase 1 -  Cylindric Peg Figure 37: 2-Layer-Bar-Nest 
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Figure 38: Strategy „cylindric peg - cylindric hole“ 

While running a specific strategy the robot will follow a basic path. Additionally to this path tactile events 

can occur. , 

As the insertion strategy is dependent on the application the three general strategies are listed with their 

requirements in Table 1. 
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Insertion Strategy Catalogue 

Direct insertion Tilted insertion Spiral insertion 

- Short cycle time (< 1 s) 
- For own learning of 

positions in execution 
mode 

- For insert position with a 
great tolerance range 
(> 1 mm) 

 

 

 

- For insert position with a 
small tolerance range  
(> 0,1mm ) 

- middle cycle time 

 

- For accurate insert 
position with a  
tolerance range  
(< 0,1mm ) 

- bad cycle time 

 

 

 

Table 1: Insertion strategy catalogue 

Description of process parameters 

Every place strategy requires a set of parameters. For the „cylindric peg - cylindric hole“ strategy these 

parameters are: 

- Peg length (to gain the TCP at the peg tip) 

- Peg diameter 

- Hole diameter (to find the center point of the hole) 

- Approach Tilt Angle 

- Insertion depth 

- Maximal contact force 

Out of the peg length, peg diameter and the hole diameter the approach offset is derived. The insertion 

depth will define the end position. When this position is reached without contact forces the place task is 

successfully finished. 

 

2.3.3 Task 3.3: Implementation of pick and place strategies for precise assembly 

The main focus in this task was to implement the pick and place strategies which are developed in task 

3.2.  These strategies were implemented without recording the integrated compliance sensors. The 



PRACE – the Productive Robot ApprentiCE PERIODIC REPORT 1 

Grant 285380 16/12/2014 

 

 

FINAL REPORT   Page 44 

robot follows a fixed path and once an inaccuracy in position occurs, the gripper is able to correct this 

inaccuracy by its compliant behavior.  Thereby it is possible to implement the maximum robot speed by 

the insertion movement. A disadvantage is that the robot moves into safety stop if the robot clashes 

with the pallet because of the too large position error.  All implemented strategies were tested in the 

lab. A useful strategy for most insertion applications at Bosch is the tilted insertion strategy which was 

tested during the field test at Bosch.  This strategy reached a very stabile process with sufficient 

compensation of offset errors up to 4 mm (dependent on the application).  

 

2.3.4 Task 3.4: Implementation of gripping devices 

The gripping system was developed so that it can be easily attached to the existing tool-change system 

of the robot FRIDA.   The robot provides on each arm one pneumatic connection and a six wire cable.  

The cable is connected directly with the controller of the robot and can be used for an Ethernet 

connection (10 Mbit).  It is necessary for the PRACE-System to unplug the cable from the robot controller 

and connect it to the master controller of the PRACE-system. The wirers are used to transfer the signals 

from the analog sensor in the compliance elements. The gripper camera must be connected over WiFi, 

due to the few numbers of cables which goes through the robot arm. For operation of the gripper the 

pneumatic connection is used. The pneumatic valve is installed at the bottom of the robot. Only one 

pneumatic tube is necessary because the gripper is spring resettable.  

 

Figure 39: Gripper interface 

In the gripper a circuit board is integrates with a connector to plug in it to the Robot connector. 

Additionally a DC-DC Converter is integrated which converts the normal 24 V from the robot to 5 V for 

the sensors and camera system.  

The gripper compliances are made with the rapid prototyping process technology Fused Deposition 

Modeling (FDM) with the material acrylonitrile-butadiene-styren (ABS). The result of the lifetime cycle 

was that the X-Y-compliance breaks by a maximum deflection after about 3600 cycle and the Z-

compliance by about 24000. Therefore the rapid prototyping process technology was changed to 

Selective Laser Sintering (SLS) with the material polyamide (PA). At over 300 000 cycles the attempt was 

stopped with the result that no changes can be measured of the spring characteristics of the compliance 

elements. 
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Figure 40: PRACE-Gripper 

 

2.3.5 Task 3.5: Implementation of tactile pick and place strategies 

The goal in task 3.5 is the implementation of tactile pick and place strategies. The difference to task 3.3 is 

that additionally the compliance sensors are used. The use of the compliance sensors provides the 

possibility to touch the position and orientation of the pallete to calculate the insertion position. In 

addition the robot can feel collisions and too large inaccuracies of the insertion position. Thereby the 

robot can adjust the position so automatically that there is no force influence on the work piece during 

the process 

  

2.3.6 Task 3.6: Integration of bin-picking with grippers 

Task 3.6 has been cancelled as a Steering Committee decision on M12 plenary meeting due to missing 

expertise in bin picking algorithms of the partners. In the running amendment those resources are 

shifted to support the setup of a second PRACE demonstrator at LUND. This activity has not been 

planned in the initial DoW, but it has pushed PRACE strongly forward concerning the integration and 

testing stage. 

 

2.4 WP4 – Robot Capabilities 

2.4.1 Task 4.1: Holistic assessment of safety aspects 

The holistic assessment of safety aspects was carried out by Fraunhofer and Bosch There are separate 

forms created from the assessment, and the deliverable D4.1 "Analysis of safety concept" was submitted 

right on time. Refer to that report from further details. 
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2.4.2 Task 4.2: Architecture 

A major effort in WP4 during the first period has been the specification of the architecture, and 

represented by Task 4.2 and the deliverable D4.2, both named Architecture. A major effort has been put 

into representing the architectural design, without getting stuck in details that the further research will 

clarify. For instance, both UML and SysML design tools directly lead to specification of system details 

while the overall design (that should enable the PRACE results) gets lost. Led by DTI, and developed 

through a long series of meetings and emails, less formal figures and models were developed and the 

deliverable reached a complete status.  

One source of confusion in this task, as in this work package and the overall project, has been the 

relations to the results of the Rosetta project. The planned usage of the FRIDA robot was intended to go 

together with some of the architectural solutions from Rosetta, but due to the unclear situation with 

both FRIDA and ABB, that interplay has been lagging until recently.  

 

2.4.3 Task 4.3: Mobile manipulation 

During period 1 the efforts in this task were focused on the deliverable D4.3 "Hardware components", 

driven by BOSCH. That report outlines the usage of the FRIDA robot, mounted on a mobile platform, and 

how various peripherals will be added to meet the PRACE application demands. During period 2 the 

mobile platform and the FRIDA robot has been delivered and made available for demonstrations in 

Stuttgart (Bosch and IPA). Beyond the deliverable there are still issues to be worked out for the 

integration of mobility and manipulation. While that is mainly a topic for Tasks 4.4 and 4.5, the 

availability of the hardware platform (as of this task) is not quite complete, and therefore a completion 

of 98% is reported as the status. Part of this picture is the exit of Axelius, the entrance of ABB, and the 

tested setup at ULUND (including ABB sensor interfaces). The final 2% of the work was done in the 

second period of the project. Mainly the consolidation of the configuration of the hardware components, 

including final work on the modularity of the system was done. The outcome of this task is the 

integration of the mobile manipulation system in Task 4.4 and WP5. 
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Figure 41: System overview 

 

2.4.4 Task 4.4: Integration of mobility and manipulation 

The work on integrating mobility and manipulation started as planned late during the first period. The 

main efforts, by ULUND, have been on establishing the mobile platform (according to the Fraunhofer 

design, including the ROS-based software) and the tailoring of the FRIDA control system (based on 

Rosetta results for PRACE applications). In line with Task 4.3, as a result of period 2 efforts, there are 

demonstrator-like setups in Stuttgart (mobile platform at IPA still with UR5 arm, FRIDA robot delivered 

to Bosch for integration with assistance from ABB), Lund (mobile platform as in Stuttgart, preliminary 

mounting of FRIDA on it, but charging and networking not done) and Odense (mobile platform with UR5 

arms, sufficient for testing key demonstrator scenarios). 

For technical/control integration of mobility and manipulation, the sensor and motions control interfaces 

to the manipulation part (ABB controller) play a central role. Manipulator motions are accurately 

actuated with rather high bandwidth, compared to the mobility which has a bigger moving mass and a 

suspension system that makes the motions compliant and not fully controlled (vertically, in addition to 

the risk for horizontal slip motions). Hence, the mobile motions need to be fast and accurately 

measured, and the actual location of the robot base then needs to be feed forwarded to the robot 

motion control. For reasons of performance that control is after the trajectory generation of the robot 
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and the interfaces on a very low level. The progress during period 2 has been along these lines of 

development, also building on the developments of the just finished Rosetta project. 

In the work of WP2, tool-camera based vision systems have been investigated. The instruction and 

functionality have been evaluated using traditional GigE cameras on the DTI Universal Robot platform. 

To suit the requirements of the ABB FRIDA platform, a lightweight camera solution is integrated.  

The prototype are integrated using the low-cose Raspberry Pi as platform, as illustrated in Figure 42.  

The integration of mobility and manipulation in the final phase of the project mainly focused on the 

PRACE project demonstrator for the lab tests, the automatic fair the final factory tests. The tight 

integration of the rob@work 3 platform, the Frida robot and the grippers and the motion tracking 

system was done in multiple iteration. In the beginning of the final year the platform as shown in Figure 

43 was created, incorporating all required components. Based on the experiences in the factory tests the 

prototype version of this integrated platform was extended with a lifting unit, an extended sensor head 

and a larger pneumatic tank to be ready for the factory tests. The final PRACE demonstrator is show in 

Figure 44. 

 

 

Figure 42: Lightweight camera integrated on the PRACE tactile gripper 
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Figure 43: Prototype demonstrator for PRACE lab tests 

 

Figure 44: Final demonstrator for the factory tests. 
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2.4.5 Task 4.5: Control system 

The final Task on Control system, with an emphasis on the safety aspects, is related to all the other tasks 

of this work package. While formally started, most upcoming results are not yet possible to distinguish 

from other results. The safety of the mobile platform (based on dual laser scanners) and the safety of the 

dual-arm manipulator (due to the inherently safe mechatronic design) forms a good basis for this task, 

but safety is not compositional (two safe subsystems does not automatically comprise a safe composed 

system, as Task 4.1 reports). Further analysis of this situation has been made, and no major obstacles 

have been found, but this task is still in its early stages. 

During the development of the PRACE system and during the Lab tests multiple ways of utilizing the 

control system of the PRACE mobile manipulator were required. Therefore, three control concepts were 

implemented during the project. On the robot system, we have a controller running within the ROS 

middleware on a dedicated PC. This robot system integrates high level planning capabilities for collision 

free dual arm motion as well as the high level state machines and the interfaces to the engineering 

system. To execute the motion the ABB controller that is inside of the FRIDA prototype was interfaced. 

Figure 45shows this interfaces on the ABB side (Rapid program) and the ROS side (trajectory downloader 

and joint_state component). During the project, multiple improvement on the performance have been 

made. The interface allows additionally to the control capabilities of ROS the direct utilization of the 

control capabilities of the ABB controller itself as a second control mode. 

Additionally an ExtCtrl control PC was integrated on the platform allowing advanced real time control 

applications to be performed. The ExtCtrl PC is directly connected to the FRIDA controller using the 

LabCom protocol. Additionally an interface between the ROS controller and the ExtCtrl PC was 

implemented using the RAPID connection to FRIDA. This makes it possible to utilize the real time control 

capabilities as a third control mode. 

The implementation described allow seamless switching between the different control modalities 

depending on the application demands. 

 

Figure 45: Interfaces between the ROS control PC and the ABB dual arm controller 
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2.5 WP5 – Integration into application 

2.5.1 Task 5.1: Use cases and requirements elicitation 

In task 5.1 possible use cases were identified for the PRACE-system and were described more in detail. 

These are typical industrial applications which are operated today manually and could be automated 

with the PRACE-System. 

The operations may be categorized into six operation basic classes:  

- Palletizing of parts  

- Testing operations (functional testing, optical inspection, type verification)  

- Packaging  

- Assembly operations  

- Machine loading/unloading  

- Part feeding  

The use cases have been chosen to cover every basic operation class at least once. 

Based on thirteen selected use cases emerged following results: 

2.5.1.1 Workpiece properties 

 

Figure 46: Workpiece shape 

 

About 50% of the workpieces consist of a simple geometric shape. 
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2.5.1.2 Workpiece size 

 

Figure 47: Workpiece size 

 

Most workpieces are not larger than 100…150 mm, although the maximum possible size of dedicated 

use cases is significant higher. Those use cases are most interesting for the two handed manipulation as 

a single handed manipulation with the reduced payload of FRIDA would be difficult. 

 

2.5.1.3 Workpiece weight 

 

Figure 48: Workpiece weight 

 

Typical workpiece weight is less than 100g. That would be the basic requirement for the gripper 

construction, although the aspect should be regarded to handle higher weights with reduced velocity, 

i.e. handling of empty pallets which have a weight of 500g up to 2,5kg. It has also to be examined under 

which conditions the maximum payload of the FRIDA robot of 500g per hand may be exceeded, i.e. to 

perform seldom required operations like handling of pallets. 
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2.5.1.4 Workpiece material 

 

Figure 49: Workpiece material 

 

Obvious there is no preference towards a special kind of material. However all workpieces have a stable 

structure, so that no change in shape has to be expected when handling the parts. 

 

2.5.1.5 Tolerances between workpiece and pallet 

 

Figure 50: Tolerances between workpiece and pallet 

 

Typical offset between workpiece and tray lies in the range of 1 +/- 0,5 mm. 

 

2.5.1.6 Additional manipulation related information  

Required DOF for object recognition Typical 3 DOF (x,y,rot z) 

Box/pallet size    400mm x 300mm / 600mm x 400mm 

Weight of box/pallet   500g – 2000g 
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2.5.1.7 Interfacing 

Mainly binary 24V input/output required for - handshake PRACE – equipment to start local process- 

testing result ok/not ok 

MMI user information/input is necessary to coordinate supporting user actions (changing of pallets, 

providing of parts, packaging of parts). 

 

2.5.1.8 Use case properties 

For developing the structure of the AUAs in WP1 a representative use case has to be defined. The use 

case must provide a broad and typical scenario to prove the adaptability of the AUA structure within its 

definition stage. Therefore the AUA relevant use case should cover as many as possible of the innovative 

PRACE features. To determine the AUA relevant use case the innovative PRACE features have been 

mapped to each use case:  

 

Figure 51: Use case properties 

 



PRACE – the Productive Robot ApprentiCE PERIODIC REPORT 1 

Grant 285380 16/12/2014 

 

 

FINAL REPORT   Page 55 

 

2.5.2 Task 5.2: Multi-Agent based control system 

Task 5.2 is entitled “Multi-Agent based control system” and focuses on the development of a Multi Agent 

System to be applied with the PRACE System. 

The work in the task so far has been: 

 Development of a suitable MAS concept that can be applied in the PRACE context that both 

defines the software and hardware implementation of the MAS concept 

 Documentation of the developed MAS concept and preparation for discussions with partners in 

T5.2 

In the following the partners of T5.2 will discuss the overall MAS concept as proposed by DTI. The 

concept has been discussed at several workshops with ULUND and the proposed MAS system concept is 

currently in prototype development.  

After the prototype development, the main required subsystems of the MAS structure have been 

defined. In the integration phase of the project towards the factory tests these main subsystems have 

been implemented based on the ROS middleware. 

 

2.5.3 Task 5.3: Software integration for workcell control 

The implemented primitives all have defined interfaces that can be utilized using the ROS actionlib 

mechanisms. These mechanisms are prepared to be used by PLC’s and SCADA systems using e.g. the 

OPC-UA protocol stack. An additional way of integration can be done over the knowledge database 

server directly. New AUA sequences can be created and triggered by database access and standard web 

protocol interfaces that are available in any PLC, SCADA or industrial PC system.  

Since a direct integration in a factory-wide work cell control system is not required for the factory tests, 

the integration will be left as prove of concept state. During the factory tests, the worker will be directly 

interacting with the robot and therefore the project focus will be on this interaction. 

 

2.5.4 Task 5.4: Integration of simulation environment 

ABB FRIDA, the mobile base, the grippers and the tracking system have been completely integrated in a 

working simulated scenario. Gazebo, the simulation that is part of the ROS system, has been used for this 

purpose. The physics simulation can simulate sensor signals from the cameras, 3D cameras and laser 

scanners and also simulated an environment model. For testing the scenarios of the Automatica fair and 

the factory test the environment was adapted to satisfy the needle scenario that is introduced in 

deliverable 5.2.  

A simulated handle is used to also test the interaction mechanisms between the handle, the knowledge 

database and the AUA programming system. 

As the simulation is available for all partners of the consortium tight interaction on the development 

during the project is possible. 
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Figure 52: Running simulation environment showing the PRACE demonstrator in a simulated needle scenario 

 

2.5.5 Task 5.5 Integration of motion capture equipment 

Integration of tracking equipment has been started at several of the testbeds. The BOSCH Teach-In-

Handle (see Figure 53) is applied to the instruction workflow teaching pallet locations on the workbench, 

a set of desired gripper positions and respective intermediate move actions.  
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For tracking the teach-in-handle, different tracking systems were evaluated: 

- The teach-in handle tracking software “TIHTracker” developed by Magellium as part of WP2 

using a mono camera setup for detecting the colored balls of the BOSCH handle and computing 

their positions in the image frame, and thus the handle’s 3D position and orientation itself. 

     

- The new open-source Track-It-Yourself (TIY) 3D Marker Tracking Software (see also 

https://code.google.com/p/tiy/) using a stereo camera setup and triangulation for computing 

the positions of infrared light reflecting little balls in the scene (see Figure 54). 

 

- The commercial tracking system OPTITRACK, a 6DOF optical tracking device with multiple 

cameras and capture software also computing positions of infrared light reflecting balls (see also 

http://www.naturalpoint.com/optitrack/products/v120-trio/). OPTITRACK was used as a ground 

truth system throughout the evaluation of the Magellium THITracker and the TIY tracking.   

 

 
Figure 53 BOCH Teach-In-Handle 

https://code.google.com/p/tiy/
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Figure 54 TIY Tracking detecting reflecting balls 

 

In order to track colored spheres using the Magellium TIHTracker, corresponding camera parameters 

(e.g. gain and exposure) need to be configured strongly dependent on current lighting conditions. Hence, 

those parameters need adjustments every time lighting conditions are changing. Furthermore, the 

detection rate of the system dropped significantly in the rather bright environments of industrial 

facilities. In order to cope with bright environments, actively illuminated colored spheres (see Figure 53) 

were used in connection with turned down camera exposures to have the illuminated balls to be the 

only color information in the image frame. In the course of extensive testing, the Magellium TIHTracker 

software proofs to deliver a more robust tracking performance than the TIY software. Particularly, the 

TIHTracker software shows less sensitivity to light perturbation (e.g. severe reflections from the 

surfaces of the palettes due to external IR illumination) and offers a larger workspace for the handle 

to be tracked in. Hence, with regard to the demonstration at AUTOMATICA 2014 fair and the field tests, 

the Magellium tracking software is integrated for presenting usage and functionalities of the teach-in 

handle.   

Even though state of integration and performance of the motion capture equipment are satisfying and 

ready for presentation, there are still a few minor software improvements left to be implemented 

in order to increase robustness and reliability of the tracker.  

 

2.5.6 Task 5.6: Lab test 

For the lab tests a dedicated room with tables similar to the Bosch factory tests has been build up at 

Fraunhofer IPA. The development of the robot system has been done in this environment continuously 

from January to August 2014. For the defined use cases multiple iterations have been done mixing 

development and testing (see Figure 55).  
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Figure 55: PRACE Demonstrator during Lab Tests at Fraunhofer IPA 

 

Particularly, testing and evaluation of the motion capture equipment from Section 1.3.5.5 as well as 

integration of the results from WP 1 and 2 have been done in the course of the lab tests. Palletizing 

scenarios with different types of needles and different types of traces (see Figure 56) were implemented 

and tested considering control modalities from Section 1.3.4.5.  
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With these continuous lab tests large improvements have been possible towards the AUTOMATICA 2014 

demo and the field tests. 

 

  

Figure 56: Needles and Pallets tested during the Lab Tests 

 

2.6 WP6 – Test and demonstration  

2.6.1 Task 6.1: Specification of scenarios 

To determine the field testing scenario the use cases have been ranked according to the following 

requirements:  

- (a) Mapping of all important innovative capabilities of the PRACE system  

- (b) Boundary conditions  

- (c) System properties fit to PRACE system design  

- (d) Agreement of partner from production site who to contribute and support the testing stage  

 

In D5.1 a prioritization of the thirteen presented use cases has been done already to determine which 

use cases require most of the new PRACE features. The target is to identify those use cases that require a 

broad set of the AUAs (Assembly Unit Actions). Therefore an evaluation had been done by comparing the 

amount of the new PRACE features that are mapped in each application. 

After taking all those aspects into account the top ranked use case had been the fast palletizing use case 

that is located in a big Bosch plant near Stuttgart (D). In the initial state of the project a meeting had 
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been arranged at that production site, so all partners are familiar with the use case and the boundary 

conditions of that application. All those partners who are building up demonstrators of subsystems have 

been provided with sample parts and pallets for early testing.  

As the chosen scenario requires several parallel running manual working places in three shift mode there 

is a high interest from the production site towards a more economic solution at a high cost location like 

Germany. Presently there are investigations running to automate this application with a single arm robot 

system. However this approach is critical due to the high manual output as the worker can perform the 

double amount of handling operations compared a single arm robot (assuming the same velocity).  

Another critical aspect of a single arm solution is the missing ability of handling the emptied/filled pallet. 

In that case the worker has to periodically change pallets to keep the system operative. Especially when 

trying to bridge the worker breaks this is a negative aspectsaspect towards high productivity of the single 

arm robotic solution. 

In project year two the integration and testing of the PRACE demonstrator takes places. In that period 

the application planning for the field testing period will have to be done more in detail and matched with 

the boundary conditions given by the production site.  

 

2.6.2 Task 6.2: Specification of field test and benchmarks 

The aim of the Task 6.2 is to define the metrics and criteria for the field tests that will be executed at a 

BOSCH factory at the end of the PRACE project. The robot system is developed for a number of scenarios 

as described in deliverable D5.1 and a selection of these will be executed during the field tests (see task 

D6.1). Therefore, a number of factors have been specified in cooperation with BOSCH to make field test 

measurable and comparable to the state of the art in production. 

Following list displays all benchmark parameters which will be surveyed later in the field tests. 

Benchmark Measurement data Unit 

Service costs Maintenance effort / year hh:mm:ss 

Work piece damage rate Damaged pieces / h pieces/h 

Work piece loss rate Lost pieces / h pieces/h 

Error catalogue List   

Runtime of robot system per year Time days/year 

Overall availability per day Runtime during work day hh:mm:ss 

Runtime = overall availability excluding a) to e) Time hh:mm:ss 

a) Initial setup time Time hh:mm:ss 

b) Re-setup time Time hh:mm:ss 

c) Planned service time Time hh:mm:ss 

d) Failure output time Time hh:mm:ss 

e) Startup time loss Time hh:mm:ss 

Cycle time of robot Time / successful cycle hh:mm:ss 



PRACE – the Productive Robot ApprentiCE PERIODIC REPORT 1 

Grant 285380 16/12/2014 

 

 

FINAL REPORT   Page 62 

Successful handling rate of robot Successful cycles / h #/h 

Measured overall costs of robot Costs / year €/year 

Cycle costs of robot Costs / successful cycle €/cycle 

Workers effort for manual process without robot No. of working shifts shifts/day 

Workers effort for manual process without robot Hours / working shift h/shift 

Workers effort for manual process without robot Working days / year days/year 

Cycle time of worker Time / successful cycle hh:mm:ss 

Successful handling rate of worker Successful cycles / h #/h 

Tool costs Costs / year € 

Costs of additional workers Costs / year (worker) €/year 

Effort of skilled workers Time hh:mm:ss 

Figure 57: Specification of field test and benchmarks 

 

2.6.3 Task 6.3: Field test 

The field tests that have been specified in the DOW were extended during the end of the project. 

Additionally to the foreseen field tests a demonstrator has been built up to show the project results on 

the Automatica industrial fair in Munich. During 3. - 6. June 2014 PRACE had a space on the Fraunhofer 

booth at Automatica (see Figure 58). The dual arm mobile manipulation capabilities were shown as well 

as the teach-in functionalities. As this demonstration was scheduled 3 months before the actual field 

tests much improvement from all PRACE WP’s could already be integrated and helpful experiences have 

been made in order to prepare the actual field test successfully.. 

 

Figure 58: PRACE demonstrator during presentation of project results on the Automatica fair 2014 
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Figure 59: Time plan of field tests at Bosch plant Feuerbach 

In August 2014 two weeks of factory tests have been made as defined in the DOW (see detailed schedule 

in Figure 59: Time plan of field tests at Bosch plant Feuerbach). During that time, the PRACE 

demonstrator was used in production at the Bosch plant in Feuerbach, Stuttgart. A needle picking  was 

implemented with the different process methodologies that have been developed within the PRACE 

project on site. The performance, feasibility and development was evaluated under real life factory 

conditions. 

 

2.6.4 Task 6.4: Evaluation of field test 

Besides the detailed evaluation of the benchmarks defined in T6.2 the experiences during the field tests 

can be summarized for further improvements of the PRACE system after the project. This experiences 

are grouped into two groups and are further detailed in Deliverable 6.4. 

For the manipulation capabilities, the following experiences have been made: 

 With the multimodal control strategies developed in WP4 a stable switching between the control 

modes could be established. This was a major benefit for the flexible and rapid development of 

the field test applicationsThe determinism of the used path planners has to be improved. The 

results of the path planner sometimes were odd and not optimal. 

 Although effort has been focused on improving the performance between the diiffernt 

controllers, there is room for improvement regarding the communication between path planners 

and the ABB controllers. 

The dynamics of platform, e.g. the suspension, influence the precision of manipulation especially 

during fast movements. This can be bad when doing precise manipulation. An adjustable 

suspension could be a solution for this problem or an active compensation based on acceleration 

sensors can be done.  

 When using the different tracking systems during the field tests the following experiences 

have been made:The covered workspace of the tracking systems are too small. Additional 

measures have been taken to increase the tracking workspace, such as a pan-tilt unit on top of 
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the robot. These measures are expensive and introduce additional challenges for the precision of 

the overall system. 

 The tracking system are very sensitive to lightening conditions. Multiple calibration runs were 

necessary during the preparations of the field tests. 

 The different implementations have abroad scale of accuracy. An analysis of the required 

precision of the application has a high impact on the effort and costs involved with the tracking 

system. 

  

Overall performance (see D6.3): 

 Direct insertion 

 

Tilted insertion

 

Cycle time 

(Worker Cycle time: 3 s/needle) 

Before optimization: 3.4 s/needle 

After optimization: 1.6 s/needle 

Before optimization: 4.4 s/needle 

After optimization: 2.1 s/needle  

Max. offset error X-direction: 1,5 mm  

Y-direction: 1,5 mm 

X-direction: 4 mm 

Y-direction: 2 mm 

 

During the field test we had 10 parts which were used by each pass through to inspect the surface 

damages. The results were that no surface damages were visible. 

 

2.7 WP7 – Exploitation and Dissemination  
Target for exploitation is to establish a draft plan for use and dissemination until midterm. As 

groundwork the partners have contributed their expected exploitable results and have provided further 

information concerning market opportunities and IPR status. These results are described in D7.1. 

The occurrence of foreground IPs is monitored on each General Assembly. As PRACE focuses much on 

the development of algorithms and the development is ongoing until now no IPs have been gathered in 

that field. Concerning the mechanical development tasks in PRACE three IPs in the field of gripper 

technology have been identified. 
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The expected exploitable results until end of project have been identified and documented in the draft 

PUD. Initial statements on market opportunities and IP aspects have been gathered in the PUD and will 

be elaborated more in detail within the second period of PRACE. 

For dissemination the project was presented on the European Robotic Forum 2012 and 2013, an EFFRA 

leaflet with a project description has been delivered and the project home page has been set active. 

3 Project management during the period 
In the first half year intensive, mostly plenary project meetings have been planned to support the 

common mindset of the PRACE consortium. Target had been to achieve a common view on the 

development tasks and the approach of the upcoming development activities within the WPs. In the 

second half of the project the focus had been laid on integration workshops to boost the collaboration 

between the development teams in the project. 

Kick Off Meeting  
(plenary) 

08. - 09.12.2011 BOSCH Schwieberdingen 

BOSCH plant Feuerbach and IPA 
(WP1, WP2, WP3, WP4) 

18. - 20.01.2012 BOSCH and FHG, Stuttgart 

ULUND Meeting 
(WP1, WP2, WP3, WP4) 

15.02.2012 Lund University 

EU Robotic Forum 
(WP1, WP2, WP3, WP4) 

05.03.2012 DTI, Odense 

Axelius Meeting 
(WP5, WP6) 

20.04.2012 AAG, Lippstadt 

1. GA meeting 
(plenary) 

26. - 27.04.2012 MAG, Toulouse 

2. GA meeting 
(plenary) 

15.- 16.11.2012 
 

FHG, Stuttgart 

WP2 Workshop 06.03.2013 DTI, Odense 

ABB Workshop 16.4.2013 ABB, Friedberg 

3. GA meeting (Midterm Review) 
(plenary) 

15.- 16.05.2013 
 

DTI, Odense 

Integration Workshop  
(WP1, WP2, WP3, WP4) 

16.09.2013 Lund University 

4. GA meeting 
(plenary) 

18.11.2013 
 

FHG, Stuttgart 

Integration Workshop  
(WP1, WP2, WP3, WP4) 

19.11.2013 
 

FHG, Stuttgart 

5. GA meeting 
(plenary) 

07.05.2014 
 

Lund University 

Integration Workshop (WP1, 
WP2, WP3, WP4) and booth 
planning for Automatica 

08.05.2014 
 

Lund University 

Automatica 03. - 06.06.2014 Munich 

Field Test 11. - 28.08.2014 BOSCH, Feuerbach 
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6. GA meeting (Final Review) 
(plenary) 

30.10.2014 
 

Lund University 

Lesson Learned 31.10.2014 Lund University 

Additional coordination activities had been the participation on exploitation workshops for FoF 

coordinators, a meeting with ABB to boost the amendment process and a introduction into the FRIDA 

robot. 

Exploitation Workshop  
“Factory of the Future” 

15.03.2012 Brussels 

ABB 02.04.2012 Hannover Fair, ABB booth 

Impact Workshop  
“Factory of the Future” 

11.03.2013 Brussels 

Impact Workshop  
“Factory of the Future” 

24.03.2014 Brussels 

 

After midterm the amendment could be finalized. The main changements had been: 

- Exit of Axelius due to bankruptcy 

- Integration of ABB as new partner 

- Cancelling of task 3.6, which contained bin picking activities. This was a activity where no 

competence in the project team was available (the expected beneficiary dropped of shortly 

before project approval). Therefore the amendment was used for adjustment. 

- Conversion from personal cost into travel cost. Status: Budgets are allocated 
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4 Appendix 
 

I. Deliverable D7.3 - Final PUD 

II. Deliverable D7.4 - Two training workshops for transfer of new 

knowledge from RTOs to the industrial partners 
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1 Overview 
The current deliverable describes the final status of the plan for use and dissemination (PUD) of the 

PRACE project. The PUD is basing on deliverable D7.2 and documents the progress since midterm.  

 

1.1 Expected Benefit 
PRACE aims to develop a new robot learning and execution concept which is able to be trained very fast 

and effective and which can deal with changing boundary conditions in execution mode. These are key 

technologies towards an application flexible robot generation which can be used for frequent changing 

applications with minimal engineering effort. Today’s robot systems are limited on the classical high 

production volumes with a certain number of different types. The main obstacle for these automation 

systems towards a broader deployment lies within the high engineering effort to transfer a robot system 

from one application to another.  

The approach in PRACE is not to develop a robot system from the scratch but to use existing, innovative 

market available components or prototypes and to combine them to a system with complete new 

abilities. Hardware components are only developed in the case that market available products are not 

able to meet the requirements. Therefore it is not astonishing that the expected exploitation results 

from the partners are focusing much on concepts, methods and algorithms. The approach of PRACE is 

therefore more or less hardware independent and may be adapted to different platforms. 

That approach of PRACE will be a big advantage thinking in terms of the future benefit of the results that 

are expected from the project. As most of the robot suppliers are confronted with a growing saturation 

of the market for classical robot applications, especially in automotive production, new application fields 

are targeted, but no breakthrough could be noticed until now. The basic technologies being developed in 

PRACE might be an important contribution to boost the development of next generation robots with 

much more flexibility towards the further automation of manual working places. The basic technologies 

are gathered in the following tables of this deliverable. 
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1.2 Part A1: List of scientific publications 

                                                           
1 A permanent identifier should be a persistent link to the published version full text if open access or abstract if article is pay per view) or to the final manuscript accepted for 

publication (link to article in repository). 
2 Open Access is defined as free of charge access for anyone via Internet. Please answer "yes" if the open access to the publication is already established and also if the embargo period 

for openaccess is not yet over but you intend to establish open access afterwards 

No. Title 
Main 

author 

Title of the 
periodical 

or the 
series 

Number, 
date or 

frequency 

Publish
er 

Place of 
publication 

Year of 
publication 

Relevant 
pages 

Permanent 
identifiers1 

(if 
available) 

Is/Will open 
access2 

provided to 
this 

publication? 

1 Natural 
Language 
Programming 
of Industrial 
Robots 

Maj 
Stenmark 
and Pierre 
Nugues 

IEEE ISR 
2013 

01/10/2013 IEEE - 2013 1-5 10.1109/ISR
.2013.6695
630 

 

2 Describing 
Constraint-
Based Assembly 
Tasks in 
Unstructured 
Natural 
Language 

Stenmark, 
Maj; Malec, 
Jacek 

Proceeding
s of the 
19th IFAC 
World 
Congress 

24/08/2014 IFAC, 
Elsevier 

 2014 3056-
3061 

10.3182/20
140824-6-
ZA-
1003.02062 

 

3 Knowledge-
Based Industrial 
Robotics 

Maj 
Stenmark, 
Jacek 
Malec 

Scandianvia
n 
Conference 
on Artificial 
Intelligence 
2013 

20/11/2013 IOS 
Press 
Ebooks 

 2013    

file://bosch.com/dfsrb/DfsDE/DIV/CR/AP1/APA/APA1/Filebase/Arbeitsfelder/PRACE/Deliverables/D7.3/10.1109/ISR.2013.6695630
file://bosch.com/dfsrb/DfsDE/DIV/CR/AP1/APA/APA1/Filebase/Arbeitsfelder/PRACE/Deliverables/D7.3/10.1109/ISR.2013.6695630
file://bosch.com/dfsrb/DfsDE/DIV/CR/AP1/APA/APA1/Filebase/Arbeitsfelder/PRACE/Deliverables/D7.3/10.1109/ISR.2013.6695630
http://dx.doi.org/10.3182/20140824-6-ZA-1003.02062
http://dx.doi.org/10.3182/20140824-6-ZA-1003.02062
http://dx.doi.org/10.3182/20140824-6-ZA-1003.02062
http://dx.doi.org/10.3182/20140824-6-ZA-1003.02062
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4 Capture de 
Mouvements 
Humains par 
Fusion de 
Multiples 
Données 
Squelettes 

Jean-
Thomas 
Masse, 
Frédéric 
Lerasle, 
Michel 
Devy, 
André 
Monin, 
Olivier 
Lefebvre, 
et al 

Reconnaiss
ance de 
Formes et 
Intelligence 
Artificielle 
(RFIA) 2014 

30/06/2014 HAL 
archieve
s 
ouverte
s 

 2014    

5 Definition and 
Initial Case-
Based 
Evaluation of 
Hardware-
Independent 
Robot Skills for 
Industrial 
Robotic Co-
Workers 

Rasmus 
Hasle 
Andersen,T
homas 
Sølund,Joh
n Hallam 

ISR / 
Robotik 
2014 - 
Proceeding
s for the 
joint 
conference 
of ISR 2014, 
45th 
Internation
al 
Symposium 
on Robotics 
and 
Robotik 
2014 

02/06/2014 VDE e.V.  2014    

6 Model driven 
engineering for 
the 
implementation 

Bubeck, 
Alexander; 
Maidel, 
Benjamin; 

Internation
al 
Conference 
on System-

02/07/2014 Elsevier  2014    
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of user roles in 
industrial 
service robot 
applications 

Garcia 
Lopez, 
Felipe 

Integrated 
Intelligence 
- 
Challenges 
for Product 
and 
Production 
Engineering 
(SysInt) <2, 
2014, 
Bremen> 

7 Trajectory 
Generation for 
Assembly 
Tasksvia 
Bilateral 
Teleoperation 

M. Mahdi 
Ghazaei 
Ardakani, 
Jang Ho 
Cho, Rolf 
Johansson, 
Anders 
Robertsson 

Proceeding
s of the 
19th IFAC 
World 
Congress 

24/08/2014 
 
IFAC 

 

 2014    

8 Human Motion 
Capture Using 
Data Fusion of 
Multiple 
Skeleton Data 

Jean-
Thomas 
Masse , 
Frédéric 
Lerasle , 
Michel 
Devy , 
André 
Monin , 
Olivier 
Lefebvre , 
Stéphane 
Mas 

Advanced 
Concepts 
for 
Intelligent 
Vision 
Systems 

01/01/2013 Springer 
Internat
ional 
Publishi
ng 

Cham 2013 126 10.1007/97
8-3-319-
02895-8_12 

 

http://dx.doi.org/10.1007/978-3-319-02895-8_12
http://dx.doi.org/10.1007/978-3-319-02895-8_12
http://dx.doi.org/10.1007/978-3-319-02895-8_12
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9 From High-
Level Task 
Descriptions to 
Executable 
Robot Code 

Maj 
Stenmark , 
Jacek 
Malec , 
Andreas 
Stolt 

Intelligent 
Systems'20
14 

01/01/2015 Springer 
Internat
ional 
Publishi
ng 

Cham  189 10.1007/97
8-3-319-
11310-4_17 

 

10 

Knowledge-
Based 

Instruction of 
Manipulation 

Tasks for 
Industrial 
Robotics 

Maj 
Stenmark,J
acek Malec 

Robotics 
and 

Computer 
Integrated 

Manufactur
ing 

05/08/2014   2014 1-25   

http://dx.doi.org/10.1007/978-3-319-11310-4_17
http://dx.doi.org/10.1007/978-3-319-11310-4_17
http://dx.doi.org/10.1007/978-3-319-11310-4_17
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1.3 Part A2: List of dissemination activities 

                                                           
3 A drop down list allows choosing the dissemination activity: publications, conferences, workshops, web, press releases, flyers, articles published in the popular press, videos, media 

briefings, presentations, exhibitions, thesis, interviews, films, TV clips, posters, Other. 
4 A drop down list allows choosing the type of public: Scientific Community (higher education, Research), Industry, Civil Society, Policy makers, Medias, Other ('multiple choices' is 

possible). 

No. Type of activities3 
Main 

leader 
Title Date/Period Place 

Type of 
audience4 

Size of 
audience 

Countries 
addressed 

1 Conference LUND European 
Robotic 
Forum, 
“Industrial 
robotics 
beyond 
flexible 
manufacturi
ng” 

5.-7.3.2012 Odense 
(DK) 

Scientific 
Community 
(Research), 
Industry, 
policy makers 

550 EU-wide 

2 Conference BOSCH European 
Robotic 
Forum,  
„Co-Robots: 
Enabler for 
economic 
assembly 
automation 
at high cost 
locations” 

5.-7.3.2012 Odense 
(DK) 

Scientific 
Community 
(Research), 
Industry, 
policy makers 

550 EU-wide 
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3 Flyer BOSCH EFFRA Leaflet 
“Factory of the 
Future” 

15.3.2012 - Scientific 
Community 
(Research), 
Industry, 
policy makers 

unknown EU-wide 

4 Conference DTI European 
Robotics Forum - 
"Robot Co-
Worker for 
assembly" 

19/03/2013 Lyon (F) Scientific 
community 
(higher 
education, 
Research) - 
Industry - Policy 
makers 

> 200 EU-wide 

5 Conference DTI European Robotics 
Forum - 
"Challenges for 
robotic automation 
in manufacturing at 
Small and Medium 
sized companies" 

19/03/2013 Lyon (F) Scientific 
community 
(higher 
education, 
Research) - 
Industry - Policy 
makers 

> 200 EU-wide 

6 Conference LUND The Ninth 
International 
Conference on 
Auto-nomic and 
Autono-mous 
Systems 
(ICAS 2013) 
„Enabling Reuse 
of Robot Tasks 
and Capa-bilities 
by 
Business-related 

24.-29.3.2013 Lisbon (P) Scientific 
Community 

>200 EU-wide 
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Skills Grounded in 
Natural 
Language“ 

7 Conference LUND ICRA 2013 
Workshop ICRA 
2013 Workshop 
"Identification and 
Control of Robot-
Human-
Environment 
Interaction" - 
"Describing 
assembly tasks in 
declarative way" 

10/05/2013 Karlsruhe 
(D) 

Scientific 
community 
(higher 
education, 
Research) 

>400 EU 

8 Conference BOSCH 3. VDI-Fachtagung 
„Industrielle 
Robotik“ - 
"Ortsflexible 
Produktionsassiste
nten: Schlüssel zur 
wirtschaftlichen 
Montage am 
Hochkostenstandor
t" 

25/06/2013 Baden 
Baden (D) 

Scientific 
community 
(higher 
education, 
Research) - Civil 
society - Policy 
makers 

>200 EU 

9 Conference LUND On Distributed 
Knowledge Bases 
for Small-Batch 
Assembly 

03/11/2013 Tokyo 
(Japan) 

Scientific 
community 
(higher 
education, 
Research) - 
Industry 

>200 Worldwide 

10 Conference LUND 
 
A Helping Hand: Industrial Robotics, Knowledge and User-Oriented Services 

 

07/11/2013 Tokyo 
(Japan) 

Scientific 
community 

>200 Worldwide 
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(higher 
education, 
Research) 

11 Conference DTI Robotic Assistance 
Technologies in 
Industrial Settings 
(RATIS), IROS - 
"Definition of 
Hardware-
Independent Robot 
Skills for Industrial 
Robotic Co-
workers"" 

07/11/2013 Tokyo 
(Japan) 
 

Scientific 
community 
(higher 
education, 
Research) - 
Industry 

 

>200 World 

12 Conference DTI European Robotics 
Forum 2014 - "The 
Robot CoWorker" 

12/03/2014 Rovereto 
(Italy) 

Scientific 
community 
(higher 
education, 
Research) - 
Industry 

>200 EU 

13 Conference DTI European Robotics 
Forum 2014 - "A 
Hardware 
independent 
framework for 
robot programming 
using device 
services and skill-
based instruction" 

12/03/2014 Rovereto 
(Italy) 

Scientific 
community 
(higher 
education, 
Research) - 
Industry 

>200 EU 

14 Conference DTI ICRA 2014 
Workshop - 
"Experiences of 
Research on Robot 

31/05/2014 Hong Kong 
(China) 

Scientific 
community 
(higher 
education, 

>400 World 
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Assistance for 
Industrial 
Environments " 

Research) - 
Industry 

 

15 Exhibition FRAUNHO
FER 

Automatica Fair - 
Presentation of 
PRACE 
demonstrator on 
FhG Booth 

03/06/2014 Munich (D) Scientific 
community 
(higher 
education, 
Research) - 
Industry 

34.500 visitors E 

16 Conference ABB Fachworkshop 
FAPS: 
"Kollaborierende 
Roboter als 
Schlüssel für die 
skalierbare 
Montageautomatio
n" 

09/06/2014 
 

Erlangen (D) Scientific 
community 
(higher 
education, 
Research) - 
Industry 

> 200 D 
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1.4 Part B1: List of applications for patents, trademarks, registered designs 
 

   

Type of IP 
Rights 

Confidential 
YES/NO 

Foreseen embargo date 
Dd/mm/yyyy 

Application 
reference(s) 

(e.g. EP123456) 
Subject or title of application Applicant (s) (as on the application) 

Patents YES ongoing pending Lightweight XY Compliance 
Module for Assembly with 
Positional Inaccuracy 

BOSCH 

Patents YES ongoing pending Bi-directional docking-
system for flexible mobile 
manipulation  

LUND 

Patent YES ongoing pending Dual-arm haptics for 
definition of manipulation 
tasks  

LUND 
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1.5 Part B2: List of exploitable results 
 

 

  

Type of 
Exploitable 
Foreground 

Description 
of 

exploitable 
foreground 

Confide
ntial 

YES/NO 

Foreseen 
embargo 

date 
dd/mm/yyyy 

Exploitable 
product(s) or 
measure(s) 

Sector(s) 
of 

application 

Timetable, 
commercial 

or 
any other use 

Patents or 
other IPR 

exploitation 
(licences) 

Owner & Other 
Beneficiary(s) 

involved 

Commercial 
exploitation of 
R&D results 

Rapid system 
integration tool.Suitable 
for both industrial and 
service robot systems. 

Yes 30/11/2014 Software module 
for assembly task 
definition for 
nonrobot experts 

C25,C26, 
C27,C28, 
C29, C32 

further 
development 
until 
marketability 

no FRAUNHOFER 
(owner), LUND  

Commercial 
exploitation of 
R&D results 

Execution of robot tasks 
is performed without 
coding.Orchestration of 
multiple sensors in real 
time.Modular system 
architecture => open to 
be adapted on different 
robot systems. 

No 30/11/2014 Task execution 
system 

C25,C26, 
C27,C28, 
C29, C32 

01.06.2015 no DTI  
 

Commercial 
exploitation of 
R&D results 

Light weight gripper 
suitable for colla-
borative robots with 
limited payload.Passive 
compensation of 
tolerances in pallets, 
robot accuracy.Tactile 
assembly strategies for 
sensitive parts. 

No Under 
discussion 
with BOSCH 
business 
units 

Tactile Gripper 
System for 
Automatic 
Assembly 

C25,C26, 
C27,C28, 
C29, C32 

Further 
development 
towards 
industrial use 
until 2015. 
Start of sales 
until 2016. 

Patent 
application 
ongoing 

BOSCH 
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Type of 
Exploitable 
Foreground 

Description 
of 

exploitable 
foreground 

Confid
ential 
YES/ 
NO 

Foreseen 
embargo 

date 
dd/mm/yyyy 

Exploitable 
product(s) or 
measure(s) 

Sector(s) of 
application 

Timetable, 
commercial or 
any other use 

Patents or 
other IPR 

exploitation 
(licences) 

Owner & 
Other 

Beneficiar
y(s) 

involved 

Commercial 
exploitation 
of R&D 
results 

Method for a tool equipped with 
visual markers by the mean of a 
simple camera. The calibration 
procedure is simple. 

no Under 
discussion 

Tracking 
software 

C25,C26, 
C27,C28, 
C29, C32 

1.6.2015 none MAG 
(Owner), 
FRAUNH
OFER 
 

Commercial 
exploitation 
of R&D 
results 

Mobile platform with detachable 
manipulation system. Bi-
directional supply of power, 
pneumatics and communication. 
Improved accuracy during 
manipulation 

yes 01/12/2015 Bi-directional 
docking-
system for 
flexible 
mobile 
manipulation 

C25,C26, 
C27,C28, 
C29, C32 

Technical 
verification 
during 2015, 
exploitation 
therein and 
thereafter. 

patent 
application 
under 
development 

Owner: 
LUND; 
Free 
access: 
FRAUNHO
FER, ABB 

 

Commercial 
exploitation 
of R&D 
results 

Instruction of robot contact-tasks 
without coding.Intuitive 
interface, using manual guidance 
with hapticsComplementary 
modality for operations with 
contact-force 

Yes 01/08/2015 Dual-arm 
haptics for 
definition of 
manipulation 
tasks 

C25,C26, 
C27,C28, 
C29, C32 

Technical 
verification 
following end 
of PRACE for 
over one year: 
2016 

patent 
application 
under 
development 

Owner: 
LUND; 
Exploitatio
n partner: 
ABB; 
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Type of 
Exploitable 
Foreground 

Description 
of 

exploitable 
foreground 

Confid
ential 
YES/ 
NO 

Foreseen 
embargo 

date 
dd/mm/yyyy 

Exploitable 
product(s) or 
measure(s) 

Sector(s) 
of 

applicati
on 

Timetable, 
commercial 

or 
any other 

use 

Patents or 
other IPR 

exploitation 
(licences) 

Owner & 
Other 

Beneficiary(
s) 

involved 

Commercial 
exploitation 
of R&D 
results 

Instruction of robots tasks 
without coding. Situation 
dependent user support 
(wizard guided concept). 
Intuitive interface, using touch 
panel functionalities. Combi-
ning of sensor information 
with user input data  

no t.b.d. Task instruction 
system 

C25,C26, 
C27,C28, 
C29, C32 

1.6.2015 no DTI(Owner) 
 

Commercial 
exploitation 
of R&D 
results 

Mobile platform with adapted 
manipulation system. Elabo-
ration of safety concept. 
Extension of the robot 
working range by using the 
mobile platform 

yes 01/12/2015 Flexible 
production 
assistant based 
on rob@work 3 
product 

C25,C26, 
C27,C28, 
C29, C32 

Technical 
verification 
during 2015, 
exploitation 
therein and 
thereafter. 

none FRAUNHOFE
R (Owner), 
BOSCH, 
LUND 

Commercial 
exploitation 
of R&D 
results 

Rapid system integration tool. 
Suitable for both industrial 
and service robot systems. 
Visualized sequencing and 
configuration, code 
generation of executable code 

yes 01/08/2015 Engineering 
system for 
industrial 
service robots 

C25,C26, 
C27,C28, 
C29, C32 

Technical 
verification 
following 
end of 
PRACE for 
over one 
year: 2016 

no FRAUNHOFE
R (Owner), 
LUND, ABB 
 



PRACE – the Productive Robot ApprentiCE Deliverable 7.3 

Grant 285380 04/11/2014 

 

 

PRACE Deliverable D7.3   Page 17 of 30 

2 Description of exploitable results 

2.1 Exploitable result number 1:  

Task instruction system: 
 

Innovativeness introduced compared to 

already existing Products/Services 

Instruction of robot tasks are performed 

without coding, by following wizard-like guides 

on touch screens and assisted by sensor input.  

Unique Selling Point (competitive 

advantages) 

Fast and intuitive instruction of new tasks to a 

robot system 

Product/Service Market Size 5.000 (SMEs, just in DK) 

Estimated 500.000 SMEs in EU. 

Market Trends/Public Acceptance Robots like the Universal Robot have introduced 

simple instruction systems, which have enabled 

first-time end-users to program the robot for 

simple tasks within minutes.  

Product/Service Positioning  Marked leading. 

Legal or normative or ethical requirements 

(need for authorisations, compliance to 

standards, norms, etc.) 

None 

Competitors Robot integrators 

Prospects/Customers Nearly all production companies with pick-and-

place or assembly tasks in low volumes and 

frequent process changes. 

Cost of Implementation (before 

Exploitation) 

After end of project, the cost will be around € 

250.000 for a completed product  

Time to market 6 months after project completion 

Foreseen Product/Service Price Estimated € 15.000 
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Adequateness of internal staff Adequade 

External Partners to be involved TBD. 

Status of IPR: Background (type and partner 

owner) 

 

 

Status of IPR: Foreground (type and partner 

owner) 

TBD. 

Status of IPR: Exploitation Forms (type and 

partner owner) e.g. direct industrial use, 

patenting, technology transfer, license 

agreement, publications, standards, etc. 

Direct industrial use, license agreements. 

Which partner contributes to what (main 

contributions in terms of know how, 

patents, etc.) 

MAG: Human Motion Tracking 

DTI: User interface design, sensor integration, 

robot code generation, motion planning. 

Partner/s involved expectations TBD. 

Sources of financing foreseen after the end 

of the project (venture capital, loans, other 

grants, etc.) 

End-user financing, venture capital, other 

grants. 
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2.2 Exploitable result number 2:  

Task execution system 
 

Innovativeness introduced compared to 

already existing Products/Services 

Execution of robot tasks are performed without 

coding, multiple sensors are integrated in 

orchestrated in real-time. The execution 

systems are adapted to one or more robot 

brands.  

Unique Selling Point (competitive 

advantages) 

Fast and intuitive execution of new tasks in a 

robot system 

Product/Service Market Size 5.000 (SMEs, just in DK) 

Estimated 500.000 SMEs in EU. 

Market Trends/Public Acceptance Automatic generation of execution code, e.g. 

using off-line programming are becoming 

popular. The tools to accomplish this are, 

however, not yet SME suitable.  

Product/Service Positioning  Marked leading. 

Legal or normative or ethical requirements 

(need for authorisations, compliance to 

standards, norms, etc.) 

None 

Competitors Robot integrators, robot manufacturers 

Prospects/Customers Nearly all production companies with pick-and-

place or assembly tasks in low volumes and 

frequent process changes. 

Cost of Implementation (before 

Exploitation) 

After end of project, the cost will be around € 

250.000 for a completed product  

Time to market 6 months after project completion 

Foreseen Product/Service Price Estimated € 15.000 

Adequateness of internal staff Adequade 
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External Partners to be involved TBD. 

Status of IPR: Background (type and partner 

owner) 

 

 

Status of IPR: Foreground (type and partner 

owner) 

TBD. 

Status of IPR: Exploitation Forms (type and 

partner owner) e.g. direct industrial use, 

patenting, technology transfer, license 

agreement, publications, standards, etc. 

Direct industrial use, license agreements. 

Which partner contributes to what (main 

contributions in terms of know how, 

patents, etc.) 

ULUND: Skills for real-time execution. 

IPA: AUA design. 

DTI: Off-line motion planning, automatic code 

generation, integration of sensor systems, error 

recovery. 

Partner/s involved expectations TBD. 

Sources of financing foreseen after the end 

of the project (venture capital, loans, other 

grants, etc.) 

End-user financing, venture capital, other 

grants. 
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2.3 Exploitable result number 3:  

Tactile Gripper System for Automatic Assembly 
 

Innovativeness introduced compared to 

already existing Products/Services 

Compliant gripping system to imitate human 

tactile assembly processes 

Unique Selling Point (competitive 

advantages) 

Compensation of tolerances in manufacturing 

(pallet deformations, fixture tolerances) by 

simple, robust system (instead of sensitive 

camera guided systems) 

Product/Service Market Size EU- market for assembly and handling robots: 

217.000 robots/a. Market potential for flexible 

gripper estimated on 10-20%. 

Double market potential is estimated in non-

robotic handling sector (VDMA: turnover 2011 

in D: industrial robot 2,8 Mrd €, handling sector: 

5,9 Mrd €) 

Market Trends/Public Acceptance Decreasing lot sizes lead to increased 

temporarily automation of manual working 

places (robots without safeguards). Future 

robots therefore require the ability to 

compensate tolerances in workpiece handling 

Product/Service Positioning  No competitive products known 

Legal or normative or ethical requirements 

(need for authorisations, compliance to 

standards, norms, etc.) 

None 

Competitors Robot integrators, automation equipment 

suppliers 

Prospects/Customers Commerce and industry with high percentage of 

pick and place operations 

Cost of Implementation (before The development of the PRACE prototype 

gripper into a market available product is 
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Exploitation) estimated on 150 T€  

Time to market 12 months after project completion 

Foreseen Product/Service Price 2.000€ 

Adequateness of internal staff Adequade 

External Partners to be involved t.b.d. 

Status of IPR: Background (type and partner 

owner) 

 

 

Status of IPR: Foreground (type and partner 

owner) 

IPRs targeted 

Status of IPR: Exploitation Forms (type and 

partner owner) e.g. direct industrial use, 

patenting, technology transfer, license 

agreement, publications, standards, etc. 

Direct use in production and/or license 

agreements. 

Which partner contributes to what (main 

contributions in terms of know how, 

patents, etc.) 

BOSCH: Gripper design 

LUND: Tactile motion planning 

Partner/s involved expectations t.b.d. 

Sources of financing foreseen after the end 

of the project (venture capital, loans, other 

grants, etc.) 

Product development budgets of business units 
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2.4 Exploitable result number 4: 

Flexible production assistant based on rob@work 3 product 

Innovativeness introduced compared to 

already existing Products/Services 

Full integrated industrial mobile manipulation 

system 

Unique Selling Point (competitive 

advantages) 

System integration and flexibility 

Product/Service Market Size European manufacturing industry 

Market Trends/Public Acceptance Mobile robots, flexible production 

Product/Service Positioning  Full robot product for multiple industrial use 

cases 

Legal or normative or ethical requirements 

(need for authorisations, compliance to 

standards, norms, etc.) 

Safety standards 

Competitors Robot manufacturers / AGV manufacturers  

Prospects/Customers European manufacturing industry 

Cost of Implementation (before 

Exploitation) 

Not yet determined 

Time to market To be determined 

Foreseen Product/Service Price 100 000 € 

Adequateness of internal staff Suitable 

External Partners to be involved None 

Status of IPR: Background (type and partner 

owner) 

- 

Status of IPR: Foreground (type and partner 

owner) 

IPRs targeted 

Status of IPR: Exploitation Forms (type and 

partner owner) e.g. direct industrial use, 

patenting, technology transfer, license 

Technology transfer, direct industrial use, 

publications 
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agreement, publications, standards, etc. 

Which partner contributes to what (main 

contributions in terms of know how, 

patents, etc.) 

Buildup and integration done by Fraunhofer IPA 

Partner/s involved expectations Fraunhofer IPA 

Sources of financing foreseen after the end 

of the project (venture capital, loans, other 

grants, etc.) 

Internal investment funds 
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2.5 Exploitable result number 5:  

Engineering system for industrial service robots 
 

Innovativeness introduced compared to already 

existing Products/Services 

Rapid system integration of complex service and 

industrial robot systems 

Unique Selling Point (competitive advantages) Multivendor and multi-application engineering 

system with direct link to the end user 

Product/Service Market Size European manufacturing industry 

Market Trends/Public Acceptance Fast system integration 

Product/Service Positioning  Tool chain for robot engineers 

Legal or normative or ethical requirements 

(need for authorisations, compliance to 

standards, norms, etc.) 

None 

Competitors Proprietary tools of robot manufacturers 

Prospects/Customers European manufacturing industry 

Cost of Implementation (before Exploitation) Not yet determined 

Time to market To be determined 

Foreseen Product/Service Price Open source 

Adequateness of internal staff Suitable 

External Partners to be involved ULund 

Status of IPR: Background (type and partner 

owner) 

 

Status of IPR: Foreground (type and partner 

owner) 

IPRs targeted 

Status of IPR: Exploitation Forms (type and 

partner owner) e.g. direct industrial use, patenting, 

technology transfer, license agreement, publications, 

standards, etc. 

Direct industrial use, license agreement 
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Which partner contributes to what (main 

contributions in terms of know how, patents, 

etc.) 

ULund (Knowledge framework integration) 

Fraunhofer IPA (Development tool chain) 

Partner/s involved expectations Fraunhofer IPA 

Sources of financing foreseen after the end of 

the project (venture capital, loans, other grants, 

etc.) 

Other grants (Factory in a Day, ReAPP (german 

research project)) 
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2.6 Exploitable result number 6: 

Software module for assembly task definition for non-robot experts 
 

Innovativeness introduced compared to already 

existing Products/Services 

Allows definition of robot tasks without being a 

robot expert 

Unique Selling Point (competitive advantages) Does not require a robot expert 

Product/Service Market Size End users of robot systems at manufacturing 

industry with medium lot sizes 

Market Trends/Public Acceptance Robot as co-worker, human-robot cooperation, 

intuitive robot programming 

Product/Service Positioning  Software component to be used within a robot 

system 

Legal or normative or ethical requirements 

(need for authorisations, compliance to 

standards, norms, etc.) 

 

Competitors Robot system integrators, providers of offline 

programming systems, robot simulations 

Prospects/Customers Manufacturing companies with medium lot sizes 

Cost of Implementation (before Exploitation) Not yet determined 

Time to market About 2-3 years from end of PRACE 

Foreseen Product/Service Price Not yet determined 

Adequateness of internal staff suitable 

External Partners to be involved none 

Status of IPR: Background (type and partner 

owner) 

 

Status of IPR: Foreground (type and partner 

owner) 

IPRs targeted 

Status of IPR: Exploitation Forms (type and 

partner owner) e.g. direct industrial use, patenting, 

technology transfer, license agreement, publications, 

Direct industrial use, publications, technology 

transfer, licence agreement 
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standards, etc. 

Which partner contributes to what (main 

contributions in terms of know how, patents, 

etc.) 

Fraunhofer IPA (Implementation of high level skills 

for rob@work 3) 

Partner/s involved expectations Fraunhofer IPA 

Sources of financing foreseen after the end of 

the project (venture capital, loans, other grants, 

etc.) 

Other grants (ReAPP (german research project)) 
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2.7 Exploitable result number 7:  

Calibration method and framework for multi-sensor system 
 

Innovativeness introduced compared to 

already existing Products/Services 

The planned framework for calibration of multi-

sensor system is innovative since it takes into 

account simultaneously the calibration 

parameters of several sensors of different types 

(cameras, Kinect). 

Unique Selling Point (competitive 

advantages) 

Ease of use by user not expert in vision 

Product/Service Market Size Robotic cell 

Market Trends/Public Acceptance Growing with the flexibility required in working 

cell, but still to be defined. 

Product/Service Positioning  Software to be integrated in robot control unit 

Legal or normative or ethical requirements 

(need for authorisations, compliance to 

standards, norms, etc.) 

A priori not applicable 

Competitors Several in the field of industrial vision 

Prospects/Customers PRACE users 

Cost of Implementation (before 

Exploitation) 

Not determined 

Time to market 12 months 

Foreseen Product/Service Price To be defined 

Adequateness of internal staff Fully adequate 

External Partners to be involved A priori none. 

Status of IPR: Background (type and partner 

owner) 

State of the art algorithms. 

Status of IPR: Foreground (type and partner Development of tools and integration by 
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owner) Magellium 

Status of IPR: Exploitation Forms (type and 

partner owner) e.g. direct industrial use, 

patenting, technology transfer, license 

agreement, publications, standards, etc. 

License agreement case by case 

Which partner contributes to what (main 

contributions in terms of know how, 

patents, etc.) 

Development by Magellium 

Partner/s involved expectations  

Sources of financing foreseen after the end 

of the project (venture capital, loans, other 

grants, etc.) 

Internal investment by the company 

 

2.8 Exploitable result number 8:  

Mobile platform with detachable manipulation system. 
Please refer to  chapter 2.9 

 

2.9 Exploitable result number 9:  

Dual-arm haptics for definition of manipulation tasks  
Exploitable result 8 and 9 has been results not described in the initial DoW, but has been developed 

from ULUND as an additional activity. Therefore no detailed information sheet is available. 

Currently negotiations are running with ABB to clarify integration into ABB product portfolio. 
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1 Workshops 
Within the PRACE Project two training workshops with the purpose of knowledge transfer from RTOs to 

industrial partners should be hold. 

Actually three Workshops had been hold. All Workshops had a different main focus. The Intention of the 

first workshop was a “hands on” training with one of the PRACE demonstrators. The second workshops 

subject was about software technologies. The third workshop was on the management level and had the 

focus of real industrial applications of the PRACE System. 

 

1.1 Workshop 1 
In the department “C-coating”, where the plant testing took place, there is robot knowledge already 

available due to other robotic cells which are programmed by the state of the art. Target of the 

workshop had been to inform the management as well as the line planners about the new possibilities 

and benefits of the PRACE approach. 

This Workshop was a hands on workshop with the PRACE Demonstrator. The Demonstrator was used to 

implements actual Use Cases. The Implementation was done by using the PRACE System. 

1.1.1 Facts 

 Date 

21. 08.2014 

 Location 

BOSCH Feuerbach 

 Participants 

Peter Jörg  BOSCH (production planner) 

Alexandra Roth  BOSCH (group leader) 

Merkel Reiner  BOSCH (sector manager) 

Andreas Wolf  BOSCH (plant manager) 

Jürgen-Peter Mergel BOSCH (production planner) 

Benjamin Maidel FRAUNHOFER 

Felipe Gracia Lopez FRAUNHOFER 

1.1.2 Outcome 

During this workshop different PRACE use cases had been implemented with the PRACE system. The 
industrial partners learned how to use the system and adapt their use cases. As in the c-coating a lot of 
manual handling operations are done manually, a high interest in automatic solutions could be detected. 
The experts were well aware of the high engineering effort which is necessary for “state-of-the-art” 
robotic cells. Therefore a special interest lay in the “teach by demonstration” approach of PRACE. A 
closer interlink between CR/APA from Corporate Research (PRACE beneficiary) and the Bosch production 
was demanded to be informed about the possibilities to transfer the PRACE results into production. 
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1.2 Workshop 2 
The focus of this workshop was the knowledge transfer of software technologies developed in PRACE to 

a developer team from BOSCH (Corporate Research) so that a future transfer of PRACE knowledge into 

production applications can be guaranteed. 

Facts 

 Date 

27. 08.2014 

 Location 

BOSCH Feuerbach 

 Participants 

Simon Jesson   BOSCH 

Jens Hofele  BOSCH 

Dieter Kunz  BOSCH 

Alexander Bubeck FRAUNHOFER 

Benjamin Maidel FRAUNHOFER 

1.2.1 Outcome 

The Workshop successfully showed the industrial partners software techniques and tools. There was an 

active knowledge transfer.  

 

1.3 Workshop 3 
This was a Workshop on the Management level. The main focus was to investigate the usage of the 

PRACE System on an actual Plant. 

1.3.1 Facts 

 Date 

23.09.2014 

 Location 

Fraunhofer IPA 

 Participants 

Kai Pfeiffer  IPA (group leader) 

Martin Hägele   IPA (department leader) 

Volker Miegel   ABB (management robotic department) 

Karsten Busch   ABB (sales manager) 

Guido Buchholz  ABB (sales manager) 

Peter Schlaich  BOSCH (senior expert) 

Stefan Junker  BOSCH (group leader) 
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1.3.2 Outcome 

During this Workshop there was a general agreement of the very positive impact of the PRACE project to 
boost dual arm robot technology. The requirement stage in the beginning of the project was a valuable 
contribution towards ABB to improve the design of YuMi in direction of series level. For Bosch the 
evaluation of the YuMi robot in the plant testing stage supported very well the final decision process 
about the further use of dual arm robot technology in Bosch production.  
ABB decided to start sales of YuMi in spring 2015. It has been agreed, that Bosch will be one of the first 
customers who will be delivered with the first series versions of YuMi. 
 

2 Next steps 
 
Basing on the workshops and pushed by the plant testing of PRACE, the plant manager Dr. Wolf was 
convinced to start a new automation project using the dual arm approach. An already existing concept 
with single arm robots was cancelled due to the larger footprint, the higher engineering effort and higher 
cost. Assuming that YuMi will get a certification as a collaborative robot, a further benefit is that no 
safeguards would be necessary. 
It was decided to start a pilot project to automate a handling working place in the c-coating department 
with two YuMi cells. The YuMi cells will include the very first ABB robots that will be delivered. In the first 
step the cells will be built up in standard design with safeguards and a classical teach-in programming 
approach. Only the tactile gripper will be already integrated and has to be further developed towards 
long term stability. Target is to put the cell into production mode in 6/15. 
In the next steps the pilot project will be used to integrate more PRACE approaches. The plant manager 
puts the focus very much in an easy learning approach of the robot to ensure short ramp up times in 
case of part variants in daily production. 
Attached in that document you find the statement of the group leader (Ms. Schroth), that the invest and 
ratio potential for the dual arm robot approach has been evaluated positive and the resulting statement 
of the plant manager Dr. Wolf to start the pilot project. 
 
Currently (12/14) the internal offers are under negotiation. Start of project is expected for Jan. 2015. 
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