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	1 Activity report


1.1
Section 1: Objectives and Achievements
1.1.1
Project objectives

HPC-Europa is an Integrated Infrastructure Initiative operated by six leading HPC centres and five centres of excellence working on research on HPC tools and methods. The fundamental aim of the project was to provide advanced computational services in an integrated way to the European research community working at the forefront of science. The project’s aim was to deliver a wide spectrum of services, including access to first-class HPC platforms for all European researchers, provision of an advanced computational environment, technical support and training. Main focus was to support European researchers to preserve a competitive edge on the world stage. Moreover a background objective of the Joint Research Activities (JRA) and Networking Activities (NA) was a contribute towards fostering a culture of cooperation, generating critical mass for the evolution of computational activities, and driving new advances in HPC in the context of the European Research Area.
The aim of the two JRAs was to improve the overall performance of HPC in Europe. The first of these had to do with tools for measuring the performance of programs, especially those that have recently been “ported” to a supercomputer through the project’s Transnational Access activities. The second was focussed on creating new and simplified ways to access the resources of grid computing systems.

Networking activities in HPC-Europa covered the management and evaluation of the project itself, a videoconferencing system, and new systems to ensure that data from finished projects can be stored, retrieved and shared easily.

More in detail, the very ultimate goal of the project was to allow European researchers to maintain a competitive edge on the world stage, delivering the following services:

· access to HPC platforms, unique at National level, for all European researchers, 

· provision of an advanced computational environment, 

· technical support and specialist tutoring in the domain of HPC.

The core project was organised around the Transnational Access (TA) activities, and more specifically around the deployment and operation of a “virtual global infrastructure”. 

The Integrated Joint Research Activities (JRA) and Networking Activities (NA) aim was to contribute towards the previous mentioned main deployment, fulfilling the following main roles:

· the development and deployment of new high-level services for TA users across the participants;

· the improvement and integration of existing services available at each single participant site and  their integration and extension;

· the understanding of users’ requirements;

· the promotion of best practices amongst the user community.

Tangible deliverables and results of HPC-Europa foreseen for the project were:

· Transnational Access service provision;

· Adaptation and integration of a selected toolset into the AccessGrid technology to establish a collaboration and consultation infrastructure;

· Realisation of an efficient and portable data management and information retrieval infrastructure for real-life computational science applications in global networks;

· Deployment of powerful performance analysis tools that are uniform across HPC platforms, extend the scalability and usability of these tools and development joint methodologies for performance analysis;

· Provision of uniform, flexible and intuitive user access to HPC   resources from anywhere, via Single Point of Access Portal, as well as administration tools for maintaining a Grid environment of the Transnational Access Centres.

1.1.2 Project Activities and Organization

The activities foreseen in the project and the partners’ responsibilities and expertises are described in the schemes below.

NA 1   
Management of the I3 

NA 2   
Collaboration Support Infrastructure and Tools in AccessGrid 

NA 3   
Data management and portability 

NA 4   
Overall review of activities and impact assessment on the user Community

JRA 1
Performance analysis tools

JRA 2
Single point of access

TA  
Transnational Access activity

NA1: Management of the I3

General management: CINECA → Management Team

NA activities: CINECA → Network Executive Board

JRA activities: CEPBA/BSC →  Scientific Executive Board

TA Activities: EPCC → Technical Executive Board
NA2:  Collaboration Support Infrastructure and Tools in AccessGrid

NA2 Management activity: HLRS

Participants and Roles

HLRS: AccessGrid Expertise and Covise tech.

CINECA: MAF and OpenMaf tech.

CEBPA: Integration in AccessGrid of Debugging tools

EPCC: User requirements and validation
NA3: Data management and portability

NA3 Management activity: PARALLAB

Participants and Roles

PARALLAB: Expertise in software prototyping

TCD: Expertise in best practice

CASPUR: Expertise in file system deployment

CINECA, EPCC, SARA: as TA site → survey, tests and tools identification

NA4:
Overall review of activities and impact assessment on the user Community

NA4 Management activity: CINECA

Participants and Roles → All partners

TA sites : provision and analysis  of questionnaires

NA Responsible

JRA Responsible
CASPUR, ICCS, PARALLAB, PSCN, TCD: Partners with vertical expertise

JRA1: Performance analysis tools

JRA1 Management activity: CEBPA

Objective 1: to deliver uniform tools across all sites for the performance analysis of applications. These tools provide:

Scalable instrumentation and visualization on large distributed systems

Analysis capabilities 

uniform interface for the analysis of different program models such as MPI, OpenMP etc.

Objective 2: development of joint analysis methodologies and systems performance monitoring.

Participants and Roles

CEPBA: Expertise and development of PARAVER

CINECA & EPCC: Tools validation and analysis for MPI and OpenMP

HLRS: Porting for NEC

JRA2: Single point of access

JRA2 Management activity: PSNC

Objective: allow users to access the centers in the HPC-Europa in the same, transparent way, regardless of their physical location. 

This has been achieved by introducing two stages into the project:

evaluation stage, in which the existing solutions have been developed and evaluated on the small subset of the participant's resources;

development stage, in which the single point of access has been developed, including deployment of common access portal.

Participants and Roles

PSNC: Expertise and development of GridSphere

CINECA: Service provision

EPCC: Evaluation and TA Responsible

HLSR: Commercial and industrial applications

CEPBA: Integration of services and GUI validation

ICCS: Collaboration with PSNC for the full development of the I3 portal.
TA: Transnational Access activity

The table below shows the resources that the 6 HPC facilities made available to the visitors during the project. The targets of the TA activity and the results actually achieved are described in chapter 1.1.3.
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1.1.3 Contractors involved

The partners involved in the project are listed below. All the partners had an involvement of 48 months, the whole project lifetime.

Partner UPC has been substituted, within the second year of project lifetime, by BSC, Barcelona Supercomputing Center.

	Partic. short name
	Participant name
	Country
	Department/faculty/institute/

Laboratory

	CINECA
	CINECA  Consorzio Interuniversitario 
	Italy
	CINECA Consorzio Interuniversitario

	UEDIN
	The University of Edinburgh
	United Kingdom
	Edinburgh Parallel Computing Centre

	UPC
	Universitat Politècnica de Catalunya
	Spain
	Centro Europeo de Paralelismo de Barcelona

	BSC
	Barcelona Supercomputing Center - Centro Nacional de Supercomputación
	Spain
	Barcelona Supercomputing Center - Centro Nacional de Supercomputación

	USTUTT
	Universität Stuttgart
	Germany
	High Performance Computing Centre Stuttgart

	CNRS
	Centre National de la Recherche Scientifique
	France
	Institut du Développement et des Ressources en Informatique Scientifique

	SARA
	Stichting Academisch Rekencentrum Amsterdam
	Netherlands
	Stichting Academisch Rekencentrum Amsterdam

	PSNC
	Instytut Chemii Bioorganicznej PAN – Poznańskie Centrum Superkomputerowo Sieciowe
	Poland
	Poznań Supercomputing and Networking Centre

	UiB
	Universitetet i Bergen
	Norway
	High Performance Computing Laboratory

	TCD
	The Provost Fellows and Scholars of the College of the Holy and Undivided Trinity of Queen Elizabeth near Dublin
	Ireland
	Trinity Centre for High Performance Computing Dublin

	CASPUR
	Consorzio Interuniversitario per le Applicazioni di Supercalcolo per Università e Ricerca
	Italy
	Consorzio Interuniversitario per le Applicazioni di Supercalcolo per Università e Ricerca

	ICCS/

NTUA
	Institute of Communication and Computer Systems of the National Technical University of Athens
	Greece
	Institute of Communication and Computer Systems


1.1.4
Work performed and end results

HPC-Europa is organised around its Transnational Access activities (TA), provided by 6 sites across Europe: BSC in Spain, CINECA in Italy, EPCC in the United Kingdom, HLRS in Germany, IDRIS in France and SARA in the Netherlands.

In this model, the four networking activities and the two joint research activities were designed to facilitate and improve the TA. The NAs mainly aimed to support TA service provision directly, for example by the integration of the six TA centres through the specific development of Access grid Technology. The JRAs constituted an R&D effort to develop valuable new tools to exploit the capability of the TA service provision, in example by means of new performance evaluation tools such as Paraver, especially deployed according to the technical specifications defined by the HPC-Europa partners.

The first important achievement reached by the consortium was the set up of an effective, impartial and renown selection Panel, made up by 14 eminent European professors from different scientific fields.

The selection procedure with which the consortium operated in the 15 calls for applications of the project is shown by the picture below.
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Besides the AUs requested for each project, the 6 TA partners provided to their visitors a lot of “side utilities” that helped to create a real HPC focused network and global environment. Samples of those benefits were additional activities tailored specifically to the needs of visitors:

· Named contact providing individual technical consultancy

· Access to local training courses

· Collaborative virtual “surgeries” via AccessGrid

· Centralised VLE providing interactive online training material, technical reports, discussion forum etc.

The major achievements in the first year of activity of HPC-Europa can be summarized as follows. A total of 270 applications were made to the Transnational Access programme. The selection panel offered places to 188 user-projects, 96 of which started – and in most cases were completed – in 2004, with an acceptance rate of 70%. These users spent some 155 visitor-months at the six different infrastructures, and used about 750 000 Allocation Units (AUs). The AU is defined as “the computational power delivered by a computer executing for one hour at the sustained rate of one GFlops/s”. 

During the second year, 305 applications were made to the Transnational Access programme. The selection panel offered places to 226 user-projects, with an acceptance rate of 73%. These users spent 351,7 visitor-months at the six different infrastructures, and used about 2.395.913 Allocation Units (AUs).

During the third year, 303 applications were made to the Transnational Access programme. The selection panel offered places to 198 user-projects, with an acceptance rate of 66%. These users spent 284,4 visitor-months at the six different infrastructures, and used about 4.170.136,22 Allocation Units (AUs).

During the fourth year, 189 applications were made to the Transnational Access programme. The selection panel offered places to 132 user-projects, with an acceptance rate of 70%, in line with the average over the whole project.  

The Scientific Users Selection Panel definitely succeeded in representing a possible stable and comprehensive (transnational, multidisciplinary, intra-centre) model for access provision assessment and selection for any Integrated Infrastructure Initiative, due to its composition - including renowned scientists from many different fields of the European scientific research community - and its selection methodology.
These users spent 330,8 visitor-months at the six different infrastructures, significantly more than the planned value of 270,5 VM. 

The average visit length in 2007 was 6.7 weeks (compared to 7.0 weeks in 2006) and somewhat longer than the estimate of 6 weeks planned at the time of providing the budget. The access provision granted in 2007 to the visitors was significantly exceeding the contractual targets. In facts, the visitors used about 5,502,332 Allocation Units (Aus) more than 1,000,000 respect to 2006 and 4 times more than the amount planned originally by the project. This fact is in line with the expectations, in facts different TA Centres upgraded their facilities. 
In total, within the 4 years of project lifetime, a total of 1067 applications were received and evaluated and 738 visits, after some cancellations, have been performed in the six supercomputing centers. 

The tables below show some significant figures of the TA activity.

The most relevant result is that, with a target on the 4 years of  3.997.892 AUs to be delivered by the consortium, a total of 13.380.106 AUs were actually provided to the users, more than 3 times than the minimum contractual due quantity!
	Participating number
	Participating short name
	Applications received (1)
	Places offered (1)
	Acceptance rate
	Cancellations
	Number of user projects (2) 
	Planned number of user projects (3)

	1
	CINECA
	214
	165
	77%
	6
	159
	164

	2
	UEDIN
	269
	160
	59%
	5
	155
	180

	3
	BSC & UPC
	250
	174
	70%
	10
	164
	150

	4
	USTUTT
	135
	109
	81%
	3
	106
	140

	5
	CNRS
	71
	46
	65%
	1
	45
	70

	6
	SARA
	115
	84
	73%
	4
	80
	80

	
	not specified
	13
	-
	-
	-
	-
	-

	
	total
	1067
	738
	69%
	29
	709
	784


Table 1 Cumulative summary of applications 2004 - 2007
Notes for Table 1:

1. “Applications received” and “Places offered” include all applications made to each centre, including those which were later transferred to a different centre via the common pool. Those applications which did not specify a centre were also considered under the common pool mechanism.

2. “Number of user projects” are shown for each centre where the visits took place, including applications that had been transferred from a different centre (or had not specified a centre) under the common pool mechanism.
3. “Planned number of user projects” is the total estimated number of users given in the Technical Annexe to the contract.
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Figure 1 Cumulative actual and planned access allocated at all centres (Number of visitors)
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Figure 2 Cumulative access allocated by centre (Number of visitors): deviation from target linear allocation profile 
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Figure 3 Cumulative actual and planned access allocated at all centres (Visitor months)
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Figure 4 Cumulative access allocated by centre (Visitor months): deviation from target linear allocation profile.
The different NAs and JRAs, after the first years of activity, spent to set up and build the tools and the methodologies, in the last period of the Project, reached a strong cooperation in providing the tools to support the TA and the computational sciences community in general. 
Regarding the NA2, the infrastructural installation and managing of AccesGrid has been well consolidated as a main activity for NA2. For the whole project lifetime these instruments have been the basis for the support at infrastructural level for the videoconferencing activities in HPC-Europa, providing also a suitable collaborative environment across the partners. The activities requiring such support have been increased during the last period: apart the SUSP selection boards meetings and the management and project meetings, a increased number of AccessGrid Surgeries have been issued, using the collaborative platform as a support to provide training and education to the TA visitors.

The provision of well configured nodes at the partner’s sites has been additionally enforced by the introduction of a quality assurance program, on the basis on a procedure internationally agreed by the world wide AccessGrid community.

The activity of tightening the integration of the collaborative environments has been improved during the last year of the project. Effort has been put in adapting the visualisation software COVISE to interoperate with the hierarchical data store facility, provided last year.

The full provision of the Meeting List Tool, a functional and stable shared application in AccessGrid, projected and built appositely as part of the NA2 activity for the HPC-Europa. This tool, now fully implemented and adopted, allows to make notes and record the important points emerged during an AccessGrid meeting. 

In NA3, Data Management and Portability data grid solutions and storage formats have been investigated and tested with respect to their suitability for practical applications. 

Among the investigated solutions three have been of special interest: 

1. Storage Resource Broker (SRB)

2. QCDGrid

3. OGSA-DAI

The Storage Resource Broker has been used finally to create a set of three data-grid demonstrator applications, each equipped with an appropriate Grid-portal. It has been found that the other two solutions were technically more involved and suitable for applications of higher complexity.

Among the investigated storage formats, BinX and HDF5 have been found to be suitable for  practical applications, were BinX would be preferred in more complex applications and HDF5 in cases with high performance requirements.

The NA4 Overall Review of Activities and Impact Assessment of the User Community achieved results have been the deployment of the overall review of each HPC-Europa activity and the assessment of their impact on the user community. This ensured that the technical activities undertaken as part of the NAs and JRAs integrated properly to meet the overall objective of the deployment of a Virtual Global Infrastructure.

A set of specific questionnaires and ad hoc evaluation material were prepared and adopted in order to monitor the major achievements and a continuous activity of monitoring for all the objectives identified in the project has been carried out 

The objectives of the JRA1, Performance Analisys Tools, were to deliver scalable uniform tools across all sites for the performance analysis of applications and to develop joint analysis methodologies and systems performance monitoring.

During the first half of the project, there was important work on development to port and increase the scalability of the tools. This work was completed at the end of 2005, and during the last two years of HPC-Europa, the main focus of the JRA1 activity has been related to use, validation and extension of the defined methodology.

The main achievement of JRA2, Single Point of Access Tools was the design and the development of a portal that provides uniform access to heterogeneous computational infrastructures. To this end, JRA2 built a framework based on standards (such as JSDL) allowing test users to run their applications using diverse middleware such as UNICORE and gLite through the uniform interface. The concept of the framework was proved to be valuable and its development was continued within OMII-Europe and BEinGrid projects. The portal also includes useful tools for file management, resource information, and single sign-on authentication.
According to the Description of Work the JRA2, ended in month 36, but also during the last year a deployment of the Single Point of Access for the whole HPC-Europa infrastructure has been supported.
All the different HPC-Europa activities are now well integrated. NAs and JRAs are a strong cooperation system to concretely support TA, in a concerted and more tightly integrated approach. This activity besides providing added value to the users also addresses the EC’s objective of structuring the European Research Area by enabling visitors at different centres to interact directly with each other, and our ability to work together effectively as a consortium thus taking a concrete step towards creating a true “virtual European infrastructure”.

1.1.5
Access table 

This table, included in the project Annex I, gives the minimum quantity of access to be provided by each installation and the corresponding estimated number of users and user groups, for the whole duration of the project:

	Implementation Plan for specific activities aiming to provide transnational access

	Partici-pant n° 
	Organisation

short name
	Country 
	Cost model used for Access


	Unit cost

(in €)
	Unit of access
	For the whole duration of the project

	
	
	
	
	
	
	Minimum quantity of access to be provided
	Estimated number of users
	Estimated number of user groups

	01
	CINECA
	IT
	UF
	0,90
	AU
	885.600
	164
	155

	02
	UEDIN
	UK
	AC
	-
	AU
	1.189.700
	180
	170

	03
	UPC-BSC
	ES
	UF
	1.32
	AU
	379.600
	150
	100

	04
	USTUTT
	DE
	UF
	0,96
	AU
	796.297
	140
	124

	05
	CNRS
	FR
	UF
	1,25
	AU
	315.000
	70
	63

	06
	SARA
	NL
	UF
	0,54
	AU
	431.695
	80
	75

	total
	
	
	
	
	
	3.997.892
	784
	687


The unit of access is AU (Allocation Unit). One AU is defined as “the computational power delivered by a computer executing  for one hour at the sustained rate of one Gflop/s”.

In the table below, the figures of the actual access delivered (except for some last-minute cancellations) during the 4 years of project lifetime:

	Implementation Plan for specific activities aiming to provide transnational access

	Partici-pant n° 
	Organisation

short name
	Country code 
	Cost model used for Access


	Unit cost

(in €)
	Unit of access
	For the whole duration of the project

	
	
	
	
	
	
	Access provided
	Number of users
	Number of user groups

	01
	CINECA
	IT
	UF
	0,90
	AU
	2.092.883,5
	159
	159

	02
	UEDIN
	UK
	AC
	-
	AU
	3.917.572,7
	155
	155

	03
	UPC-BSC
	ES
	UF
	1.32
	AU
	5.170.793,2
	164
	164

	04
	USTUTT
	DE
	UF
	0,96
	AU
	1.177.346,7
	106
	106

	05
	CNRS
	FR
	UF
	1,25
	AU
	570.803,2
	45
	45

	06
	SARA
	NL
	UF
	0,54
	AU
	1.024.962,2
	80
	80

	
	
	
	
	
	
	13.954.361,5
	709
	709


The access actually provided (13.954.361,5 AU) was more than 3 times the minimum quantity due as contractual obligation (3.997.892 AUs).

2.1
Section 2: Scientific outputs and Dissemination
Publications

A number of very successful projects have so far been carried out and a lot of scientific papers are in preparation or have already been submitted to refereed scientific publications. The number of publications produced as a result of HPC-Europa visits increased in 2007 in respect to the number related to last year. We actually know of 316 publications in total which acknowledge HPC-Europa all over the 4 years. The list of the publication is enclosed in this document as Annex I.

An overall view of the publications may be schematized as follows:

· Peer-reviewed publications / conference proceedings

· Number of publications

· Difficult to monitor during contract life-time

· 23 by PM12, 57 by PM24, 96 by PM29

· High-impact journals

· 6 in Journal of Chemical Physics, 5 in Phys Rev B

· Conferences around the world

· At least 10 European countries, plus Egypt, Mexico

· Publications list is linked from “user area” of HPC-Europa webpages
Every year the management team in CINECA produced a project directory, “Science and Supercomputing in Europe”, including all the articles of scientific relevance produced by the researchers supported by the consortium. The books were published in 500 copies per edition (plus 300 copies in CD version) and distributed by the partner centres among their contacts.  
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Another very effective way of dissemination was the User Group Meetings –TAM. This meeting was held once per year and was the occasion, for the past visitors, to share their experience with the other participants. The TAM = Transnational Access Meeting allowed visitors at all levels an early opportunity to present their work and were good opportunities for visitors to meet (also having performed the visits in different time or centre) and allowed SUSP to see what visitors have achieved. Moreover, these meetings have always represented for the consortium a very important occasion in which the SUSP panel could feed back on how the project was run and to give good and effective advise.

The feedback that we received after every TAM edition (Edinburgh in 2004, Stuttgart in 2005, Barcelona in 2006 and Bologna in 2007) has been very positive, both from the visitors and from the SUSP members as well as from the Workshops invited speakers.

The project results were also disseminated in many conferences and public events by the partners. Some examples of the dissemination activity are reported below.

A specific contact was made between the JRA1 participants and the partners of the European Int.EU.Grid project. This collaboration allowed to work together to the libpacxtrace validation and sharing experiences.

The tools and the methodology developed in JRA1 was used also to analyse the codes and give support to users from different HPC project like the one from DEISA.  

Global research community. This target address a more general audience. During the third year of the project the more relevant activities on this line were:

On July 9th and 10th, 2007 HLRS organized the first Parallel Tools workshop, in which Paraver was presented by Prof. Jesus Labarta from BSC to an audience of 67 attendees. 

The JRA 1 Performance Tools were demonstrated on the BSC booth at the SC07 exhibition in Reno Nevada (USA) on November 10th – 16th 2007.

The JRA 2 Single Point of access implementation for the HPC-Europa infrastructure was presented at the PSNC booth at the SC07 exhibition in Reno Nevada (USA) on November 10th – 16th 2007.
Results of the HPC-Europa JRA Portal Activity have been applied to the OMII-Europe Project (http://www.omii-europe.org) and to BEinGRID (http://www.beingrid.org). Within the context of OMII-Europe, the Single Point of Access (SPA) web application was used as the base framework for job submission in the JRA1 Portal Activity. In particular, its support for translating job descriptions written in Job Description Specification Language (JSDL) to underlying middleware was of great value to the OMII-Europe Project. SPA's support for Globus Toolkit 4 and UNICORE 5 were also of value here. In the first year of OMII-Europe, support for gLite 3, GridSAM and other BES providers were added to SPA. SPA's functionality has since been integrated into the Vine Toolkit (http://www.vinetoolkit.org), another outcome of the HPC-Europa Project!  Vine provides a base API and model for the Grid offering support for security, information gathering, data management and job management. It can be used with a variety of Grid middleware on the open-source market today. The Vine Toolkit was spawned from GridSphere's Grid Portlets project (http://www.gridsphere.org) and provides support for being deployed to a GridSphere portal as a portlet application. The results of OMII-Europe, and hence HPC-Europa, are being applied to the BEinGRID project and will be seen in use in the "second-wave" of business experiments starting in 2008.
During the HPC-Europa TAM meeting, Bologna 13-15 June 2007, a general information and dissemination activity on the Single Point of Access was provided by Giovanni Erbacci from CINECA to the TA Attendees.  

Knowledge also disseminated from the HPC-Europa project to the outside world. This is quite obvious with the two talks given by NA2 partners on the annual AccessGrid Retreat 2007 in Chicago. The talks were entitled “Coupling of COVISE with AccessGrid” and “Meeting List Tool - Further Development” and both directly relate to the tools integration and development part of the NA2 activity. Besides the official talks plenty of opportunities were taken to have talks with the developers of the AccessGrid software and to keep in contact with prominent people from the different communities from across the world, including Australia, USA, Canada and UK. During Supercomputing 2007 the knowledge gained in HPC-Europa has been used to successfully perform collaborative session with the booth on the Supercomputing 2007 booth and an HPC-Europa partner, to demonstrate the capabilities of such collaborative sessions, with integrated tools such as VR-tools like COVISE.

Regarding dissemination of SharedMAF and MAFService, these tools was presented to medical communities, making them aware of this new way to visualise medical information and new way to collaborate on surgery planning by involving more that one expert surgeon from different institutions.

On the other side HPC-Europa and especially NA2 benefited from dissemination of knowledge into the HPC-Europa project. This mostly relates to the fact that the tight contact to the AccessGrid community during 2007 has helped applying new ideas and workflows of this community to HPC-Europa’s way of operating AccessGrid nodes. Not only workflows but actual tools developed in the community also enriched the collaborative environment within HPC-Europa. Examples are the improved Shared Desktop which now is a real option for application sharing with its “Allow remote input” option being togglable or the feature rich AGVCR that allows, as already mentioned above, for recording of whole AccessGrid sessions. This allows later offline playback which really turns out to be a benefit for AG Surgeries where a kind of a training/teaching situation is faced. Dissemination of the quality assurance process from the AccessGrid community to HPC-Europa lead to more stable AccessGrid nodes amongst the HPC-Europa partners where applied. 

Regarding NA3, a strong dissemination activity was issued toward the scientific communities interested in  demonstrator applications based on the Storage Resource Broker (SRB). 
Specific demos were issued with scientific communities at CINECA, EPCC, TCD and Paralllab mainly with the Mathematics, Astrphysics, Bio-science and Neuro sciences communities. 

Claudio Gheller (CINECA) did a demo on “storage of astrophysical data“ a NA3 dissemination activity at the XVII Astronomical Data Analysis Software & Systems Conference, London 23-26 September 2007.

In relation to NA4, a seminar presenting the different HPC-Europa activities and achievements in JRAs and NAs was given at both the two editions of the XVI Summer School on Parallel Computing organised by CINECA in July and September 2007. A total of 60 Italian PhD students and researches involved in different fields of computational sciences attended the two editions of the Summer School. A great interest was shown both toward the objective of the project and the concrete possibilities offered for the TA access, and toward the tools provided by the different NAs and JRAs.
A 2 hours seminar aimed at a global presentation of HPC-Europa initiative was held by Giovanni Erbacci at the 3rd Advanced Summer School on Parallel Computing held on CINECA on October 8- 12th 2007 .

A seminar on Interoperable Data Visualisation and Analysis for HPC Simulations, was presented by Claudio Gheller at the 4th DEISA Training Meeting organised in CINECA on October 29 - 31, 2007. 31 researcher from the main European countries, interested in challenge computational resources attended the event. The seminar was the occasion for a general presentation of HPC-Europa NA4 activity and after this overview a focus on Scientific Data management was addressed. 
















































