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Introduction
1.1 Background

The aim of the TERA research project was to investigate the role of territorial factors in the development of enterprises in remote rural areas. The study mainly focuses on the location of economic activity: space is at the heart of TERA.

The concept of “space” has received scant attention in the economic literature. The first (comprehensive) attempts to deal with it came from geographers [for instance, Harris (1954) and Pred (1966)] and from scholars working on spatial economics, including earlier efforts by Christaller (1933) and Lösch (1940). These contributions, however, failed to become part of the economic mainstream, which in this respect has suffered from severe modelling deficiencies until recently. In fact, the popular and widely (if not uniquely) adopted economic mainstream until recently assume perfect competition and constant returns to scale, and in such an environment that there is no (or little) scope to move. This modelling problem was overcome when models dealing with imperfect competition became feasible. Within the context of the “New Economic Geography” (NEG), agglomeration models (the so-called “core-periphery models”) were constructed [Krugman (1991a), (1991b)] so as to bring the tradition of location theory into mainstream economics. These new models envisage a two-region economy (extendable to a multi-regional framework) with two industries, namely a perfectly competitive agriculture sector (with immobile workers) and imperfectly competitive manufacturing sector (with a workforce free to move across regions). In these models, centripetal forces emerge from the interaction among scale economies, transportation costs and factor mobility, and ultimately determine which region ends up as the industrialised core and which as the agricultural periphery. [“Why is it that you white people developed so much cargo and brought it to New Guinea, but we black people had little cargo of our own?” [Diamond (1997), p. 14]. Similarly, urban system modellers are in the process of explaining the spatial distribution of economic activity and the interactions between urban centres and the surrounding countryside [cf. Fujita and Krugman (1995); Krugman (1996); Quigley (1998); Fujita-Mori (1996); Fujita-Thisse (2002)]. Their innovative theoretical structure and their functioning make all these “new generation” models a fascinating tool of analysis.

However, these NEG models are still in their infancy, and they cannot be the only theoretical way of looking at rurality and economic marginalization within the context of TERA, which is a project that raises many policy issues. The main shortcoming  of these models is the inability to deal with the implications of the local economy’s size and structure (composition of production) for employment/unemployment patterns and migration flows between regions. This particular issue can be important in the case of regions with relatively high dispersion of economic activity (such as remote rural areas), since possible shocks to the composition of demand may require time to be absorbed. Because it can be difficult for economic agents to reallocate themselves across jobs, it is likely that such areas will experience an increase in unemployment and net migration in response to a demand shock. A further deficiency of these models is that most spatial analysis has not explicitly addressed the widespread presence of small firms (often family/farm-based firms in sectors such as tourism, craftwork, etc.) and the interaction with omnipresent policy frameworks such as the Common Agricultural Policy (CAP) and social welfare payments. Furthermore, they are not the best framework to deal with the effects of policy changes and technology shocks. 

These are the reasons why TERA has also relied on a more consolidated framework of analysis, i.e. computable general equilibrium (CGE) modelling. The use of empirically based CGE models in policy analysis has become commonplace over the last few decades in both developed and developing countries. A standard methodology has been developed to formulate, calibrate and solve such models [Lofgren et al. (2002); Wing (2002)]. To satisfy the requirements of the project, the CGE model structure needs to be able to take account of remoteness, transport costs and factor mobility. In addition, a key requirement for our analysis in TERA is that the model can simulate the impact of policy changes both on rural areas and for the regions as a whole.  As  is well known, all CGE models at least implicitly use a Social Accounting Matrix (SAM) as a starting point, that is to say a data framework which allows full accounting of all the flows within the (regional) economy [Roberts (2000)]. The SAM provides the base-year values which, in conjunction with other data, (e.g. physical quantities, elasticity) are used to calibrate the CGE model. The SAM also provides the base-year data which the CGE model should replicate in the final calibration set. It is evident that the SAM is a crucial tool of analysis: the modeller must be able to adapt the SAM structure to the target he is aiming at. 

Thus, the project TERA working plan relied on two distinct complementary analytical approaches: New Economic Geography (NEG) and the Computable General Equilibrium (CGE) modelling. Since each provides insights impossible to elicit from the other, their joint presence within TERA gives a wider and more accurate picture of some of the problems faced by rural areas, and also provides a suitable basis on which to formulate suitable policy recommendations. From a general point of view, TERA aims at contributing to the development?? of a new policy framework able to promote cohesion and sustainable spatial development in a larger EU. More specifically, TERA is concerned with i) the economic development of remote European rural areas, through the identification and analysis of the relevant “territorial” factors; ii) the integration of these “territorial” factors in current structural policies; and iii) the design of new policy measures that could be used to promote the development of these areas in a more effective and targeted manner. In particular, by taking into account the relationship between regional, urban and rural policies, TERA’s findings should help in evaluating properly the effects of existing agricultural policies on rural economies and communities, as well as those of agricultural policy changes. 

1.2 Project Objectives

The Project had three interrelated and closely linked objectives that were accomplished through seven work-packages (WPs) plus an eighth WP, which is the present Final Report. The Project objectives were:

1) Identifying and analysing the main economic factors which influence the creation and survival of enterprises in peripheral rural areas of Europe and measuring the degree of their influence, with appropriate empirical methodologies. We think that territorial economic factors (labour pooling, backward linkages, forward linkages and the development of infrastructures) and growth-promoting factors (state of human capital and the degree of technical knowledge) provide the main determinants for the creation and survival of enterprises in rural areas.

2) Assessing the extent to which current and recent EU, national and regional development policies, programmes and projects take account of these territorial factors. This appraisal concerns itself in particular with parallel support policies such as CAP direct payments and national social welfare support systems. We shall compare the weight of these factors, as measured by our empirical results, with their effective relevance (if any) in the actual policies.

3) Specifying new policy interventions which can promote the development of European  remote rural areas. The design of these policies would embody those elements of the previous “territorial” analysis most useful for achieving the final goal. 

1.3 Report Structure 

Following this introductory Chapter 1, the Report consists of 8 further chapters, as follows.

Chapter 2 describes the outcome of WP1, i.e. the selection and characteristics of the six case study areas (one in each of the TERA research partner countries) that were used as a basis for investigating both actual and hypothetical economic situation in some remote rural parts of the EU. 

Chapter 3, based on WP2 and WP3, explains the theoretical background to the modelling analysis, proceeding to the basic structure of the CGE and NEG models used in the project. 

Chapter 4 describes in some detail the methods and results of collecting relevant information for the TERA models (WP4). The bulk of this data collection was done in order to suit the Social Accounting Matrices (SAMs), which were built exclusively for TERA purposes, country by country.

Chapter 5 explains the utilization of this data in constructing and calibrating the models themselves (part of WP5).

Based on the second part of WP5, Chapters 6 and 7 present, respectively, the results of running the CGE and NEG models on a set of common scenarios applied to each of the TERA case study areas, and the results of performing additional analyses.

Chapter 8 reviews current policies, at each level of governance, in each of the study areas, as an outcome of WP6. 

Chapter 9, as the outcome of WP7, presents the main findings of the TERA project as a whole, formulates recommendations for policies better targeted to the needs of rural area, and provides some concluding remarks.

Chapter 2

The Study Areas

This chapter presents the criteria applied for the selection of the project’s six study areas, their socio-economic analysis and comparison. 

In order to match the objectives of the study and to deal with issues such as remoteness, distance, agglomeration and dispersion of economic activity, the areas specified must be rural, remote and containing or being adjacent to a (relatively small) urban centre. Though the decision about the NUTS level of the area is up to the members of the TERA consortium, it should be NUTS 4 or 5 or,  at maximum, NUTS 3. 

Subsequently, a comprehensive analysis of the socio-economic and development context of the study areas was carried out in order to identify in detail their social, economic, environmental and territorial characteristics, with an emphasis on the structure and locational patterns of existing local enterprises. 

Finally, a comparative analysis of the contexts of the study areas was made in the attempt to identify similarities and differences among them, in terms of socio-economic characteristics, physical endowments and territorial characteristics.

2.1  Selection of Remote Rural Areas

2.1.1 Typology of rural areas

Geography, history, culture and economic factors have combined to impart a remarkable range of diversity to European regions. Certain regions are generally considered to be ‘rural’, although what the word means remains to be defined. Since many and various are the elements present in a “rural” character [Barthelemy and Vidal (1999)], several are the “definitions” of rurality.

The rural space is usually specified as the complex of agricultural land, forests, water areas, urban areas, rural places, field paths and highways (with this definition, the rural space covers 70 – 90 % of the European area). Rural areas or rural space are depicted as “rural settlement and open landscape” [Slepicka (1981)]. A similar definition is used by Perlín (1998), who defines the village as a built-up area with a typical rural structure. The countryside is then composed of both built-up areas and cultural landscape surrounding the village. The Dictionary of Human Geography (4th edition) defines the term “rural“ as a territory with dominant extensive land use, agriculture and forestry as well as large undeveloped areas. According to the OECD definition [Boel (2005)], rural areas (RA) represent about 90 per cent of the area of the enlarged EU and are home to half of its population. 

Notwithstanding the broadness of the concept, the EU common agricultural policy (CAP) and rural development (RD) policy are usually applied to the whole territory, regardless its enormous heterogeneity, though both policies can lead to different results, depending on the conditions in the regions. However, the structuring of agricultural regions into the LFA categories, based mainly on soil quality and demographic criteria, is one exemption from the neutrality of the CAP from the territorial point of view. In this way, LFA and non-LFA regions can be distinguished in terms of policy implementation. 

Obviously, a typology of rural regions and its application in the policy-making domain is a rather more complicated issue. The European Charter for Rural Areas - a report by the Parliamentary Assembly of the Council of Europe - defines a rural area as “a stretch of inland or coastal countryside, including small towns and villages, where the main part of the area is used for:

· agriculture, forestry, aquaculture and fisheries

· economic and cultural activities of country-dwellers (crafts, industry, services, etc.)

· non-urban recreation and leisure areas (or natural reserves)

· other purposes, such as for housing.

The definition concludes by contrasting urban and rural areas: “the agricultural (including agriculture, forestry, and fisheries) and non-agricultural parts of a rural area form a whole distinguishable from an urban area, which is characterised by a high concentration of inhabitants and of vertical or horizontal structures” [Barthelemy and Vidal (1999)].
The OECD uses a typology of regions which distinguishes three main categories:

· predominantly rural regions: more than 50 % of the regions’ population live in rural communities

· significantly rural regions: between 15 % and 50 % of the population live in rural communities

· predominantly urban regions: less than 15 % of the regions´ population live in rural communities

In other words, the only criterion used to distinguish rural from urban communities is population density. In general, they must have a core with a population density of 150 persons per km2 on the  NUTS 3 level. 

The term “rural” is conceptualised as “a territorial or spatial concept, not restricted to any particular land use, degree of economic health or economic concept. It has distinguished three types of rural areas on the basis of their place in economic geography” [Barthelemy and Vidal (1999)]. The OECD (1994) makes clear that the distinction between types of rural territories is “primarily a function of geographic and economic remoteness from urban centres” [Barthelemy and Vidal (1999)]. The three types are:

· economically integrated rural areas, which are growing both economically and demographically, often located near an urban centre with incomes generally above the rural average. Although farmers make up only a small part of the work force, farm incomes are typically higher than the national average;

· intermediate rural areas: areas, which are relatively spatially remote, but their good infrastructure provides easy access to urban centres. These are areas traditionally dependent on agriculture and related activities, particularly in terms of jobs, although they are increasingly diversified into other sectors such as manufacturing and services;

· remote rural areas: usually sparsely populated and often located in peripheral regions far removed from urban centres. They are characterised by low population density, an ageing population, minimal infrastructure and services, low skill and income and weak integration with the rest of the economy. 

Where rural development is concerned, the European Commission (DG AGRI) bases its work on the degree of urbanisation, which depends directly on population density. This concept of urbanisation is associated with the labour force surveys conducted by the Member States on behalf of Eurostat. In these surveys, the concept of urbanisation is used to indicate the character of the area in which the respondent lives. An area consists of a group of adjacent “local units”, usually municipalities. Thus, DG AGRI has developed an algorithm to classify regions into three groups:

·  densely populated areas: these are groups of adjacent municipalities all of which have a population density exceeding 500 per km2 and a total population of not less than 50,000;
·  intermediate areas: these are groups of municipalities all of which have a population density exceeding 500 per km2 and a total population of not less than 50,000 but not classified as belonging to a densely populated area. The total population of the area should not be less than 50,000 unless the area is adjacent to a densely populated area;
·  sparsely populated areas: these are groups of municipalities, which are not classified as either densely populated or intermediate.

In order to avoid ending up with a mosaic of areas within a single region, further grouping can be done by applying stricter criteria [EC (1997)]. 
  2.1.2 The selection of TERA case study areas
Given the theoretical setting of the research, the TERA study areas must meet another criterion: besides being rural, LFA, and remote with some dispersion of economic activity, they must be adjacent to or containing an urban centre. As for the choice of NUTS level, to which official data is linked, it should fulfil the criteria of having:

· sufficient homogeneity;

· sufficient data availability;

· sufficient size (acreage, population) for policy-making considerations.

Since NUTS levels differ considerably among EU countries, each TERA partner was asked to choose the most suitable levels among NUTS 3, NUTS 4 and NUTS 5 (which generally meet the above criteria) in order to determine a NUTS level that is most meaningful for the purpose of the project and also reflects country-specific conditions. For instance, countries can face different situations in their study area regarding the relative geographical position of the rural area and its urban centre, as illustrated in Figure 2.1:
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The process envisaged to select the TERA study areas started from a spatial analysis using the categories of:
- natural and/or general characteristics: geographic position and location; physical features (morphology, place of interests, climatic conditions,  natural and cultural resources, traditions and folklore, crafts); general economic characteristics (main sectors and  characteristics of markets); characteristics of existing infrastructure; general characteristics of built-up area (housing); population density, general conditions for agriculture;

- demography: general indicators; structure of population (age and  gender); households; migration;
- settlements: proximity/dispersion of settlements;

- economy and social characteristics: GDP; structure of the economy (primary,  secondary and tertiary sector); organisation of enterprises (number and structure of firms); tourism; recreational potential; human capital; social capital; financial sources for development and level of investments; 
-  infrastructure and history: transport; communications; other infrastructure (availability of water supply, gas supply, sewage).

Further indicators were added, where possible, whose quantitative/qualitative assessment is provided from sources other than official statistics. A broad commentary for each indicator formed the initial descriptive analysis. The result obtained from spatial analysis – that is to say, a cluster of areas – was  followed by factor analysis in order to select the most suitable study area for the TERA purposes.  
On these premises, the six areas selected are:
	Country
	Study area
	Urban centre

	Italy
	Po Plain Area (Basso Ferrarese)
	Ferrara (Ravenna)

	Scotland
	East Highland
	Inverness

	Finland
	North Karelia 
	Joensuu

	Greece
	Municipality of Archanes
	Heraklion

	Czech Republic
	Bruntál district
	Ostrava

	Latvian Republic
	Cluster of 6 districts (Balvi, Daugavpils, Kraslava, Ludza, Preili, Rezekne)
	Rezekne and Daugavpils


Compared with neighbouring areas and with the national situations, all the selected study areas are marginal in geographical, economic and social terms, and represent remote rural areas linked with incorporated or adjacent urban areas (centres). 

2.1.2.1 Brief description of the study areas

  Italy

The Italian study area - characterised by 18 municipalities and identified as a NUTS 3 level - is the Basso Ferrarese in the north-east part of the province of Ferrara. The province of Ferrara is located in the Emilia-Romagna Region, one of the wealthiest of Italy. Emilia Romagna has been since the end of WWII one of the richest Regions in Italy and the one with the most well distributed level of wealth. However, the province of Ferrara is an outlier in this successful history of development. The Region is crossed from south-east to north-west by the “via Emilia” – a historic roman road that goes from Rimini to Milan – that has been the main line of development of the region. The province of Ferrara is the only province of Emilia Romagna which is not located on the via Emilia, and hence it has been left out from the main axis of development. Although in past decades several measures and projects have been implemented, the situation at the beginning of the new millennium was still in need of intervention. In particular, the Basso Ferrarese is interested in various national and European projects, and it receives funds under the Objective 2 programme. 

The provincial occupational rate in 2000 was around 45-46%, while the regional average is about 50%; the unemployment rate albeit declining was still, at 7%, much higher than in the rest of Region Emilia Romagna (3.9%). Female participation is the lowest in the Region: 36.8% in 1999. The area is also characterised by the worrying phenomenon of demographic decrease, while immigration of foreigners is still marginal: immigrants represent a mere 3.5% of the population, as against 6.5% in the Emilia Romagna Region. In particular, the demographic decrease in the whole province is mostly originated in the Basso Ferrarese. The area is affected by the ageing of the population which, of course, may result in a big obstacle to the development of the zone. In sum, the area is still depressed, albeit improving in the last years. The productive sector is characterised by a strong presence of agriculture. The primary sector benefits from a diversified and yet specialised production, and, at the same time, by marginal production of territorial and high-quality goods which may be further developed in the future. The manufacturing sector is characterised by the presence of a strong chemical industry and, in addition, by a predominantly SME-based manufacturing sector. Fishing plays an important role in the local economy, and tourism is so far a prevalently sea-coast phenomenon though more recently countryside tourism has showed the potential to become a new field of development.  

  Scotland 

The Scottish case study area, the East Highlands, is a NUTS 3 region (UKM42) and consists of an urban centre, Inverness, and its surrounding rural hinterland. It is a remote rural region facing several typical rural development issues. The rural hinterland has a low population density and an aging demographic structure.  It is characterised by a narrow economic base and seasonal employment.  The area is extremely important in terms of environmental and landscape designation, and this influences (both positively and negatively) the range and types of economic developments that take place in the area.  In terms of agriculture, much of the land use comprises extensive grazing and forestry. There is some good-quality farmland on which a variety of crops (e.g. cereals, seed potatoes) are grown and more intensive livestock enterprises are based. 91% of the region lies within the Scottish LFA (all but 2% as Severely Disadvantaged). 

In contrast, the urban centre of the region, Inverness, has experienced significant growth in recent years. In-migration and associated increases in local house prices have changed the nature of the relationship of the city with its rural hinterland. In recent years the city has successfully managed to attract new sectors, including pharmaceuticals, medical products and knowledge-based activities. The main links between the rural and urban parts of the Scottish study area arise from commuting behaviour (rural households with one or more members working in the city area) which in turn relates to both high house prices in the city and the growing demand within the region for rural lifestyles. In addition, the urban area, as would be expected, acts as the hub for higher-level retail activity for the surrounding rural area.  

  Finland

The province of North Karelia is one of the 20 provinces in Finland and, according to the EU classification, is on the level of NUTS 3. It is situated between the 62nd and 64th parallels of latitude, and is the easternmost region not only of Finland, but of the entire European Union. North Karelia is famous for its beautiful scenery. 

The total area of North Karelia is 21 585,07 km2 and the land area is 17 782,08 km2.  The region has 170 000 inhabitants, and the biggest town Joensuu has 57 000 inhabitants, while population density in 2003was 9,5 person per land km2. In the same year, North Karelia was the third poorest province in Finland as measured by gross domestic product (GDP) per capita, whose level was only 75% of that of the whole country of Finland, or 85%.  if compared to the EU 25 average. As 70% of North Karelia’s area is covered with forests, forestry and forestry-related industries are the most important industries, and the area is a concentration of forest know-how in Finland, with the European Forest Institute (EFI) and the Finnish Centre of Expertise in Wood Technology and Forestry both located in Joensuu. In addition, the University of Joensuu has a Faculty of Forestry that provides education and research in forestry. In addition to the forest industry, metal, plastic and stone industries are the strongest in North Karelia. 
  Greece

The Greek study area consists of the rural municipality of Archanes and the urban centre of Heraklion (both NUTS 5 areas), which are part of the Prefecture of Heraklion, located in north central Crete, Greece and are characterized as Objective 1 areas. Archanes is located in north central Crete and is characterized as an Objective 1 area. Its land area of 31.5 sq. km is mostly classified as semi-mountainous, while 28.1 sq. km is agricultural land. The population of Archanes amounted in 2001 to 4,548 people, a significant increase since 1991. Local economic activity is dominated by agriculture, mainly vine and olive cultivation. The secondary sector is based on traditional SMEs which process local farm output and provide inputs to farmers and the construction sector. Since the early 1990s, there has also been gradual development of the tertiary sector, including retail and wholesale trade, but also firms that serve a continuously expanding tourist demand. The employment share of the primary sector declined from 57% in 1991 to 41% in 2001, while the share of employment in the service sector increased from 31% to 50%, and that of manufacturing declined from 12% to 9%.

The city of Heraklion is among the larger urban centres of Greece and represents one of the two poles of the urban network of Crete and one of the biggest and most important ports of the country. Its economy consists of a large number of industries, especially a modern tertiary sector, while it concentrates the largest economic activity in the wider area. Economic performance in recent years has been very satisfactory, as indicated by the continuous increase in local employment (41%). Its population is 137,711 and has substantially increased since 1991 (14.2%) due to inner migration, mainly from the rural parts of the Prefecture.

  Latvia

The Latgale region is one of the five regions in Latvia. According to the EU classification, this is a NUTS 3 level. It is situated in the eastern part of Latvia (approximately 180 km from the capital Riga), bordering both Russia and Belarus. 

Latgale’s area covers about 14 547.2 km2 (22.5 % of the Latvian acreage) with a population of about 369,000 (15.9% of the Latvian population). About 40% of the population resides in the two largest cities (Rçzekne and Daugavpils) where also 60% of the total number of region’s enterprises are located. The region belongs to the economically poor regions category in the country and also in the EU. In 2005, the per capita GDP was only 48% of the national average.

Because of its border with Russia and Belarus, the region is the main transport corridor to these countries. The main economic sectors in Latgale are transport and storage, and manufacturing in the urban area, agriculture and tourism in the rural area. The region has beautiful mosaic landscape (forest, lakes and agricultural land mixed in hilly area), and many Natura 2000 sites are situated in its wild areas. The region is called “Blue Lake region”.

  Czech Republic

The study area – the district of Bruntál (NUTS 4 level) - is situated in the northeast borderland of the Moravia-Silesia region (NUTS 3 level) and shares borders with Poland and the Slovak Republic. This means that the district is very far from direct connections with the capital of the Czech Republic and the economic stimulation of more developed EU countries. 

The study area consists of 1 658 square kilometres. The population has 98 958 permanent residents, and the population density was 63.9 persons per km2 in 2005.

The changes since 1989 in the organizational and ownership structure of the economy of the study area, the inhibition of uneconomic production, the competitive environment and other influences have led to a strong increase of unemployment within the recent decade (15.9 % in 2005). At the present time, the region has the character of an industrial - agricultural area, with employment concentrated in engineering, textile and woodworking sectors.

The following maps provide a more visual geographical perspective of the six TERA study areas.
Map 2.1  The Po Plain Area, or “Basso Ferrarese”  (Italy)
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Map 2.2  East Highlands (Scotland) 
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Map 2.3  North Karelia (Finland)
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Map 2.4  Heraklion and Archanes (Island of Crete, Greece)
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Map 2.5  The Bruntál District (the Czech Republic) 
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Map 2.6  The Latgale Region (the Latvian Republic)

2.1.3  A comparison of the areas

The information and data for the individual study areas come from various sources. Some indicators come from official statistics, other are collected by other methods. Some data come from general or specialised censuses, some from other sources, e.g. various surveys provided by official statistical institutions, and by private research institutes, and universities. This heterogeneity does not reduce the validity of data; however, it does limit the direct comparison of data from one country with data from other countries. 

2.1.3.1  Demography and human resources 

All the study areas are sparsely populated with low population density, though some of them (those belonging to Czech Republic, Italy and Greece) have a significantly higher density than others (the areas in Finland, Latvia and Scotland). The population in all the study areas, except the Finnish area, is growing. However, there is an overall trend of the population to be ageing. The effect of migration is different among the study areas. A positive balance can be seen in the Greek and Scottish areas, with inward movement of people from other parts of the country or from abroad. A negative balance predominates in the Finnish, Czech and Latvian areas.

The level of education as a reflection of the quality of human resources has shown an improvement during the last years (the share of population with a higher education is growing), but the level is usually lower than the national average. The improvement is partially caused by the immigration of people with a higher education.
2.1.3.2 Settlements, housing 

The majority of people live in family houses. The share of properties used as second residences or holiday homes is generally quite high. As a rule, the study areas have significant recreational potential, which could create good opportunities for future development in these areas.  

2.1.3.3 Infrastructure, road networks and transport facilities

All the areas can be relatively easily reached by road, by railway or by air. Transport facilities (bus and railway stations, airports) seem to be adequate,  although the Czech, Finnish and Latvian areas can be considered as relatively more isolated remote areas.

2.1.3.4 Socio-economic situation 

From the point of view of the social and economic situation, all the selected regions show similar characteristics (compared with the national averages). They exhibit: i) a significantly lower GDP per capita; ii) much higher level of unemployment; iii) greater weight of the primary sector (agriculture and in some countries also forestry) in the structure of the local economy; iv) greater importance of the public sector in the economy; v) growing share of  tourism and other related services in the structure of the economy; vi) industrial structure based mainly on small businesses.

2.2 Concluding Remarks

Considering most of the indicators, and specifically the distance from capital and the links with urban centres, we can roughly recognize:

· areas with a higher level of “remoteness” (Finland, Czech Republic);

· areas with a middle level of “remoteness”(Latvia, Scotland);

· areas with a lower level of “remoteness” (Greece, Italy)

In a more detailed overview:

· Italy: an economically undeveloped area with a high share of its acreage in protected areas, but with promising links to 2 cultural and historical urban centres. 

· Scotland: the area seems to be the most economically developed among the study areas, with (surprisingly) a high share of employment in agriculture, much exceeding the EU and the national levels. On the other hand, there is much potential to combine present activities with the development of tourism (the area also shows the highest employment in the tertiary sector among the studied areas). 

· Finland: an attractive landscape and a high environmental endowment seem to be a good basis for the further development of the recreational potential of the area, combined with the continuation of the existing industry. A threat for the future is the relatively bad age structure of the population. 

· Greece: the area is predominantly (even extremely) targeted on primary agriculture, with a low economic level compared with the national average. There is potential for the tertiary sector, particularly in tourism linked with the nearby historical sites. Considering the high importance of primary agriculture, another key issue is the development of processing capacities meeting higher standards of quality.

· Czech Republic: an economically underdeveloped area with a high environmental endowment, but with undeveloped recreational potentials (influenced also by the existence of very large – non-family – farms and a relatively low share of the active population employed in the tertiary sectors). 

· Latvia: economically a very poor area compared to the national average, with a sustained level of unemployment and an enormously high share of the population employed in agriculture. The development of other sectors, including the tertiary sector, is a “must” for the future, to gradually reduce the bad socio-economic situation including the worst age structure among the studied areas. 

Chapter 3

The Theoretical Background

This chapter deals with the review of the literature in the fields of economic geography and rural development, and with the structure of the CGE and NEG models built for the TERA study areas.

The review aimed at selecting a set of important territorial factors to be embodied in the subsequent modelling part of the project. Taking into account the work carried out so far on the influence of territory on the development of enterprises, including efforts to explain the spatial distribution of economic activity and the interactions between urban centres and rural areas, our target was the proposal of a new analytical framework able to give particular attention to rural remoteness, low density of population, dependence on natural resources, and existing dispersion of economic activity. 

We subsequently built the models for TERA. Both modelling approaches were able to account for issues such as remoteness, distance, transport costs, factor mobility, and dependence on natural resources, using different perspectives with a different theoretical structure and a different degree of detail. In order to fit with the TERA objectives, these models had also to be able to assess the effects of policy changes on the development of enterprises in these remote rural areas and on the development of these areas as a whole. 

3.1  The State of the Art in Economic Geography and Rural
       Development 
The aim of reviewing the literature in the fields of economic geography and rural development was to present the work carried out so far on the influence of territory on the development of enterprises, including efforts to explain the spatial distribution of economic activity and the interactions between urban centres and rural areas, in order to make ourselves and our audience aware of the relevant research work in the specific aspects we are interested in. Notwithstanding that the recent literature is large, most of it focuses on the manufacturing sector of the economy rather than on the agricultural sector, as well as on the core in core-periphery models rather than on the periphery. Thus, the agricultural sector received comparatively little attention regarding its impact on agglomeration, and/or how such processes affect it. 

Following the pioneering work by Krugman (1991a and 1991b), a broad variety of NEG models were set up whose origins are: i) the Puga (1999) “no interregional factor mobility and vertical linkages” model-type; ii) the Venables (1996) “vertical linkages” model-type; iii) the Ottaviano (1996, 2001), Forslid (1999), and Forslid and Ottaviano (2003) “analytically solvable” model-type; iv) the Martin and Rogers (1995) and Robert-Nicoud (2002) "footloose capital” model type. The non-monotonic relationship between transport costs and (industrial) agglomeration, the input-output linkages with inter-sectoral rather than interregional labour mobility as the engine for agglomeration, the introduction of skill and mobility heterogeneity among manufacturing workers as a way to obtain analytical solvability, and other more specific features, constitute the main extensions of the “basic” Krugmanian model (and Marshallian idea) of the circular causal process of agglomeration. 
With the noticeable exception of Helpman (1998) - who perhaps does not like to be called a "new geographer" - the new economic geographers have only recently approached the combination of NEG and Urban Economics in order to account for urban costs (i.e., commuting and housing costs). Ottaviano et al. (2002), Tabuchi and Thisse (2006), and Murata and Thisse (2005) work in a setting where people live in two cities and have to commute into a “central business district” for work. One of their results is that the standard NEG outcome (high transport costs for goods lead to agglomeration) may be reversed as commuting costs are introduced. Now, high transport costs and low commuting costs lead to agglomeration, whereas high transport costs and high commuting costs lead to dispersion of both firms and people. 

At times, some dynamics is also present, either through i) “forward-looking expectations" model-type or (ii) "agglomeration and growth" models, dealing with capital accumulation and skill accumulation.

In a powerful synthesis [Ottaviano and Thisse (2004, p. 2576)], modern location theory states that “The economic space is the outcome of a trade-off between various forms of increasing returns and different types of mobility costs..………[and]……... Agglomerations are the outcome of cumulative processes involving both the supply and demand sides.”

Agglomeration usually refers to firms, whose presence should stimulate virtuous circles fostering growth and promoting the development of the area. But it could well refer to farms too, in so far as there is a need in agriculture to structure farming and other operations in order to realise efficient production processes. In any case, the clustering of firms is reputed to have strong links with growth, which is one of the main concerns over peripheral regions. Needs for a greener agriculture as a social value and the necessity to pursue more a sustainable development imply greater and greater attention to the macro- and micro-economic aspects of the productive organisation, whatever the sector considered. 

The essence of the dualism concentration/dispersion (to have or not to have agglomeration) lies in the working of centripetal/centrifugal forces. Although the specific results depend notably on the typology of model used, economies of scale (internal to the firm in the "pure" NEG model) and forward and backward linkages in production (among which the presence of a thick labour market and the existence of suppliers) work towards the concentration of economic activity; factor immobility, high price for land rent and housing in general, commuting costs, and congestion work against it. In order to realise economies of scale at the plant level, inputs and output should be transported, and some (if not a lot) of communication activity should be performed by the firms. All of this is costly, and its cost is likely to increase with distance. When many goods (the variety concept in the NEG context) are produced, some costs can be reduced if population concentrates in one location, and these savings represent agglomeration economies external to the firms. Cities grow and the geographic concentration tends to reinforce itself as many more goods are produced and the population increases more and more. 

The transport cost issue (pure transport costs, transaction costs, tariffs) is one of the most interesting in these models, since its effect of these costs depends on the specification of the theoretical model. When transport-costs are low, agglomeration occurs (i.e., one region is occupied) in the standard (and other) model  because those productions which experience substantial economies of scale concentrate more. However, when the main source of dispersion is found in urban land scarcity, dispersion occurs whenever transport costs are low. To complicate further the results scenario, when there are centrifugal forces unrelated to transport costs that do not diminish along with their lowering, the relationship between the latter and agglomeration takes a bell (or inverted-U) shape. The general message of the bell-shaped relationship is quite clear: high transport costs induce firms to be close to the market for their product and generates dispersion; lowering transport costs make the economies of scale more and more important, and firms (and workers) gather together; low transport costs render the price of the immobile factors more and more relevant to location.

Because of the existence of multiple equilibria, the regional (or area) implications of economic integration (the lowering of transport costs, or the increasing in trade among the regions) are not easily predictable, and depend on the relative weight of market size and of labour mobility effects. If integration increases both, there is greater spatial agglomeration and greater regional divergence (core-periphery). If labour remains relatively immobile between regions so that labour and congestion costs eventually rise in the core, spatial dispersion of economic activity will take place, and regional convergence will appear. These aspects are important in commenting the results of our models based on the NEG approach.  

In general, what falls into the categories of sharing, matching, and learning (or, in old-fashioned terms, the two Marshallian sources of "pure", non-pecuniary, externalities: labour pooling and technological externalities) accounts for agglomeration significantly. While the labour pooling argument is a strong motive for agglomeration in so far as firms and workers gathered together help in matching demand and supply, technological externalities are less easily explained since it is not obvious why an apparently unconstrained good like knowledge is bound by distance. Centripetal forces such as scale economies, learning effects, and pecuniary and non-pecuniary externalities heavily depend on the linkages among firms, which should be industry-specific. Centrifugal forces such as factor immobility and congestion externalities hinge upon general forces such as land price and congestion, which should hit each firm to approximately the same extent. 

These considerations give a new flavour to the role of policy, which can operate in order to avoid the upsurge of centrifugal forces and to keep firms in the territory. Policy should also support mobility - both migration and commuting - in so far as industrial agglomeration due to demand and cost linkages creates differences in factor-costs when production factors are immobile across countries. However, attention should be paid to the motives for specific agglomerations if regional policy wants to be effective. If it is due to agglomeration economies, a nation can raise the total output of its productive factors by encouraging spatial clustering. If it is due to spatial selection, a pro-clustering policy merely fosters spatial inequality. If this is the case, an industrial regional policy based on subsidies would be an incentive for the less productive firms, which have the lowest opportunity cost of leaving the agglomerated region. A policy that succeeds in increasing the peripheral region's share of industry will end up with a concentration of the lowest productivity firms in the periphery [Baldwin and Okubo (2005)].

Furthermore, though the ”first” nature - geography and natural advantages such as factor endowments - is proved to matter, Glaeser and Kohlhase (2003) point to the fact that natural resources are fast becoming an irrelevant part of production, having been transformed into an important part of consumption. They still account for agglomeration, though a different kind of agglomeration, more related to people than to industries: people like to live where the features of the landscape are consumption-related amenities. This element, duly taken into account, is destined to be an important feature for rural areas and their development. 

The application of a NEG-type theoretical setting to a remote area adjacent to an urban centre appears particularly interesting for two reasons. First, in the original Marshallian view, agglomeration engenders economies that are external to the firm but internal to a small geographical area: "near-neighbourhood", in Marshall's words. Agglomeration economies turn out to be an interregional and interurban phenomenon prevalent within relatively small places. Second, in most of the NEG models, scant attention is given to the agricultural sector, and farmers are not allowed to move between regions and sectors, whereas they actually do. Such moves are indeed at the origin of the urbanization of industrialized countries. In most of the existing NEG models, the primary role of the agricultural sector is to serve as a numéraire sector (or numéraire good), producing under constant returns to scale and perfect competition. This sector employs only an immobile factor, either land or unskilled workers. In addition, the peripheral region acts as the supplier of agricultural products for all the workers in the centre and as the importer of manufacturing goods from the core. The results of NEG models, especially the cumulative causation process that leads to this extreme core-periphery pattern, do not provide very encouraging perspectives for peripheral regions. Industries relocate to the centre, taking the mobile production factors they require with them. The periphery becomes depopulated to a certain extent, only keeping its immobile factors. By looking at the standard NEG model as such, the process of agglomeration is irreversible endogenously. However, this is exactly the feature that makes these models appealing in the TERA context, since even a very small exogenous influence may lead the full agglomeration equilibrium to break apart, and thus the periphery to gain new opportunities to develop, attract firms and workers, and to generate additional supply and income. If we think of these exogenous events in terms of concrete policy actions, it turns out that these models can be extremely helpful in modelling the interventions on depressed areas in order to reverse their decline. 

The fact that agriculture is out of the main focus renders these models (which are now at the forefront of the international economics stream) less appealing to rural development scholars, although some of them [Hite (1997)] invoke the NEG - seen as a refined and modernized version of  the traditional German location theory - as the paradigm which is currently missing in the rural development studies. They point out [for instance, Kilkenny (1998) and (2004)] that these models fail to capture a number of important stylised facts about rural regions, although this is unsurprising since considering rural development was not their primary purpose. For instance, some models predict that the population in rural regions would be primarily engaged in agriculture, which would lead to a coincidence between agricultural and rural populations. On the contrary, in the US rural regions in the last 200 years agricultural population has fallen but the total rural population has remained quite stable. Similar patterns are apparent across most of the EU. Also, those models use a simplifying assumption to ensure that firm size is identical for manufacturing firms. While useful there, this assumption limits the ability of these models to be used to analyse rural development where one of the distinguishing characteristics is that the distribution of firm size is in general different depending on the areas (remote rural, accessible rural, non-rural). Finally, an implication of the agglomerating equilibria is that the industrial structure across rural and urban regions should be substantially different, but this does not seem to be the prevalent case. However, a remarkably similar structure across rural and urban areas that can be actually observed is not by definition a rejection of the theory, in so far as it can represent the symmetrical equilibrium outcome.

The existence of evident rural-urban interdependencies gives rise to debates about the role of urban centres in rural development [Hughes and Holland (1994); Barkley et al. (1996); Henry et al. (1997); Saraceno (1994); Kilkenny (1993)]. Although they can be virtually distinct, cities, towns, villages and the open countryside are all part of the same functional economic and social system. A village household may rely on neighbouring towns or larger urban centres for jobs, shopping, schools, health care and leisure. Urban households may use the countryside for travel, sport and recreation and depends on it for the provision of food, water and energy. The flow of commodities and services between the urban (core) and rural (periphery) areas of a region lies at the heart of many traditional spatial economic theories. Growth centre analysis [Berry (1969)] suggests that economic growth in an urban “centre” will affect the surrounding peripheral region through “trickle-down”, where the latter is a function of increased demand for inputs by industries in the growth area as well as demand for rural goods by urban residents [Richardson (1979)]. Parr (1973) put forward the alternative hypothesis of nodal response within which trade between rural and urban areas again plays a central role. In this case it is increasing demand of a growing periphery for produce from the core that leads to overall regional growth. 

However, changes in industry location and associated changes in trade patterns are not the sole determinants of rural-urban interdependencies. Drawing from Barkely et al. (1996), Table 3.1 identifies various different types of flows between an urban centre and its surrounding periphery. The table considers the case where there has been growth in the urban core, and shows that effects on the surrounding peripheral region may either be positive or negative. 

Table 3.1  Interregional Flows Stimulated by Growth of an Urban Core

	Type of flows
	Positive effect on periphery
	Negative effect on periphery

	Spending on goods and services
	Urban growth provides expanding market for rural producers
	Spending in rural markets declines due to increased competition from urban producers

	Firms and/or employment
	Firms in mature stage of product life cycle locate in rural areas to take advantage of low wages and land costs
	Firms in the innovative or growing stage of product life cycle locate in urban areas to benefit from agglomeration economies, markets and specialised labour

	Investment funds
	Urban funds are invested in rural areas to take advantage of relatively low labour and land costs
	Rural funds are invested in urban areas to take advantage of relatively rapidly growing goods and services markets

	People
	Rural labour commutes to urban area for employment. Urban families relocate to rural residences because of lower housing costs and perceived higher quality of life
	Rural residents migrate to urban area for better access to employment and urban lifestyle

	Knowledge and technology
	Urban centres are the generators and diffusers of information and innovation for rural areas. Social attitudes in rural areas are transformed by the “demonstration effects” of high wages and expanding markets in the urban core
	Rural to urban migration is selective of the better educated and more highly skilled rural residents

	Political influence and government spending
	Urban growth increases socio-political  conflict, contributing to a policy promoting decentralisation 
	Government expenditures enhance the infrastructure and public services delivery systems of the more heavily populated urban areas


Source: Barkley et al. (1996)

Over the last three decades, a number of forces have altered the relative importance of intra-regional flows. Some of the flows shown in Table 3.1 have grown in significance; others have decreased in importance as a result of economic, social and environmental forces. In particular, seven different integrating and mediating forces have been identified as critical in moulding relations within and between different territories [DETR (2000)]. These are summarised in Table 3.2. 

Table 3.2  The Dynamics of Territorial Change: the Role of Integrating and Mediating
                 Forces
	Integrating and Mediating Forces
	Tendencies to spatial

Agglomeration
	Tendencies to spatial

Dispersal



	1.  Changing patterns of economic activities
	Benefits arising from spatial economic clustering and strong economic infrastructures. 
	Improvements in communication infrastructures reduce friction of distance.

Drive for economic diversification in all areas.

	2.  Dynamics of innovation and learning
	Strong spatial clustering of innovation dynamics within cities 
	Spread of knowledge , culture and business networks across Europe

	3.  A new demographic profile
	Attraction of urban locations for younger time-poor/money rich households and immigrants to Europe
	Expanding “grey” spending power attracted to rural areas by high quality environments

	4.  Social change and differentiating lifestyles
	Attraction of cosmopolitan lifestyles and socio-spatial concentration of similar lifestyle groups
	Urban values increasingly widespread.

Attraction of nature and rurality and avoidance of urban tensions

	5.  New bases for culture, identity and citizenship
	Ability in urban areas to foster multiple identities
	Search for locales which foster the expression of  identify

	6.  Environmental sustainability
	Encourages use of resources within existing agglomerations
	Promotes the discovery of nature and the importance of preserving rural cultural inheritance 

	7.  Government and policy making
	Strategic planning with a spatial focus easier in large agglomerations
	Transformation of capacity easier under smaller jurisdictions.


Source: DETR (2000).

As Table 3.2 indicates, each driving force is capable of giving rise to tendencies towards greater agglomeration and tendencies towards greater spatial dispersal of economic activities and people within a region. For example, developments in ICT have reduced the extent to which rural producers are constrained by distance from markets and thus have opened up new business opportunities. However, such developments have also exposed enterprises previously protected by distance to new urban competitors [Grimes (1992)]. Similar contrasting tendencies can be seen in relation to changes in production processes. For example, the growth of product differentiation suggests less need for large urban-centred factories, while just-in-time delivery techniques, another of the new production methods, strengthens the pull between markets and suppliers and thus suggests advantages of relocating in more urban areas.

The changes listed in Table 3.2 suggest that traditional approaches to modelling rural-urban interdependencies need to be reviewed.  For example, many previous studies [Renkov and Hoover (2000); Kilkenny (1998); Helpman (1998)] have considered the reasons for the net inflow of population to rural areas, basing their analyses either on the assumption of regional re-structuring (where development in rural areas is business-led) or de-concentration (where rural development is people-led). Such studies focussed on migration and labour market sometimes ignore the social changes that have taken place and the increasing likelihood that peoples’ place of residence and place of work may differ through commuting.  Where commuting is possible, that is in areas most accessible to the core, urban population decentralisation and increased commuting has been found to be an important source of positive spillover effects for rural areas [Kristensen and Henry (1997), and Thurston and Yezer (1994)]. Similarly, in a SAM-based analysis of spillover effects between urban and rural areas of Grampian, Scotland, Roberts (2000) found that a more traditional input-output analysis of the region would have led to biased results in terms of not only the magnitude of spillovers, but also the importance of different sectors in the region. Terluin (2003) and Barkley (1995) amongst others note that the impact of changing rural-urban interdependencies has been highly differentiated across space. In some regions, the net effect has been increased agglomeration or growth of the urban centres. In other regions, the net effect has been growth in the periphery through the spatial dispersal of people, businesses, values and a greater local administration of resources. 

Thus, undoubtedly there is space for arguing why the agricultural sector, or the land-intensive sector in general, should not be disregarded. Some services depend on land as a resource, when interpreting beaches, sea, mountains or a nice countryside as "land": tourism can be, and often is, an evolution of great importance in generating employment and income for these areas. Wiggins and Proctor (2001) argue in a similar fashion when discussing opportunities of development for rural areas: as economies grow, immobile factors such as land may become higher-valued, which in turn opens up the opportunity for new activities in those rural areas, such as tourism and recreation. The importance of the shift in consumer demand from goods consumption to services consumption - to which tourism belongs - is also being noted, for instance, in Bryden and Bollman (2000). In addition, it could be argued that the same production factor "land", which is required in all primary sector activities, in tourism and the like, also makes up housing space for people (workers, consumers), and firms as well, who require some space, i.e. land, in order to set up their plants and offices. Thus, accounting for the multiple use of land may cause congestion, which may subsequently be reflected by increasing costs for this factor. If the costs of land start playing a role either for firms or people, it influences their decisions on where to locate. Hence, it makes sense to deal with this production factor more extensively in economic research.

Another important issue for enlarged perspectives for rural development is a broader view of the functions of  peripheral or rural regions. This, of course, also serves as an argument for a more detailed look at the periphery in NEG. Wiggins and Proctor (2001) diversify rurality with respect to the distance from urban centres, and identify: (i) peri-urban zones, (ii) the middle countryside, and (iii) remote rural areas, with increasing distance from (i) to (iii). Two things are important to note from a NEG point of view. First, the closer rural areas are located to urban centres, the more likely (daily) commuting becomes, i.e. working in the city while living outside (whilst the more remote a region is, the more likely outward migration becomes). This renders these areas just residential places, and puts into the picture even more the problem of the mobility of people. Second, and on the contrary, in "the middle countryside" and in "remote rural areas", productive activities , such as tourism and recreation, could have a place. Wiggins and Proctor (2001) additionally think that these regional "functions" will be enlarged in the future by things like environmental services or the maintenance of the biosphere, which may allow for more employment diversity in rural areas.

According to these distinctions of rural areas depending either on the percentage of population living in rural municipalities [Ballas et al. (2003)], or on the distance to urban centres [Wiggins and Proctor (2001)], two lines of research for potential improvements for the situation of the periphery emerge almost "naturally". The first would address areas more or less close to urban centres. There, commuting is an issue due to the rather small distance between city and hinterland, and may influence the development of the core-periphery structure. On the other hand, in regions which are quite distant from urban centres, or which are only poorly accessible, only incentives for firms to relocate there or some infrastructure improvements seem to be a viable way to improve the periphery's situation. Commuting is already accounted for in many models in urban economics [see Abdel-Rahman and Anas (2004) for an overview] and is also, to some extent, already being incorporated into NEG models [Tabuchi and Thisse (2006), and Murata and Thisse (2005)]. In connection with housing costs, commuting acts like a safety valve for the housing market, since people may choose to live where housing costs are relatively low, and to commute to work where real wages are relatively high. As a result, the relocation of people to the region with lower housing costs induces some additional income for the landowners in those regions. Subsequently, this generates additional demand for goods, and in connection with the higher population, may provide incentives for firms, which in turn leads to rising employment opportunities and to an increase in population.

Providing incentives for firms and improving the accessibility of a region through infrastructure investments is obviously a policy option for all types of regions, but turns out to be of particular importance if a peripheral region is located very remotely. Such public investments require some government spending by either regional or national authorities, or in the case of EU structural funds policies, require co-financed projects by the EU and the respective member state. A reduction in transport costs has a double effect: (i) it reduces the price of imported goods, but (ii) it also reduces the price of exported goods in the "foreign" region, thus providing an incentive for firms to locate in a region where labour costs are relatively low. This, in turn, may generate new employment and income. The extreme importance of transport costs in the NEG models is mirrored in rural development: "where transport costs to market are high, the payoff to production for market is low, so farm productivity remains low" [Kilkenny (2004), p. 4, italics in original], although this constraint is weakening. The ambiguous role of transport costs in the NEG models still appears, leading analysts to conclude that "intranational transport cost reduction could actually work against rural development" [Kilkenny (2004) p. 6)], mainly because larger firms would expand their market shares at the expense of smaller ones. 

3.2  The TERA Modelling Framework

The previous section has shown clearly the complexity of the themes we are facing when speaking about periphery, remoteness, rurality, and the development of poor areas in industrialized countries, where resources must be attracted from the more appealing and nearby urban spaces. In the wide range of possibilities to be selected for our analysis, we identified  four lines of research to facilitate positive perspectives for the periphery: i) analysing changes in labour supply; ii) analysing tourism  iii) analysing the transport-costs; iv)  investigating growth. These four streams of analysis allow us: i)  to investigate migration – both at interregional and intraregional levels – and commuting patterns; ii) to consider the effects of a shift in the composition of aggregate demand towards an "intelligent agriculture", i.e. combining land with skilled labour in order to produce higher-valued products; iii) to simulate infrastructure improvements as incentives for firms to locate to the periphery; and iv) to evaluate the agricultural subsidies under various forms. Once we know how these issues affect the core-periphery patterns, we would be able to suggest policy measures to be implemented, which is the goal of TERA.

As far as the modelling structure aspect is concerned, the fact that most of the NEG literature ignores the periphery does not exclude the possibility that it could provide promising new perspectives. On the contrary, the NEG line of research appears prospectively fruitful, since it permits extension to the periphery of the beneficial effects coming from the agglomeration process. Moreover, the apparent weakness stemming from the necessity of exogenous changes in order to revitalise the periphery in the NEG models gives a sound basis for policy. To improve the economic situation of both peripheral regions and people living there is an issue which gained great importance at the EU level in connection with the recent enlargements in 2004 and 2007.

However, there is little doubt that that there is a need to develop NEG models specifically focussed on rural development, perhaps along the lines provided by Kilkenny (1998). Nevertheless, the empirical application of such a large model to particular regions or countries remains at a developmental stage. Therefore, it is unlikely that this type of model could be reliably applied and calibrated for all the TERA study regions to reflect the different empirical situations which prevail. 

Thus, in order to ensure that the TERA project is able to simulate the effect of various rural development policies of interest across the study regions, the main pillar of our modelling structure is a set of more traditional empirically calibrated CGE models, complemented with the construction of one or more NEG-type models. The CGE models, while encompassing the key variables of any NEG approach, allow the modelling to better reflect the differentiated factors in the study regions, and allow, for example, the impact of the differing economic structures and stages of rural development on the outcome of policy simulations to be considered. The CGE methodology - applied in a standard way in many countries and regions [Wing (2004); Lofgren et al. (2002)] - provides a well-established and empirically orientated modelling approach relevant for the TERA project. 

In parallel, on the NEG side we built two new and interesting extensions of a standard NEG model. Moreover, we thought that it would be challenging to explore the possibility of applying one of the most recent contributions on the frontier of the trade theory, the so called New-NEG literature, to our study areas. The seminal paper by Melitz (2003) introduces firm heterogeneity in productivity into the framework. Based on a number of stylized facts (such as large differences in productivity across firms within an industry and persistent productivity performance by exporters), this literature brings into the analysis endogeneity in productivity via selection mechanisms. Otherwise, these models are equivalent to the NEG ones. Since one of the contributors to this literature joined the TERA team, it was not necessary to build any model from scratch; only data collected for TERA was applied to the theoretical structure previously modelled.  

We report below only the description of the models and their intent leaving the technicalities to the TERA Deliverables, which are available in the TERA web-site at www.dse.unibo.it/tera. ( Deliverables ( Deliverable No. 4, No. 4/a, No. 5, No. 5/a, No. 5/b, and Additional Deliverable of WP5. 

3.2.1  CGE modelling 

Over the last few decades, the use of empirically based CGE models for policy analysis has become commonplace in both developed and developing countries, and a standard methodology has been developed to formulate, calibrate and solve such models [Lofgren et al. (2002); Wing (2002)]. Starting with a framework made available by IFPRI [Lofgren et al. (2002)] the TERA project involved the design of a set of Social Accounting Matrices (SAMs) and computable general equilibrium (CGE) models incorporating project-required elements, including the representation of the project’s study areas, i.e. relatively remote rural areas linked to or containing urban centres (Bednarikova et al. 2005).

The TERA SAM/CGE model structure also needs to be able to take account of a number of issues, including the nature of agricultural production (multiple, differentiated), remoteness (transport costs), factor mobility (labour, capital), tourism (an important rural development sector), and externalities such as those associated with the quality of life in rural areas. A key requirement is that the CGE models can simulate the impact of policy changes on both the regions (study areas) as a whole, and their rural and urban parts. This section discusses these issues in theoretical terms, and outlines the basic SAM and CGE model structures which incorporate the required features. These basic structures were followed by all TERA partners, with variations depending on national and regional characteristics and data availabilities.

3.2.1.1 Key modelling elements
· Aggregation and Disaggregation

CGE models reported in the literature vary greatly in their degree and nature of disaggregation, i.e. which sectors and institutions are distinguished or amalgamated in numerical terms. Many CGE models treat agriculture (possibly along with forestry and fisheries) as a single aggregate sector, producing one homogeneous product [e.g., Ballard et al. (1985); Kilkenny (1993); Bajo-Rubio and Gomez-Plana (2005)], while others disaggregate agriculture into many sub-sectors, each producing one commodity [e.g. Grepperudd (1999); Sun et al. (2001); Bouet et al. (2004)]. Most CGE models do not have a “tourism” sector as such, but have the industries (accommodation, transport, etc) constituting that sector. 

In order to be able to analyse agricultural and other policies within the TERA project, a minimum level of industry disaggregation was chosen to avoid proliferating data needs, while still highlighting the key relationships between fundamentally different sectors, within and outside agriculture. For tourism, satellite accounts [WTO (1999)] were adopted in some cases (countries), though this generated compatibility issues at the small-area level.

Product differentiation has come to play an increasingly important role in the analysis of agricultural trade policies [Carter, McCalla and Sharples (1990)]. This aspect was represented in the TERA CGE model using the well-known Armington (1969) approach, which distinguishes domestic (i.e. region-produced) and imported products within the demand structure. 

· Space and Transport

To provide insights into the impact of the remoteness and distance on economic development requires productive and consumption activities of firms and households to be distinguished across space. Allowing for transport costs also plays an important role in capturing the effects of space on economic activity. 

However, a full spatial disaggregation with rural and urban regions completely separated is undesirable both for theoretical and data reasons. First, the market integration of the rural and urban areas in the TERA study areas is likely to be high, so that assuming, a priori, the existence of separate rural and urban regions within each study area is likely to suggest a more complete isolation of urban and rural markets than is the case in reality. Second, distinguishing separate rural and urban regions would be extremely demanding in terms of data, for example requiring inputs for each activity to be distinguished by source and by urban and rural location. 

In the TERA SAMs and CGE models, spatial impacts on economic activity are captured by disaggregating production activities, factors and households by location, but imposing that commodities are identical across the whole study region. As discussed in Balamou et al. (2006), transport costs can be captured in a variety of ways in CGE models, including as an ‘iceberg cost’, or in an explicit transport sector. The advantage of the latter approach, which was adopted in the TERA CGE models, is that it is consistent with the treatment of transport in input-output tables, thus facilitating the data collection process. It also allows detailed consideration of the impact of changes in transportation costs, e.g. via changes in infrastructure, on the distribution of economic activity across rural and urban locations. 

· Factor Mobility 

Defining the mobility of factors (labour, capital) is potentially important in capturing a number of the key economic relationships between rural and urban areas within the study regions. According to economic theory, one would expect to observe that rural households who choose to work in urban areas, and who thus face high commuting costs, will be compensated by lower house prices, while those who live and work in the urban areas face lower transport costs, yet are confronted with higher house prices. In equilibrium, the number of commuter households will be such that their utility is equalized to that of a reference group in the urban area.

Rent differentials between urban and rural areas may thus be an important element in ensuring the attractiveness of rural areas to businesses and households. However, there are possible countervailing forces which may have negative effects on traditional rural businesses. For example, the increase in commuting by individuals who work in urban businesses but live in rural locations is likely to increase rural housing costs which may negatively impact on individuals who live and work in rural areas. Depending on the extent to which labour markets are assumed to be integrated across the urban and rural parts of the regions, this may also impact on wages of rural businesses. 

The TERA SAMs and CGE models capture these types of linkages in a number of ways. First, land for housing is distinguished separately across the urban and rural area, allowing for equilibrium rent differentials. Second, labour factors are distinguished both by skill category and location: this allows the impact of a range of assumptions about the labour mobility across locations and activities to be explored. Moreover, a range of other assumptions can be easily implemented, allowing, for example, for unemployment, wage flexibility, and given differences in average wages across locations and space [Lofgren et al.(2002)]. 

· Externalities and agriculture 

Externalities produced in rural areas arise in part from the multifunctional role of agriculture in providing both commodities but also environmental services Gruber and Soci (2006). The latter are increasingly used by policy makers as part of the justification for continuing support to agriculture [EU Commission (2003); Swinbank (1999); Lindland (1998)]. Hence, the TERA project requires that the local agricultural sector is explicitly modelled to capture effectively its multi-product nature. This is done by distinguishing between activities and commodities, which allows naturally for secondary production where activities may produce more than one commodity. These commodities may include private and public goods (or “bads”), including a range of elements of environmental quality [Lofgren et al. (2002); Wing (2002)]. 

3.2.1.2  The TERA Social Accounting Matrices (SAMs)

As described by Phimister et al. (2006), a social accounting matrix (SAM) is a comprehensive data framework which allows full accounting of all the flows within the (regional) economy. Specifically, a SAM is a square matrix consisting of a series of accounts, where each cell represents the payment from the account of a column to the account of its row. The underlying principle of double-entry accounting then implies that, for each account in the SAM, total revenue (row total) equals total expenditure (column total).  

All CGE models at least implicitly use a SAM to provide the base-year values which, in conjunction with other data (e.g. physical quantities, elasticities), are used to calibrate the CGE model. The SAM also provides the base-year data which the CGE model should replicate in the final calibration. 

Table 3.3 illustrates the basic SAM structure used in the TERA CGE model, with multiple accounts for activities, commodities, factors of production, households and other institutions. The productive activities of firms, the factors of production (labour, land and capital) and the household accounts are spatially disaggregated (differentiated) into urban and rural sub-regions. Although not explicit in Table 3.3, households in the SAMs are not only spatially differentiated, but are also distinguished according to a) whether they derive income from agriculture, b) whether they commute, work locally or have some other status (e.g. retiree household or extra-regional commuter), and in some cases c) according to their income level. In contrast, the commodity accounts are kept identical across the whole study region. In other words, spatially distinct activities and households consume commodities whose geographic source is not directly observable from the matrix. Also important in terms of interpreting the data in the SAM and associated CGE model, the Rest of the World (RoW) account covers transactions with both the rest of the national economy and foreign imports/exports. 

Table 3.3  The Basic TERA SAM Structure

	
	
	Production sectors
	
	Factors
	Households
	
	
	
	
	

	
	
	Urban
	Rural
	Commod-ities
	Urban
	Rural
	Urban
	Rural
	Govern

-ment
	Capital
	Tourists
	Rest of World
	Total

	Production sectors
	Urban
	
	
	Marketed output
	
	
	Home consumed goods
	
	
	
	
	
	Urban gross output (basic prices)

	
	Rural 
	
	
	Marketed output
	
	
	
	Home consumed goods
	
	
	
	
	Rural gross output (basic prices)

	
	Commod-ities
	Intermediate inputs
	Intermediate inputs
	Transaction costs
	
	
	Consumption expenditure
	Consumption expenditure
	Government consump-tion
	GFCF plus change in stocks
	Tourist expend-iture
	Exports
	Demand

(purchaser prices)

	Factors
	Urban
	Value added
	
	
	Factor income
	Factor income
	
	
	
	
	
	
	Urban factor income

	
	Rural 
	
	Value added
	
	Factor income
	Factor income
	
	
	
	
	
	
	Rural factor income

	House

-holds
	Urban
	
	
	
	
	
	Inter-household transfers
	Inter-household transfers
	Transfers to urban households
	
	
	Factor and transfer income from RoW
	Urban household income

	
	Rural 
	
	
	
	
	
	Inter-household transfers
	Inter-household transfers
	Transfers to rural households
	
	
	Factor and transfer income from RoW
	Rural household income

	
	Govern-ment
	Activity taxes
	
	Sales taxes
	Factor taxes
	Factor taxes
	Direct taxes
	Direct taxes
	
	
	
	Transfer to Government from RoW
	Government income

	
	Capital
	
	
	
	
	
	Savings
	Savings
	Government savings
	
	
	Foreign savings
	Savings

	
	Tourists
	
	
	
	
	
	
	
	
	
	
	Transfer to tourists
	Income used by tourists 

	
	Rest of World (RoW)
	
	
	Imports
	Factor income to RoW
	Factor income to RoW
	
	
	Government transfers to RoW
	
	
	
	Foreign exchange outflow

	
	Total
	Urban gross input  (basic prices)
	Rural gross input (basic prices)
	Supply (purchaser prices)
	Urban factor expend-itures
	Rural factor expend-itures
	Urban household expenditures
	Rural household expenditures
	Government expenditures
	Investment
	Tourist expend-iture
	Foreign exchange inflow
	


The Social Accounting Matrices (SAMs) constructed for the purposes of the TERA case study areas were specifically designed to capture urban-rural linkages, and include a number of distinguishing features within the above framework. These features are outlined in more detail below, with some indication of country-to-country variations (but see also Chapter 4).

(i) Production

Production is based around “activities” (the entities that carry out production), where each (spatially distinct) activity produces one or more “commodities” (shown by activity row entries in the commodity columns). Each activity uses commodities as intermediate inputs and (spatially distinct) factors of production and pays (net) activity taxes. In the commodity columns, payments to domestic activities constitute marketed outputs, while payments to the rest of the world (RoW) refer to the purchasing of imports. This structure is important for the operation of the CGE model described below, as it allows imports to be treated as perfect or imperfect substitutes vis-à-vis domestic production.  

 Two of the TERA case study areas (Greece, Latvia) had significant levels of home consumption. Following convention, this was entered in the SAM as a flow direct from the relevant producing activity to the household type concerned (in this case, the producer). Home-consumed goods were valued at basic prices and did not enter the commodity markets. In order to incorporate such output in the CGE model, additional information was supplied on the type of commodities being home-consumed. 

In some cases (Scotland, Latvia and Finland), two transport sectors are distinguished (rural and urban), while in the others (Greece, Italy and Czech Republic) there is a combined transport sector. 

Finally, it is important to note that expenditures of the activities accounts are valued at producer prices (net of distribution margins) while the transactions in the commodity accounts in the SAM are valued at market prices via the inclusion of an explicit “marketing margins” account.

(ii) Factors

In the TERA SAMs, the factors of production constitute labour, land and capital, all of which are spatially disaggregated according to place of use. As land is distinguished separately across the urban and rural areas, this allows equilibrium rent differentials to be incorporated. Labour factors are differentiated not only according to location but also by skill category (e.g. skilled urban, unskilled urban, skilled rural, unskilled rural), in order to allow the exploration of a range of assumptions about labour mobility across locations and activities. 

(iii) Households

In all of the case study SAMs, households are not only spatially differentiated, but are also distinguished according to whether they commute, work locally or have some other status (e.g. retiree household or extra-regional commuter etc.). Additionally, the Greek SAM distinguishes households by income level. 

Each household account receives its income from the factors of production (cells in the factor columns and the household rows) plus any transfers from government and the rest of the world. The columns of the household accounts show expenditure on commodities, housing services, intra-household transfers and remittances to the rest of the world. Household income tax payments are made to the income tax account, while savings are reserved in the savings-investment account.  

In addition to the household accounts described above, the TERA SAMs all include a tourist account and agricultural household account. The former institutional category was included so as to indicate the relative importance of tourism expenditure in each region, and relates to tourists or day visitors from outside the region who spend money on commodities in the region but whose source of income for this expenditure is external (i.e. from the Rest of the World). The agricultural household account was included in order to model the effects of CAP reform, and in particular the decoupling of CAP support in each study area. For more discussion, see Pouliakis et al. (2006). For this purpose, the income and expenditures of farm households were disaggregated (generally using secondary sources) from the rural household categories in the SAM.  

Finally, two of the SAMS (Finland and Latvia) distinguish a Non-Profit Institutions Serving Households (NPISH) account, for bodies such as charities, universities, churches, trade unions or clubs.

(iv) Government

In the TERA SAMs, local and central governments are aggregated into a core government account, which receives income from the tax accounts: net activity taxes (from production sectors), direct taxes (from households), indirect taxes (from commodities) and transfers from the rest of the world (RoW). It spends on commodities, and makes transfers to other institutions and the RoW, with the residual entered in the savings row of the matrix. As discussed further below, tax rates in the CGE models are set equal to the base-year values by sector, household, and commodity.

(v) Rest of the World (RoW) and Savings-Investment

In the regional TERA SAMs, the ROW covers transactions with both the rest of the national economy and foreign imports/exports. The RoW supplies imports, demands exports and also pays and receives various types of transfer payments. Savings made in the regional economy are balanced with investment disaggregated by commodity. The balance is completed by the transfer or receipt to the Rest of the World. Because of the size of the regions and the combined nature of the government and RoW accounts in the model, the interpretation of the residuals is more complex than in national CGE models where these values have a standard economic interpretation.

The precise choice of accounts distinguished in each SAM was determined by a mixture of available data, the desire for the matrices to reflect the key characteristics of the study areas, and the intention of using the SAM for specific analyses later in the TERA project. Despite the differences, it is considered that the SAMs are sufficiently similar in structure and level of aggregation to make meaningful comparisons.

3.2.1.3 The TERA CGE models

As described by Phimister et al. (2006), the IFPRI framework [Lofgren et al. (2002)] used for the CGE model of the TERA project was altered in a manner that makes it consistent with the given SAMs of the partner countries. Once the model is calibrated using the SAM information, model solution replicates all of the payments in the SAM.

The standard CGE model comprises of a set of linear and non-linear simultaneous equations. Production and consumption behaviour is captured by a number of non-linear profit and utility-maximization conditions. A set of constraints also have to be satisfied by the system as a whole, covering markets (for factors and commodities) and macroeconomic aggregates (balances for Savings-Investment, the government, the current account and the RoW). The basic components and key features of the model are summarized below in verbal form; see Lofgren et al. (2002) for a full mathematical statement of the model.

(i) Production behaviour

Production is based around activities, where each activity is based in either the rural or urban part of the region and produces one or more commodities in fixed proportions per unit of activity (shown by activity row entries in the commodity columns of the SAMs). This structure allows for multiple outputs (see above).   

Production is modelled as a two-layered structure (see Figure 3.1). At the top level, technology is specified by a constant elasticity of substitution (CES) function of the quantities of value-added and aggregate intermediate input. At the bottom level, each activity uses composite commodities as intermediate inputs, where intermediate demand is determined using fixed Input-Output (I-O) coefficients. Value added is a CES function defined over factors of production which are spatially specific. Profit-maximizing behaviour is assumed, where profit is defined as the difference between the revenue earned and the cost of factors and intermediate inputs.

(ii) Factor markets

Profit maximization implies a derived demand for the factors of production up to the point where the marginal revenue product of the factor is equal to the factor price (wage for labour, rent for land, interest for capital). Factor payments accrue to the owners of the factors (i.e. households), as reflected in the base SAMs. 

Depending on the specific nature of the economy, alternative mechanisms for equilibrating supplies and demands in factor markets can be selected. These may range from assuming the economy-wide wage rate to be perfectly flexible, to allowing for unemployment or for segmented factor markets. These decisions form part of the model closure rules and are discussed further below. 

Figure 3.1 Production Technology
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(iii) Commodity markets

Apart from home-consumed goods and services (see above), commodities (either domestically produced or imported) enter markets, and activity-specific commodity prices serve to clear the implicit market for each disaggregated commodity. As shown in Figure 3.2, at the first stage aggregate domestic output is produced from the (imperfectly substitutable) output of different (spatially distinct) activities of a given commodity, according to a standard CES function. At the next stage, the aggregated domestic output is split into the quantity of domestic output sold domestically and that exported via a constant elasticity of transformation (CET) function. 

As is widely practised in the CGE literature, a so-called Armington function is used to prevent “over-specialization” in the modelled economy. This approach assumes imperfect substitutability between imports, exports and domestic commodities [Lofgren et al. (2002), p. 11]. Thus, all domestic market demands are assumed to be for a composite commodity made up of imports and domestic output, as captured by a CES aggregation function.  Importantly, reflecting the size of the regions being analysed, the model assumes that export and import demands in international markets are infinitely elastic at given world prices. Flexible prices are assumed to equilibrate demands and supplies of domestically marketed domestic output.

Figure 3.2 Commodity Flows

[image: image15.jpg]Table 7: Decrease of trade costs: Productivity gains for the 6 regions (average across the
16 sectors) considered in the Czech Republic

Region % gain_in_productivity
Jesenik 2.056
Olomouc 0.767
Sumperk 1.110
Bruntal 1.916
Opava 1.266
Ostrava 0.059
Average 1.196




[image: image16.jpg]Table 8: Decrease of trade costs: Productivity gains for Bruntal across the 16 sectors

Industry % gain in productivity
Food beverages and tobacco 1.569
Textiles 3.153
Wearing apparel except footwear 2.183
Leather products and footwear 3.077
Wood products except furniture 1.296
Paper products 2.118
Printing and Publishing 0.715
Petroleum and coal 0.667
Chemicals 2.116
Rubber and plastic 1.919
Other non-metallic mineral products 1.600
Metallic products and Fabricated metal products 1.984
Food beverages and tobacco 2.190
Professional and scientific equipment and Electric machinery 2.297
Transport equipment 2.108
Other manufacturing 1.656
Average 1.916




[image: image17.jpg]Table 19: Increase in local population: Productivity gains across sectors

Industry % gain in productivity
Food beverages and tobacco 1.226
Textiles 1.155
Wearing apparel except footwear 1.291
Leather products and footwear 1.129
Wood products except furniture 1.101
Paper products 1.238
Printing and Publishing 1.231
Petroleum and coal 1.363
Chemicals 1.288
Rubber and plastic 1.122
Other non-metallic mineral products 1.181
Metallic products 1.167
Fabricated metal products 1.102
Machinery except electrical 1.129
Electric machinery 1.249
Professional and scientific equipment 1.277
Transport equipment 1.208
Other manufacturing 1.189
Average 1.203




[image: image18.jpg]Table 18: Decrease of trade costs: Productivity gains for the region of Latgale across the 18 sectors

Industry % gain in productivity
Food beverages and tobacco 0.000
Textiles 0.002
Wearing apparel except footwear 0.002
Leather products and footwear 0.001
Wood products except furniture 0.000
Paper products 0.001
Printing and Publishing 0.000
Petroleum and coal 0.000
Chemicals 0.001
Rubber and plastic 0.000
Other non-metallic mineral products 0.000
Metallic products 0.000
Fabricated metal products 0.000
Machinery except electrical 0.000
Electric machinery 0.003
Professional and scientific equipment 0.001
Transport equipment 0.001
Other manufacturing 0.000
Average 0.013





[image: image19.jpg]Table 17: Decrease of trade costs: Productivity gains for the 5 regions (average across the 18
sectors) considered in Latvia

Region % gain in productivity
Kurzeme 9.639
Latgale 0.013
Riga-Pierigas 8.461
Vidzeme -0.436
Zemgale -4.309
Average 2.674





[image: image20.jpg]Table 16: Decrease of trade costs: Productivity gains for the Po Plain area (Ferrara) across the 18
sectors

Industry % _gain _in productivity
Food beverages and tobacco 0.792
Textiles 0.095
Wearing apparel except footwear 0.764
Leather products and footwear 0.187
Wood products except furniture 0.734
Paper products 0.769
Printing and Publishing 0.601
Petroleum and coal 0.583
Chemicals 0.778
Rubber and plastic 0.759
Other non-metallic mineral products 0.784
Metallic products 0.730
Fabricated metal products 0.761
Machinery except electrical 0.719
Electric machinery 0.504
Professional and scientifi ¢ equipment 0.804
Transport equipment 0.763
Other manufacturing 0.788
Average 0.662





[image: image21.jpg]Table 15: Decrease of trade costs: Productivity gains for the 12 regions (average across the 18
sectors) considered in Italy

Region % gain in productivity
Mantova 1.421
Verona 0.497
Rovigo 1.321
Piacenza 1.309
Parma 2.354
Reggio Emilia 2.884
Modena 0.390
Bologna 3.855
Ferrara 0.662
Ravenna 9.360
Forli-Cesena -0.526
Rimini 0.333
Average 1.988




[image: image22.jpg]Table 14: Decrease of trade costs: Productivity gains for Archanes across the 18 sectors

Industry % gain _in_productivity
Food beverages and tobacco 4.004
Textiles 4.592
Wearing apparel except footwear 4.827
Leather products and footwear 5.321
Wood products except furniture 3.435
Paper products 4.657
Printing and Publishing 2.531
Petroleum and coal 2.612
Chemicals 4.751
Rubber and plastic 4.244
Other non-metallic mineral products 3.969
Metallic products 4.617
Fabricated metal products 4.050
Machinery except electrical 4.536
Electric machinery 5.286
Professional and scientific equipment 4.491
Transport equipment 5.432
Other manufacturing 4.051
Average 4.300




[image: image23.jpg]Table 13: Decrease of trade costs: Productivity gains for the 7 regions (average
across the 18 sectors) considered in Greece

Region % gain in_productivity
Archanes 4.300
Arkaloxori 6.234
City of Heraklion 0.371
Kasteli 6.927
N. Kazantzakis 4.630
Temenos 5.455
Thrapsano 5.320
Average 4.748






(iv) Institutions

In the CGE model, institutions are represented by households, the government and the RoW. Households receive income from factors (in proportions fixed at the base-year level for each study area), and transfers from the government and the RoW, and use their income to pay direct taxes, save, consume, and make transfers to other institutions. The income that remains after taxes, savings and institutional transfers is spent on the consumption of marketed commodities. With the exclusion of home consumption, household consumption is allocated across different commodities according to linear expenditure system (LES) demand functions, derived from maximization of a Stone-Geary utility function [Lofgren et al. (2002), p. 10]  

The government collects taxes (direct taxes from households, activity taxes from production sectors, indirect taxes on commodities, and transfers from RoW) and receives transfers from other institutions. It then uses this income to purchase commodities for its consumption and for transfers to other institutions. Government savings are the residual given by the difference between government income and spending.

Finally, from the (combined) RoW account one can deduce the amount of “foreign” savings (or the current account deficit) as the difference between spending and receipts by the Rest of the World. 

3.2.2  NEG modelling  

The basic structure of NEG-models is a set-up involving two regions, two sectors (manufacturing and agriculture) and two specific factors (labour and land, or physical capital and labour), as in Krugman (1991a, 1991b). Both goods are tradable across regions, where trade of agricultural goods is costless and manufacturing goods trade is subject to some ‘iceberg’ transport cost, following Samuelson (1952) and (1954). By allowing for interregional mobility of labour induced by real wage differentials across regions, a core-periphery structure develops. Consequently, one of the regions ends up as the industrial core attracting all the manufacturing goods production. The remaining region becomes the agricultural periphery, supplying the core region with agricultural products and covering all its demand for manufacturing goods via imports from the core. Put differently, only the immobile sector, or respectively, the immobile factor, remains in the periphery. This result is the outcome of a process of cumulative causation, where additional firms in the (prospective) core attract additional workers from the (prospective) periphery due to higher wages, who in turn attract more firms due to increasing demand. An additional force leads workers to move to the region with many firms: the Dixit and Stiglitz (1977) ‘love of variety’. Consumers want to have as many different product varieties as possible. In technical terms, the utility function is a symmetric constant elasticity of substitution (CES) function of a bundle of differentiated products. The overall process only ends when one region contains the entire endowment of the mobile factor. 

The engine of the process is the complex, highly non-linear, working of a set of crucial parameters that ultimately determine the emergence and the replication of agglomeration or dispersion patterns (the so-called "core-periphery" patterns). In the basic versions, this set of parameters is constituted by transport costs, the degree of scale economies, and the share of manufacturing. 
Having considered the possibility of developing a portion of the TERA project along NEG lines, we decided to extend the basic model in order to be able to analyze some specific issues of the project. We decided to pick out two of these, i.e. “infrastructure” and “commuting”, both extremely relevant for the periphery. 

Thus, two extensions of the basic NEG-model were built: 

(i) a framework with corporate taxation where taxes are used to finance publicly provided infrastructure and/or to provide lump-sum transfers to consumers; 

(ii) a model introducing commuting as an additional form of/for people to be mobile, accompanied by housing costs as the corresponding centrifugal force. 

As anticipated, a third model, belonging to the New-NEG stream and already in existence, was also used for TERA. 

3.2.2.1 The first NEG model

As was recalled in Section 3.2.2, one of the most interesting and puzzling elements of any NEG-type model is the role of transport-costs. The problem of infrastructure – to which transport costs are strictly linked – is one of the most relevant for marginal areas: according to the European Commission, transport infrastructure improvements play a key role in the efforts to reduce regional and social disparities in the European Union. Since another element relevant for TERA is policy action, we aimed to combine the two in analysing the problem of spatial connections among centre and periphery. Thus, our modelling choice was to insert into the NEG picture a public sector whose action is to collect local taxation with the aim of building infrastructure. 

In the recent NEG literature, there are several theoretical and empirical contributions investigating public finance and taxation-related problems [Andersson and Forslid (2003), Baldwin et al. (2003), and Baldwin and Krugman (2004)]. There are also several contributions about the modelling of transport costs [Samuelson (1952, 1954), Bottazzi and Ottaviano (1996), Anderson and van Wincoop (2004), Duranton and Storper (2005)].  However, in all these contributions, transport costs are still given exogenously. 

Our contribution hypothesizes a regional government who collects distortionary taxes via a corporate sales tax, so as to finance investment in public infrastructure, which in turn decrease transport costs. 

By so doing, we are also modelling endogenous transport costs. The endogenization of transport costs comes in two steps. First, introducing a corporate sales tax generates revenues for the regions. Regional governments allocate these tax revenues between infrastructure investments and lump-sum transfers to their respective region's population. Second, the infrastructure is being built using the same production technology as for the manufactured good. The quantity of infrastructure provided is weighted by a scaling and efficiency parameter which determines the amount by which the transport costs are being reduced. These reduced transport costs, of course, influence the firms' decisions on location and trade.

Publicly provided and tax-financed infrastructure might mean different things and not just, say, better roads reducing travel time and hence physical transport costs between places. Thus, we interpret our endogenous transport costs more generally as trade costs. This is especially important in our model since regional public authorities usually do not have the opportunity to influence 'pure' transport costs, but they can try to improve their region's general competitive position. 

The use of this model for simulations with the actual data of the TERA study areas provides interesting insights on how local authority decisions concerning taxation and public investment can shape the industrial and rural environment. Of course, a clear limitation is that public financial systems differ considerably across countries, and a marked degree of fiscal federalism (which would best correspond to the present analysis) is lacking almost everywhere. However, many countries are taking significant steps in this direction, and this framework may therefore turn out to be a useful tool in this policy discussion.

Since having both elements together – public sector and endogenous transport costs – is a theoretical novelty, and since also an applied perspective is in itself a rather novel feature in the NEG approach and literature, we otherwise relied upon the very basic and consolidated Krugman 1991 model. 

The model was used for a number of standard theoretical simulations in order to verify its consistency and robustness. The main results are as follows:

· the introduction of costly public investment in infrastructure leads to the emergence of more pronounced agglomeration patterns: the core-periphery pattern becomes sustainable (i.e. does not collapse to total agglomeration) for a wider range of initial trade costs. This result confirms the findings of Andersson and Forslid (2003) and Baldwin et al. (2003), although obtained in different settings. Varying the tax rate (or the fraction of public revenue that the policy maker chooses to devote to infrastructure) renders the agglomeration equilibrium even more sustainable, provided that the tax rate does not become too high. The stability of the core-periphery equilibrium is further supported by the fact that tax revenue is maximized when one of the regions hosts approximately 75% of the manufacturing industries;

· lower trade costs due to public infrastructure investments also influence regional disparities. This also confirms Baldwin et al. (2003, Ch. 17) when adding that increased spatial concentration subsequently leads to higher growth in the whole economy (i.e., also in the periphery), and to a decrease in nominal income inequalities between the centre and the periphery. Since the price index of manufacturing goods decreases, and decreases too in the periphery despite hosting less firms, a reduction of transport costs in rural areas leads to an improvement in rural development, as Kilkenny (1998) found; 

· free-riding for a smaller, or a peripheral region, is beneficial. A region which should be better connected to central regions by implementing regional policy measures, should not contribute to public infrastructure investments if initially the trade costs are high (i.e., before implementing any policy measures). This is due to the fact that the free-riding region keeps its tax revenues within the region and generates additional income through the lump-sum redistribution of the tax revenues to its population. A better infrastructure, although financed by a different region, develops the connections between those regions such that it becomes possible also for the more remotely located region to attract additional firms; 

· the higher the initial trade costs are, the larger the absolute effect of infrastructure and thus the larger the reduction of trade costs will be. Hence, the absolute decrease of trade costs caused by infrastructure investments is higher if the initial impediments to trade are high. In other words, for regions being rather remote from economic centres and having high interregional impediments to trade, it makes more sense to strengthen the infrastructure network than for quite integrated or centrally located regions where trade costs are already quite low.

3.2.2.2   The second NEG model

Previous NEG literature has only paid rather scant attention to commuting in its theoretical models, since the scope of the NEG-models is somewhat larger, i.e. they are dealing with larger geographical units (regions) where commuting is thought to be of low importance. The urban economics literature, on the other hand, deals extensively with commuting. Here, commuting is viewed as occurring mainly inside cities, as for instance between residential zones and the central business district, or investigated in its importance in terms of city-structure and city-formation. Notable exceptions are Ottaviano et al. (2002), Tabuchi and Thisse (2006) and Murata and Thisse (2005), who implement the urban economics approach of modelling commuting in analytically solvable NEG frameworks.

Our approach is somewhat different since it aims at sticking to the NEG literature in terms of the modelling setup, though attempting at introducing some urban features.

The model built for our second extension departs from the basic NEG-Krugman model more than the first. There are three sectors, three goods (agriculture, manufacturing, services), three factors (land, unskilled labour, skilled labour) and two regions. Land is immobile and intensively used for producing the agricultural good, as well as being an input for the manufacturing good. Unskilled labour is intensively used in manufacturing goods production, but also for services. Skilled labour is a factor specific to the services sector. Furthermore, each consumer (= worker) is required to consume one unit of land in order to cover his housing demand. All the other assumptions of the model (for instance, the monopolistic competition framework) are as in the standard NEG models of the literature. The agricultural good is produced under perfect competition and constant returns to scale, as well as the services, whereas the manufacturing goods sector faces monopolistic competition and increasing returns to scale. Additionally, services are region-specific goods, i.e. they may not be traded across regions. The opportunity to commute is introduced in as simple a way as possible. Workers choose to commute if the wage they obtain in the other region net of commuting costs (which are modelled as a percentage of the nominal wage) is higher than the wage they obtain in their home region. If not, they are still left with the choice to migrate as in the original NEG model without  incurring any further cost. Other than non-commuters, commuting workers have the opportunity to consume some services at their place of work (e.g. eating lunch outside, or going to the hairdresser).

The model was simulated only theoretically under three different scenarios reflecting three different “mobility” of workers: (i) unskilled labour only may migrate; (ii) skilled labour only may migrate; (iii) both types of labour may migrate. Within each of these scenarios, commuting was ruled out or allowed for both types of workers in a similar fashion. The introduction of commuting and housing costs as two additional opposing centripetal and centrifugal forces into a NEG-type model allows us to disentangle the agglomeration of firms and people. 

The main results can be summarized as follows:

· The different types of labour mobility yield core-periphery patterns which depart from the standard NEG predictions: agglomeration of firms becomes less pronounced than that of workers. This is due to the introduction of commuting as an additional form of mobility. Commuting allows workers to continue living in agglomerations and enjoying the benefits of better market access, despite high housing costs, since they may choose to commute to another place (another region) where they receive higher net-of-commuting-costs wages, which in turn enables them to cover the high housing costs at their place of living. This observation is especially true for skilled workers, who generally are more mobile than unskilled workers, which has been frequently observed in the literature. This is also confirmed in the present model, where skilled labour mobility leads to a stronger agglomeration pattern (i.e. greater degree of concentration) than unskilled labour mobility. 

· On the other hand, the same high degree of mobility of skilled labour may also show beneficial effects for the peripheral region, in so far as it counterbalances high transport costs. In this case, agglomeration would occur and housing costs would rise as the agglomeration becomes bigger, eventually even outweighing the advantages of having access to a large market:  incentives for people to re-disperse may rise again. 

In terms of policy-making, this would mean that a good transport network and mobile industry workers would increase the chances of the periphery to attract firms and in turn also additional workers, even if the skilled workers from the periphery commute away. 

3.2.2.3   The New-NEG model

In parallel with the NEG analysis, we decided to apply to the TERA study areas a model which is still of the same nature in so far as it is a trade model with imperfect competition and aims at capturing what happens to firms when integration goes on. It is not a model centred on location of firms, or the core-periphery pattern, but it has interesting implications for periphery since it predicts if the periphery would gain or not, in terms of the performance of the manufacturing located there, in presence of  integration policies. 

External to the TERA project, Corcos et al. (2007) provided evidence that this model is also useful for regional trade policies being able to provide policy prescriptions, and that it performs well in replicating observed data. In Corcos (2007) the original data-set “was modified by breaking up one country (France) into a collection of 21 (NUTS2) regional economies trading with EU partners and with each other [……]. Focussing on France allows us to study the effect of intra-national trade in a large European country. To the best of our knowledge, this paper offers the first analysis of the firm selection effect on comparable individual panel data across sub-national economies” [ibidem, p. 3, italics added]. 

The starting point is that, with heterogeneous firms, international trade integration has a positive impact on aggregate productivity through the selection of the best firms  [Bernard et al. (2003); Melitz (2003)]. The reason is a combination of import competition and export market access. On the one hand, as lower trade costs allow foreign producers to target domestic markets, the operating profits of domestic firms in those markets shrink whatever their productivities. On the other hand, some domestic firms gain access to foreign markets and get additional profits from their foreign ventures. These firms are productive enough to cope with the additional costs of foreign activity (such as those due to transportation and remaining administrative duties or institutional and cultural barriers). 

Finally, firms with intermediate levels of productivity also survive but, not being productive enough to access foreign markets, are relegated to home sales only, and their market shares fall. Since international trade integration eliminates the least productive firms, average productivity grows through the reallocation of productive resources from less to more efficient producers. The theoretical results of the model identify trade costs and market accessibility as the crucial factors determining the productivity gains and losses.

Chapter 4

Data Collection 

This chapter is devoted to the collection of data for the construction of TERA study area specific CGE and NEG models able to assess the effects of territorial factors on the development of enterprises in remote rural areas. The TERA study areas each consist of an “urban” centre and a surrounding “rural” or “peripheral” area, as follows: 

· Italy: Ferrara and the rural “agrotowns” of the “Basso Ferrarese” 

· Scotland UK: Inverness and the surrounding East Highland region

· Finland: Joensuu and the area of North Karelia

· Greece: Heraklion and the municipality of Archanes

· Latvia: Rezekne and the Latgale region

· Czech Republic: Ostrava and the district of Bruntal.

In its preparatory stages, the TERA project devoted a lot of effort to considering the best procedure to be applied to information collection. The list of Materials for Deliverables in WP4 - uploaded in the TERA project web site and available upon request - is long and dense and relates to the connection between the SAMs and the CGE models, the GRIT methodology, the regionalization of a national commodity-by-industry input-output table, the identification of critical sectors for superior data collection, and theoretical and practical issues related to business and household surveys. The information collection procedure mainly relied upon a detailed scoping of each study area where issues such as the economic and social significance of sectors, trends in sectoral growth and recent policy developments were identified through relevant reports as well as through contacts with local stakeholders. 

Data collection was mostly based on survey work on enterprises and households, supplemented by secondary sources. The survey questionnaires, written for the purpose, included information on issues such as market structures, production and consumption patterns, transport costs, prices and factor mobility. Secondary sources – including official ones where available at this scale – were used for the collection of data on items such as natural resources and distances.

The data collected was mainly targeted to the construction of the Social Accounting Matrices (SAMs), which, as described in Chapter 3 of this Final Report, are a necessary ingredient of any CGE model. However, a SAM is also a good data base for other models insofar as it contains reliable empirical and consistent information. Thus, the TERA NEG models also relied on it, as well as on official national statistics, and other data-banks. 

The field-work for “superior” primary information involved two surveys: a business survey (generating information on local and bi-regional economic structures, production and consumption functions of local firms, market structures, transport costs and factor mobility) and a household survey (aimed at more details on private expenditure, transport cost, commuting and mobility). Further details are provided below, and more fully in the TERA Deliverables No. 6 and No. 7, especially in their respective  Appendices.

The procedures and methods utilized drew on several research papers produced in the context of TERA: Phimister et al. (2005); Ciobanu and Psaltopoulos (2006) on the GRIT methodology; Balamou (2006) on the identification of critical sectors for superior data collection; Fiallo-Pantziou and Rouvali (2006) on theoretical and practical issues related to business and households surveys; Roberts, Balamou and Psaltopoulos in Pouliakas et al. (2008) on SAM mechanical regionalization procedures and Balamou (2007) on the regionalization of a national commodity-by-industry input-output table. However, data collection procedures were ultimately specific to the each TERA study area [see National Reports by Galassi (2006); Ververidis et al. (2006); Hyytia and Kola (2006); Rouvali et al. (2006); Saktina (2006); Bednarikova (2006)]. 

4.1  Data Collection for the CGE Models

4.1.1 Businesses

  4.1.1.1 The survey samples

The selection of target sectors for the business surveys was mainly based on two criteria:

· the importance of the sector within the structure of the local economy of each study area;

· the importance of particular sectors of interest to TERA.

As far as the populations used for the business surveys is concerned, sources differed from country to country. In Italy, the local official registers - the Chamber of Commerce, Industry, Artisanship and Agriculture – were used since the law requires all “productive units” (defined as physical or legal persons providing goods or service for sale) in any sector to register. In Scotland, the basic secondary information by employment size and broad industrial groups was provided by the Annual Business Inquiry-Workplace Analysis, i.e. the Office of National Statistics, supplemented by other sources including local business directories. Finland used three different sources: i) the business registry provided by Statistics Finland, which operates under the Ministry of Finance; ii) a local business registry provided by official public sources; iii) a private data-base on small rural enterprises. Greece relied upon the local public registers for firms, the National Statistical Service Census and the Local Development Agency for farmers. In Latvia, the basic information came from the Central Statistical Bureau, which unfortunately does not include very small farms (such as semi-subsistence farms), which are not obliged to be registered unless they apply for investment support. The Czech Republic used a private source – the Albertina database – provided by the FOCUS agency, since the Czech statistical office provides statistics which, unfortunately, did not cover TERA data requirements.
Each country adopted a sampling procedure, which was rather uniform insofar as it consisted of random sampling from a stratified sample based mainly on firm numbers, size and location criteria. However, the stratification criteria were not the same across countries, so as to reflect area-specific characteristic. Further data collection procedures were expertly modified so as to make best use of the availability of data from other sources. 

The overall number of firms surveyed was quite similar from partner to partner, though some differences exist due to the specificities of the six study areas (see Table 4.1). Consequently, the sampling procedure did not coincide insofar as different economic features required different and more suitable statistical tools.

Table 4.1   Numbers of Firms Surveyed, by Country and Urban and Rural Area

	Country
	Number of firms
	Urban environment

(centre)
	Rural environment

(periphery)

	Italy
	250
	100
	150

	Scotland
	100
	52
	48

	Finland
	318
	163
	155

	Greece
	332
	260
	72

	Latvia
	145
	70
	75

	Czech Republic
	234
	106
	128


The Italian team selected stratified sampling by location, sector and corporate form, followed by simple random sampling in each category until a structure of firms that was as close as possible to the overall population-structure was obtained. Once the sample was obtained, the personnel of the Provincial statistical office were asked to check whether any important sector in the local economy had been left out or significantly under-represented. This could potentially happen if a sector happened to consist of a small number of large firms. With one exception (a large chemical firm, which was added), this was believed not to be the case, so that the sampling procedure was considered to have yielded an accurate image of the local economy.

The Scottish partner employed a stratified sample of 100 firms (52 in the urban area and 48 in the rural zone) by size to reflect the distribution of firms across economic sectors in each sub area (urban and rural). Sector size was measured by employment and number of firms. The survey sample was drawn so as to ensure a high coverage of economic activity in both parts of the East Highlands, and particular attention was paid to critical local sectors. In the case of the agricultural sector, the decision was made not to survey individual enterprises but instead to rely on data provided by the Scottish Executive. Very good secondary data on the income and expenditures of farmers in Scotland by farm type, farm size and, to some extent, by region, is collected annually and inserted into the EU-wide Farm Accountancy Data Network (FADN).

In Finland, firms were first stratified into rural and urban enterprises and then according to their industrial categories and sizes. The urban sample ended up with 163 firms. In the rural area, the small enterprise sample was a convenience sample because it was selected from a private register with the aim of emphasizing tourism, other services and food manufacturing. The rural sample included 155 firms.

The Greek team stratified firms into rural and urban ones and further according to industrial sectors. The selection of specific sectors, and not the entire sectors that the population is categorized in, was a basic feature of the procedure related to the characteristics of the GRIT methodology. The Greek sample size was 72 firms from the rural area and 260 from the urban area.  In the case of agriculture, the decision was made not to survey individual enterprises but instead to rely on data provided by the study area Farmers Cooperative.
In Latvia, 145 firms were stratified first to rural and urban categories  – 75 rural and 70 urban – and further according to their detailed location. 

In Czech Republic, the sample size was specified as 200 firms, 100 represented by firms in the urban area and the other 100 by firms from the rural one. The stratification criteria were both the industrial classification of economic activity and the number of employees. The rule of the thumb applied to the business surveys was to try to secure responses from firms that accounted for at least 25% of regional employment, or firms that dominate regional output/employment. It was also important to survey not only private firms but also those in the public sector - bodies such as health service providers, schools, local authorities etc. since they tend to be highly significant in terms of employment and local expenditure.

   4.1.1.2 The questionnaires 

TERA business surveys were conducted, after notice, face-to-face with business owners and/or accountants, using a structured questionnaire. The questionnaire for the business survey was based on a previously one used by the Scottish partner, and proved very effective.  It was also informed by work done by the Patras team in developing questions to collect information required for the NEG models of the TERA project (see Section 4.3). The business questionnaire aimed at generating information on local and bi-regional economic structures, production and consumption functions of local firms, market structures, transport costs and factor mobility. In more detail, the structure of the business questionnaire consisted of sections on: Firm General Information, Employment, Purchases of Input, Output Sales, Transport Costs, Capital Expenditure, plus a section on Other Firm Background Questions [Fiallo-Pantziou, E. and A. Rouvali (2006)]. 

The response rates, and thus to the effective amount of information obtained, varied among the partners. In fact, Italy had a 31% response rate (i.e., the Italian firms providing information were 78: 22 from the urban area and 56 from the rural one). The Scottish partners continued sampling until they achieved their target sample size of 100 firms (52 urban and 48 rural) with the required characteristics in terms of sector, size and location. Finland had a total of 40.3% response rate (i.e., the Finnish firms providing information were 128: 48 urban and 80 rural). Greece had a 83% response rate, ending up with 276 firms (215 urban and 61 rural). The Latvian team reached the original selected sample size making 145 face-to-face interviews (70 to urban firms and 75 to rural ones). The Czech Republic had a 54% response rate, but it ended up with 234 firms (128 urban and 106 rural) respondent instead of the planned 200 since the researchers enlarged the sample to 433 firms. 

Thus, 961 firms on overall provided information to TERA, of which 535 were located in an urban area and 426 in a rural one.

  4.1.2. Households

  4.1.2.1 The survey samples

As in the case of the business survey, the purpose of the household survey was to inform the SAM construction process (in terms of indicating which types of households should be distinguished in the matrix) and to provide the basis for “superiorisation” of mechanically generated SAM. The sampling frame for the household survey was derived from public or private services in the study areas, according to the availability of the pieces of information. As in the business survey case, the procedures adopted by the partners differed substantially as a consequence of the pronounced differences in the availability of statistical records and also in the cultural attitudes of the populations towards being approached and interviewed.

More specifically, the Italian partner used up-to-date demographic records (of the year 2005) kept by the provincial Statistical Office, which receives in real time population movement information from each municipality. Since the population for both rural and urban areas is scattered over a wide district with a large number of “agro-towns”, which makes extremely resource consuming to carry out interviews, the Italian team relied on local mayors’ offices. These were extremely helpful also in providing a personal introduction to individuals who might be willing to take part in a survey such as this one. 
In Scotland, the register of electors for the study area was used, in order to attain information on the population of households in the East Highlands, as it is the most comprehensive source of information on households available for the region, providing names of all adults eligible to vote in national and local elections and their full postal addresses. 

Finland used information from the Population Register Centre that operates under the Ministry of Interior. It develops and maintains the Finnish population information system, which provides data to the administrative authorities and courts of law and for statistical and research purposes. The registration of information is based on the notifications by the Finnish authorities and citizens. These notifications are prescribed by law. Thus, this sampling frame can be considered accurate, adequate and updated enough for our purposes. Finland ended up to a random sample without stratification. 

The Greek partner obtained the information on the local population in two different ways for the two sub-areas. The Municipality of Archanes (rural area) provided a list of households with water supply bills, and the Municipality of Heraklion (urban area) provided a list of households in terms of 25 zones categorized by area post-codes (including streets and number of streets). The sample was then selected by repeated systematic sampling for the rural area. For the urban area, simple random sampling was used to select streets and numbers of streets using random numbers (from tables of random numbers). 

The Latvian partner used as a main source the Latvian Central Statistic Bureau (CSB). According to CSB, there are approximately 364,000 inhabitants in Latgale region, of whom 210,000 live in the two main cities. An average rural household consists of 2.9 individuals and an urban household of 2.5 individuals. This implies approximately 137,000 households in the regional territory, of which 84,000 are located in cities and 53,000 in the rural area. 

In the Czech Republic, official statistics containing lists of households do not exist. Therefore the definition of the sampling frame was only possible through the use of the telephone directory. This situation was managed by the agency used to conduct the household survey (FOCUS agency), which keeps available a list of households and their basic characteristics (household structure and number of economically active household members). The final sampling frame represented a list of households containing name, address, household structure and economically active household members. 

  4.1.2.2  The questionnaires

The questionnaires for the households aimed at generating information on local and bi-regional economic structures, income sources and expenditure of local households and factor mobility. The questionnaire was jointly developed by the research teams of the Universities of Patras and Aberdeen respectively, who have significant experience on the development of SAM-related household questionnaires, and was based on a similar survey of households carried out earlier in 2006 in the Shetland Islands by the Scottish team. The questionnaire contains the following six sections: Household Details, Employment (status and place of work), Transport and Travel to Work, Household Expenditure, Housing (ownership, type, size and age of accommodation etc), Household Income. 
In the case of households, the problems faced were greater than in the case of firms. Besides the usual unwillingness of respondents to be involved in any survey, the most important problem was ignorance of the household financial situation, despite the stated requirement that the respondent should be the person with the most knowledge (and they often were legitimated by other family members). A similar problem was observed in terms of household expenditure. It is typical that different items of expenditure are administered by several family members, and therefore, some respondents were not able to describe in detail and distinguish spending. In several cases, respondents showed little willingness to furnish information about their financial situation and family budget.

Italy intended to carry out 600 interviews in both areas, applying the face-to-face procedure. However, the response rate was only 8.5%, i.e. 51 interviews of which 32 were from the urban area and 19 from the rural one. Thus, to complement the findings of the Italian household survey, the Bologna team utilized relevant data available from the Municipal Office, which surveys 750 households in the area every six months.
In Scotland, slightly less than 5000 questionnaires were delivered, and the response rates, almost identical from each location, were around 13% providing 671 valid questionnaires (270 from the urban zone and 401 from the rural one). 
Finland carried out a postal survey of 1250 households. 239 were returned, with an average response rate of 19%. 85 valid questionnaires returned from the urban area, and 154 from the rural one. The information coming from the survey was then supplemented with structural information provided by the North Karelia input-output tables.
Greece carried out face-to-face interviews with 124 rural households and 206 urban households. There were no refusals (response rate 100%), and all questionnaires supplied a large part of the information required. 

In Latvia, 400 households were to be surveyed, equally distributed between rural and urban areas, according to the distribution of the overall population. The 400 households were surveyed face to face, and the response rate was 97% (388 valid questionnaires equally distributed between the urban and rural zone). 

In the Czech Republic, the sample size was 500 respondents, 250 from the District Bruntal and the other 250 from the city of Ostrava, with about 100 more questionnaires distributed for each area to deal with the absence of answers. The returned valid questionnaires were 243 for the urban area and 269 for the rural one; response rates of 69% and 74%, respectively.

In the end, 2191 households (1021 from the urban areas and 1170 from the rural ones) provided detailed information to TERA.

4.2. Data Collection for the NEG Models 

Data collection for NEG model variables was not easy, as the information required in order to implement the theoretical models was sometimes very specific and hard to find. Thus data collection procedures were sometimes very different, and often relied on the data collection for the SAMs. There were “black holes” in the data collection, especially for the Gruber’s (2006) model. 

4.2.1 First NEG model

This section describes the variables for which data (one observation each was required for simulation purposes) was necessary to simulate the Gruber and Marattin (2006) NEG model for the six study areas, and how each partner proceeded with the data collection process. Referring to the single-country reports (see TERA WP4, MfDs 4.3.3, 4.4.3, 4.5.4, 4.6.3, 4.7.3 and 4.8.3 for a detailed review of the data), we report here only for the variables effectively collected by each partner. The “core” of the data collection to successfully implement the NEG model “No taxation without infrastructure” is represented by the four sets of variables listed below. Almost all partners were able to successfully obtain data from official sources for the first and the fourth set, and from face-to-face interviews and business surveys for the second and the third. 

· Tax burden on firms’ production and/or sales

The collection of an appropriate indicator for this variable was further complicated by the different (if any) degrees of fiscal federalism within each country, thereby making it difficult to isolate the potential leverage represented by local taxation. 

In Italy, a composite weighted index was built across the three levels of existing taxation on firms for the year 2005: national taxation on revenue (I.R.E., determined and collected by the central government), regional taxation on production costs (I.R.A.P., determined and collected by regional governments), and local taxation on properties (I.C.I., determined and collected by city councils). All these data were obtained by the Italian partner from the statistical offices of the City Council of Ferrara (the Italian study area), and from national and regional counterparts. The Italian budget law for 2007 gave city councils the possibility to determine and collect a “purpose tax” (Tassa di Scopo), whose revenue is to be used to finance local infrastructure. This rate, which is exactly the topic of the Gruber and Marattin (2006) model, will probably be used by a number of municipalities in the near future, and constitutes a very promising field for the application of the above model.

The Scottish partner provided consistent data on total corporation tax (a direct deduction from a company’s taxable income or profits), VAT (the indirect tax payable on business transactions, imports and acquisitions) and various business property taxes (“rates”) paid by sector in the year 2005, obtained through the business survey.

The Finnish partner had data on municipal taxes, municipalities’ shares of income taxes of corporations, and real estate taxes of each municipality in North Karelia (the Finnish study area); in addition, they provided the list of all tax revenues collected by the central government of North Karelia in 2004.

In Greece, it was decided to disaggregate the tax burden on production and/or sales of firms into community taxes, other indirect taxes, and direct taxes. Data referring to the first were provided by the financial offices of the municipalities of Archanes and Heraklion (the rural and urban study areas for Greece, respectively); for the second and the third tax types, estimates for the year 2004 were obtained from the TERA business surveys.

In Latvia, the tax policy is rather centralised, and currently under reform. The Latvian partner collected information on this variable via the business survey.

The Czech partner provided a proxy for taxation obtained from governmental institutions such as the Tax Office, the Customs Office and local authorities. 

· Public (national and EU) expenditure on transport infrastructure 

In Italy, data information was obtained by the Statistical Office of the Ferrara Province. In particular, the research team established a positive and continuous relationship with the office dealing with the allocation of EU structural funds, thus achieving an accurate distinction between local and European sources of finance.

The same face-to-face procedure was adopted in Scotland, where the public investment data for transport-infrastructure building in the case study area was obtained from the local authority’s accounts. It is important to recognize, in terms of interpreting the model results, that major infrastructure projects in Scotland are not funded by local taxation but by the central government.

The Finnish partner had data regarding investment of each municipality for the time span 1993-2004. 

In Greece, data on public (i.e. national and EU) expenditure on transport infrastructure was obtained from the Development Agency of Heraklion, the Municipalities of Archanes and Heraklion, and the Regional Administration of Crete. 

The Czech partner obtained a proxy for public expenditure on infrastructure from the City Council of Ostrava, whereas the Latvian partner reported that “the total amount of finance invested in regional transport infrastructure development and maintenance is not calculated, because the program is currently under implementation”.
· Transport cost between rural and urban locations 

The collection of this kind of data is very complicated to obtain from official sources; the Czech partner managed to obtain estimates from the Research Institute of Agricultural Engineering in Prague, while the Latvian partner chose to provide this information in terms of time required to travel between locations. Greece obtained results via consultation with local producers: a tonne of grapes and a carton of stationery were specified as typical goods traded between Archanes and Heraklion. All other partners relied on the SAMs and business surveys. 

· Distance between rural and urban locations
This information was easily obtained by all partners using the services of statistical and geographical offices.

4.2.2 Second NEG model

As far as Gruber (2006) model is concerned, some difficulties - referred to in the “Periodic Activity Report” presented by the Coordinator for the second year - arose from various sources and made impossible to proceeding with the simulation. Though the partners were very active in collecting the required variables, which were seldom available, time and resources constraints impeded the search for several variables that were still missing. This was one of the reasons why the coordinator decided to enlarge the spectrum of the NEG-type models, substituting the second NEG model with a New-NEG model (see Additional Deliverable of WP5) as more easily implemented with the actual data collected. 

4.2.3 The New-NEG model

The motivation of this work - a new and extremely promising international trade model in the New-NEG approach [Corcos et al. (2006)] - to be included in WP5 was to investigate how increased trade, occurring as part of the European integration process, affects productivity in the study areas, and the role of trade costs (whose crucial role in NEG literature has been emphasized on many occasions) and market accessibility. For an exposition of this work, see Section 3.2.2.3 

The data needed in order to carry out an empirical application of this model were very simple, already collected or easy to collect: productivity by sector, population and extensions of territories, and distances in kilometres. A panel of observations was built, including a number of regions and/or provinces with which the study areas were supposed to have the most relevant economic relationships. The Amadeus database provided by the Bureau van Dijk was extensively used. This dataset gives (harmonized) yearly balance-sheet information on the biggest 250,000 European firms for the period 1994-2003. After some adjustments, we were left with a sample of 22,120 firms across 11 countries. Then, we complemented Amadeus data with information coming from the MIP (Mannheim Innovation Panel) database on German firms, which contains information on value added, employment and input consumption. In order to recover regional productivity figures, we use data on value added per worker provided by the partners for each sector-region. The core data we use to compute trade costs are provided by the Centre d'Etude Prospectives et d'Informations Internationales (CEPII). Trade and production data were complemented with geographical variables such as bilateral distances and common language indicators. Data on distances between the regions considered have been provided by the partners. Finally, data on population for the regions analyzed have been provided by the partners.

Chapter 5
Model Construction and Calibration

In this chapter, the construction and calibration of the TERA project CGE and NEG models are described, along with their base solution (calibration) methods. For the CGE models, construction involved programming in GAMS of the theoretical equations (see Chapter 3), and using data from the SAMs along with values of the elasticities and other model parameters. For the NEG models, construction involved programming in EVIEWS. Model calibration of the CGE models involved the reconciliation of “base scenario” simulation output with the relevant SAM data, thus providing the model results for later comparison with those for the alternative policy and other scenarios described in the next chapter. Model calibration for the NEG model implied the calibration of the reduced-form solution with real data and the performing of a number of counterfactual policy experiments in order to assess the model’s reaction. A similar procedure was implemented for the New-NEG model. 
5.1 The CGE Models

5.1.1 Features of the SAMs
Table 5.1 below presents information on the base year of each of the TERA SAMs. The base years were in large part determined by the year of the most recent national input-output tables (on which the first stage of the construction process was based) or, in the case of the Finnish SAM, the year of the available regional input-output information. The primary data (from study-area household and business surveys) were collected during 2006 and, in most cases, related to either the accounting year 2004/05 or the calendar year 2005. Thus, in some cases, information within the regionalised SAMs was updated using an appropriate deflator to the survey year prior to insertion of the primary data.  In other cases, the SAM entries based on primary data were deflated to the base year of the regionalised SAMs. 

In addition to the base year of each SAM, Table 5.1 also indicates the level of disaggregation in each SAM. Details of the specific accounts and their precise definitions are provided in Appendices 1 to 6 of Pouliakas et al. (2007a).   
Table 5.1  SAM Base Years and Number of Accounts

	
	CZ
	FIN
	GR
	IT
	LAT
	UK

	Base year: 
	2003
	2002
	 2004
	 2003
	2005
	2005

	Number of accounts:
	
	
	
	
	
	

	Production sectors
	13
	50
	18
	23
	33
	39

	Commodities
	15
	27
	20
	21
	15
	21

	Factors
	10
	10
	10
	10
	8
	10

	Households
	6
	8
	13
	4
	9
	8

	Other institutions
	6
	7
	7
	7
	6
	6

	Total 
	50
	102
	68
	65
	71
	84


There are clear differences in the degree of disaggregation, with the Finnish SAM being the most disaggregated and the Czech SAM containing the fewest accounts.  Moreover, there are differences in the level of disaggregation of different types of accounts, with the Greek and Czech SAMs having more commodity accounts than activity accounts, the others vice versa.  The precise choice of accounts distinguished in each SAM was determined by several factors: the available data, the desire to reflect the key characteristics of the study areas, and the intention of using the SAM for specific analyses later in the TERA project. Despite the differences, it is considered that the SAMs are sufficiently similar in structure and level of aggregation to permit meaningful comparisons.  

Table 5.2 presents some GDP indicators for the study areas as reproduced from the SAMs, and indicates that the case study areas differ immensely in terms of both their relative economic performance and the relative welfare of rural and urban residents.  The highest per capita GDP was found in the UK/Scottish East Highlands, the lowest in Latgale, Latvia. However, the frequency of commuting – predominantly from rural to urban areas – means that, at this spatial scale, GDP indicators by place of work are not necessarily good indicators of the welfare of resident households, many of whom are not in the labour force.  
  Table 5.2  GDP Indicators for Case Study Area SAMs 

	
	CZ
	FIN
	GR
	IT
	LAT
	UK

	  GDP (€ million)
	2129
	2983
	1524
	2954
	592
	2749


	  Rural Share (%)
	22
	58
	54
	32
	41
	41

	  Urban Share (%)
	78
	42
	96
	68
	59
	60

	
	
	
	
	
	
	

	  GDP per capita (€)
	5088
	16919
	10711
	10473
	1625
	23724

	  Rural GDP per capita
	4482
	14201
	14345
	6643
	1127
	15599

	  Urban GDP per capita
	5289
	23047
	10593
	14470
	2361
	36731


The six TERA SAMs also indicate large differences in key sectors in each area, as summarised in Table 5.3.  It is also noticeable that, except in the case of the Italian study area and the rural part of the Greek study area, no single sector dominates all three measures, i.e. output (production) value, value added, and employment. Further details on the economic characteristics of each area are provided in Appendices 1 to 6 of Pouliakas et al. (2007a).  

  Table 5.3   Main Economic Sectors as Identified in the TERA SAMs

	
	Output Value
	Value Added
	Employment

	CZ Urban
	Other manufacturing
	Private and 
public services
	Private and public services


	N Urban
	Letting and operation of dwellings
	Letting and operation of dwellings
	   Health and     social work

	FIN Rural
	Manufacture of pulp and paper, publishing and printing

	Forestry and related services
	Health and social work

	GR Urban
	Hotels and Restaurants
	Hotels and Restaurants
	Public services

	GR Rural
	Agriculture
	Agriculture
	Agriculture

	IT Urban
	Manufacturing
	Manufacturing
	Manufacturing

	IT Rural
	Trade
	Trade
	Trade

	LAT Urban
	Transport, storage and communications
	Wholesale and Retail
	Education

	LAT Rural
	Transport, storage and communications

	Transport, storage and communications
	Education

	UK Urban
	Distribution
	Health
	Distribution

	UK Rural 
	Business services
	Business services
	Hotels and catering


5.1.2  CGE model elasticities

The framework used for the construction of the TERA CGE models is explained in Chapter 3 of this report, and in more detail in Phimister et al. (2006). Apart from values taken from the SAMs, the main numerical values required to specify the model for each country are the elasticities for the various production, consumption and trade behaviour equations. In turn (or vice versa), these values specify other model parameters according to economic theory. 

It is unlikely that elasticity values are common across countries and regions which are characterized by dissimilar economic structures. Hence, within the context of TERA, different elasticities were selected in accordance with the literature for each individual country that participated in the project. Table 5.4 shows the values of the main elasticities used in the CGE models constructed for each TERA case study area. Details and justifications are given in Sections 5 of Appendices 1 to 6 in Pouliakas et al. (2007a). Sensitivity analyses were conducted as part of the policy simulations to test the robustness of the findings to different (assumed) elasticity values, and the findings of these sensitivity tests are reported along with the main simulation results (see Chapter 6). 
  Table 5.4  CGE Model Elasticities

	
	CZ
	FIN
	GR
	IT
	LAT
	UK

	Armington (domestic and imported commodities)
	2
	0.8(1)
	0.6 – 1.2(2)
	0.8
	0.8
	0.2

	CET (domestic and exported commodities)
	1.6
	2.0
	1.2 – 2.4(2)
	1.6
	1.6
	1.6

	Production, between
	
	
	
	
	
	

	- individual factors(3)
	0.93
	0.8
	0.5 – 1.5(4)
	0.8
	0.8
	0.8

	- aggregate factors and inputs(3)
	0.73
	0.1
	0.6
	0.6
	0.6
	0.6

	Commodity output aggregation
	1.3
	6
	6
	6
	
	6

	Household demand
	
	
	
	
	
	

	- Frisch parameter
	-1
	n.a.
	-1
	-1
	-1
	-1

	- expenditure(5)
	1
	0.4 – 1.7
	1(6)
	-1
	1
	Various

	- home consumption
	1
	n.a.
	1
	1
	1
	n.a.


Notes:  (1) except for Services (imports from other countries) (1.5); (2) except Public Services 0.1 and 0.2; all CET values assumed double the Armington values; (3) except between Rural and Urban Housing Services in Czech Republic and Italy (0.5); (4) some rural and urban values differ for same activity, e.g. Agriculture, Hotels & Restaurants; (5) except for Transport in Czech Republic, Italy and Latvia (0.0001); (6) except food and drink commodities (0.4) and Transport: (0.0001); n.a. = not applicable.

5.1.3  CGE model closure rules

The standard CGE model includes three macroeconomic balances: the government balance, the external balance (the current account of the balance of payments which includes the trade balance), and the savings-investment balance. In addition, the TERA CGE models required a closure rule for the labour market in each case study area (in all of the base models, capital and land were treated as immobile between activities, thus avoiding the need for related closure rules). There are a number of alternative closure rules, so that each TERA partner selected the ones considered most suitable in their national and regional context. The choices (see Table 5.5) do not influence the base simulation solution but do influence the results of other simulations [Löfgren et al. (2002), p. 14]. 

For the labour markets, three of the partners (Greece, Italy and UK) chose a neoclassical closure rule for both the (separate) skilled and unskilled labour markets. In other words, it was assumed that the total quantities of each labour type (skilled, unskilled) are fixed, and that wages adjust to ensure market clearing. The remaining three partners (Czech Republic, Finland and Latvia), who observed high rates of unemployment in their case study areas, assumed a Keynesian closure rule, whereby wage levels were fixed by skill level, and labour supply adjusts to clear the market.  

In all of the TERA CGE models, the government balance was achieved by allowing government savings to adjust endogenously while direct tax rates were fixed. The external balance was achieved through flexible foreign savings while the real exchange rate (with other regions and countries) was assumed fixed.  Finally, in order to achieve the savings-investment balance, it was assumed that all the economies under analysis were savings-driven (the value of investment adjusts) with a fixed marginal propensity to save (MPS) for all non-government institutions, except in the Czech Republic where capital formation was assumed fixed. 

As with the elasticity values, sensitivity analysis was conducted as part of the policy simulations to test the extent to which these assumptions influence the magnitude and qualitative nature of the results, and the test findings are reported along with the main results from the simulations (see Chapter 6).
Table 5.5  CGE Model Closure Rules

	
	CZ
	FIN
	GR
	IT
	LAT
	UK

	Labour Market

	- fixed
	Wages
	Various
	Supply
	Supply
	Wages
	Supplì

	- flexible
	Supply
	Various
	Wages
	Wages
	Supplì
	Wages

	Government Budget

	- fixed
	Tax rates
	Tax rates
	Tax rates
	Tax rates
	Tax rates
	Tax rates

	- flexible
	Savings
	Savings
	Savings
	Savings
	Savings
	Savings

	Rest of World (regional current account)

	- fixed
	Exchange rate (real)
	Exchange rate (real)
	Exchange rate (real)
	Exchange rate (real)
	Exchange rate (real)
	Exchange rate (real)

	- flexible
	Foreign savings
	Foreign savings
	Foreign savings
	Foreign savings
	Foreign savings
	Foreign savings

	Savings/Investment (capital account)

	- fixed
	Capital formation
	Savings rate
	Savings rate
	Savings rate
	Savings rate
	Savings rate

	- flexible
	Savings
	Capital formation
	Capital formation
	Capital formation
	Capital formation
	Capital formation


5.1.4  CGE model calibration

The calibration process [see Section 6 of Pouliakas et al. (2007a)] involved using the SAM information to estimate directly certain parameters of the CGE model, thus allowing the overall calculation of all endogenous variables. These parameters included those in the functions for activity production, value added and factor demand, Leontief technology, and composite supply (Armington), as well as income shares, income tax and saving rates, and budget shares in the institution block.
5.2  The NEG Models

As anticipated in Chapter 4, the NEG models implemented with real data coming from the TERA data and information collection activity are two: a NEG model – the first of the two built within TERA - and a New-NEG model.

5.2.1  The first NEG model

Approaching the empirical application stage, contingent motivations (already reported by the coordinator in the Periodic Activity Report for the 2nd year, p. 14-15) suggested partial revision of the original Gruber and Marattin (2006b) theoretical structure, so as to facilitate the numerical simulations and the practical application to the six study areas. This did not affect the original flavour of the model: the insertion of the public sector into the standard NEG framework so as to account for distortionary taxation on firms' sales and the corresponding use of tax revenue to infrastructure building in order to reduce transport costs. 

The model economy is composed by two sectors, agriculture and manufacturing. The former is stylized by constant-returns-to-scale production, perfect competition and homogenous goods traded without cost. The manufacturing sector has more realistic features such as monopolistic competition and increasing returns to scale. Goods are traded at a transport cost, which in a broad sense represents all the impediments to trade that contribute to enlarge the gap between producer and consumer's price. The insertion of distortionary taxation into the standard NEG framework finds its natural complement in the parallel introduction of a public sector, which collects the tax revenue and uses it to finance the building of public infrastructure, or other government expenditure aimed at reducing transport costs, or, more generally, at removing trade barriers and promoting intra-regional trade. However, the empirical application of such a framework presents many difficulties, arising from the extremely stylized (although advanced) nature of the theoretical framework. This is one of the reasons why we had to switch from an application using standard Computable General Equilibrium techniques to a more specific solution method based on an iterative algorithm designed for non-linear square systems of equations. In fact, our NEG model is condensed in a 7x7 non-linear system of equations, which clearly cannot be solved analytically. However, following Fingleton (2005), a feasible numerical solution can be found given known or assumed values for the exogenous variables and parameters. As usual in these frameworks, we assume that in the short run the share of labour force is fixed, and workers respond only in the long run to differences in real wages across regions. The solution method that we chose is known as the Gauss-Seidel iteration algorithm, similar to the Jacobi method: strict or irreducible diagonal dominance of the system is sufficient to ensure convergence, namely that the method is suited to solve the system of equations so to achieve a unique and stable solution. 

5.2.1.1  The first NEG model calibration

The calibration strategy proceeded in two steps: first, choosing appropriate values for those parameters that could not been estimated given the very small size of our study areas, and then calibrating exogenous variables with real data collected in the six study areas.

There are two exogenous parameters of the model: the elasticity of substitution σ and the share of expenditure on manufacturing μ. These are key structural parameters of the theoretical framework of New Economic Geography models. They were calibrated according to the following strategy: since the empirical value of the elasticity of substitution σ traditionally assigned for calibration exercises varies considerably, we chose to use the same numerical value that Fingleton (2005) adopted in his work, since this contribution is very close to the model built and used in the TERA project. Thus σ was set equal to 5. As far as the parameter µ is concerned, we adopted the fairly standard value of 0.7 as, for instance, in Marcovic (2006).

Values for the manufacturing labour force (L1 and L2) and tax rate (t1 and t2) in the two areas (urban and rural) were given by partners. 

5.2.2  The New-NEG model

The varieties of good consumed by the residents of any economy may be supplied both by domestic firms and by exporters located in other economies. In all sectors, market structure is monopolistic competition, and each variety is supplied by one and only one firm. All firms face a Cobb-Douglas production technology that transforms labour, capital (and intermediate inputs) into final output under constant returns to scale. Within sectors, the Cobb-Douglas factor shares are the same for all firms in all economies. Factor prices and total factor productivities vary instead between economies. The latter also vary between firms within sectors and economies.

Within sectors and economies, firm heterogeneity is introduced by modelling entry as a research and development process with uncertain outcome. In particular, each entrant has to invent its own variety and a corresponding production process by making an irreversible investment in terms of labour, capital and intermediate inputs.

Firms can produce in one market and sell in another by incurring a per-unit trade cost. Since the entry cost is sunk, only entrants that can cover their marginal cost survive and produce. All other entrants exit without even starting production. Some firms completely disappear, while others are relegated to home sales only.

5.2.2.1 The New-NEG model calibration 

The developed model was calibrated. A change of methodology as far as the simulations are concerned was adopted: while the WP3 models are not analytically solvable, and thus were run using CGE methodology, this model was run by inserting in the estimated structural parameters of the (analytically solvable) model. The adoption of this methodology permitted the use in the TERA project of both the techniques nowadays used to simulate theoretical models with real data. 

Thus, in the calibration process, we proceeded in three stages. We started with structurally estimating some model parameters. We then calibrated the remaining parameters based on the results of the estimation. Finally, we used the calibrated model to investigate the effects of different integration scenarios.

We considered the 6 countries involved in the TERA project and, for each, calibrated the model on both the NUTS3 region to which the study area belongs (except in the case of Greece where we used NUTS5 level data) and the closest and more important trading-partner regions within the same country. 

In the structural estimation stage, we first used geographical and international trade data for several EU countries in the year 2000 to recover the trade freeness matrix from the gravity equations. Second, we used the value added per worker provided by the partners for several regions and sectors as a measure of productivity. A measure of productivity dispersion within a given industry and the index of absolute advantage and entry barriers were then computed.
Chapter 6

Simulations

The choice of TERA simulations – i.e. the application of the TERA models to a number of hypothetical scenarios – was made on the basis of the relevance of these scenarios to remote rural economies in the EU. The simulations were designed to highlight the “territorial factors” which influence the creation and survival of enterprises in European peripheral rural areas, and to measure the degree of influence of these factors. The simulations, and the lessons drawn from them, were intended to facilitate the design of regional policies that will most suitably address these issues. 

In order to provide a comparable set of modelling results across the six case study areas of the project, four sets of common scenarios were defined for the CGE models, while two different sets of common scenarios were chosen for the NEG and the New-NEG models. Within each set, a small number of variants were further defined, e.g. to test smaller or larger changes in initial conditions, or to test particular types of change within the relevant dimension.

The four sets of common CGE scenarios included: 

(a) a change in the exogenous amount of labour available in an area through migration, modelled such that either the entire labour force is affected, or so that the change influences a particular skill type of labour; 

(b) an exogenous change in the demand for exports or cost of imports, modelled such that there is either an change in the aggregate price level or a specific change in world demand in specific industries (e.g. tourism, agriculture, manufacturing);  

(c) changes in agricultural policy involving either (i) the reduction by 30% of CAP Pillar 1 subsidies; (ii) “full-decoupling” (where 100% of “old-CAP’ subsidies are converted into an income transfer to agricultural households); (iii) modulation of 20% Pillar 1 funds to Pillar 2, or (iv) a 100% reduction of Single Farm Payments (SFP) and the transfer of these funds to rural development, specifically to Axis 3; 

(d) changes in transport infrastructure taking the form of either (i) 20% growth in total productivity of the transport sector, or (ii) 20% decrease in transport costs for all sectors. 

The two sets of common scenarios for the NEG and New-NEG models were: 

a) an increase in the tax rate modelled as a tool to reduce transport costs;
b) a change in the amount of labour available in either the urban or the rural part of the study area through in-migration, modelled such that the extra labour comes either from the nearby rural sub-area or from outside in the case of urban in-migration, and from outside in the case of rural in-migration; 

and, respectively:

c) an increase in productivity modelled as a 5% reduction in trade costs between trading regions;

d) an exogenous  increase of the local population in the study areas.

Each of the following sections in this chapter first describes these scenario sets in more detail, and then presents the main results from the relevant model simulation runs. Although the above scenarios were implemented in the same way in each case study area, model results are expected to differ considerably between countries due to the different characteristics of each study area in terms of structure (e.g. relative sizes of urban-rural balances, and of sectors) and in terms of behaviour (i.e. reaction to the shock). For full results of the models, see Pouliakas et al. (2007a and 2007b) for the CGE simulations, and Marattin (2008) and Mion (2008) for the NEG and the New-NEG ones, respectively.

6.1 CGE  Modelling Results

6.1.1 Changes in labour supply 

Labour is the main mobile factor of production, and hence its size and nature (e.g. in terms of skills and productivity) is a critical territorial factor of rural development. The scenarios in this dimension concern both the amount of labour available to the regional economy, and changes in its skills composition.

The basic labour supply analysis focused on two opposing scenarios: an increase or reduction of 10% in the total labour supply of a regional economy.  This was then followed by two skills analyses, either (i) a 20% decrease in total labour supply modelled such that the reduction only occurs from the skilled labour category of workers; or (ii) a +20% change in total labour supply, confined purely to the unskilled labour category.  

The TERA CGE model results suggested that a change in total labour supply is likely to have similar effects on the aggregate level of real gross domestic product (GDP) across all six case study areas.  Specifically, the GDP impact of an increase of 10% in the quantity of active labour ranged from 4.6% in Greece to 8% in Italy. As expected, similar negative effects on GDP were found for a decrease of 10% in the total amount of labour supplied to the regions.

A change in total labour supply impacted on both the rural and urban areas of the study areas.  In particular, the rural GDP effects ranged from 2% (Greek study area) to 9% (Italian study area), while in the urban areas the range was 5% to 8%.

As predicted by the conventional supply-demand paradigm of economics, an increase in total labour supply was estimated to reduce the region-wide labour wage. Specifically, a 10% increase in the quantity of labour supply decreased the wages of both skilled labour (by 2% to 15% depending on the study area) and unskilled labour (2% to 13%).

A 20% reduction in the skilled (and/or highly educated) labour category was estimated to reduce output considerably, ranging from 5% in the Greek and Finnish areas to 13% in the Czech study area. The negative employment shock is likely to lead to reduced tax revenues, while the areas worst hit by the loss of technical know-how and knowledge following the out-migration of highly skilled labour within the region are the urban centres. Secondary sectors in particular are likely to experience substantial shortfalls in output that exceed 10% in most of the TERA regional economies. A loss of skills/knowledge is associated with a marked increase in the wages of the highly educated workers that remain in the territory, while those of unskilled workers fall.

Simulation of a 20% increase in the unskilled labour category resulted in gains to the total income of the recipient regional economies, though the magnitude of the effect differed across the case study areas, ranging from 1% (Czech study area) to 5.75% (Finnish study area). A clear-cut decrease in the wages of unskilled workers was observed, matched by a corresponding increase in the wages of skilled labour. Quite small effects were found on producer and consumer prices. While many have argued that the inflow of unskilled labour in many European economies has served to depress inflation rates by lowering domestic wage rates, these TERA results suggest that, at least in real terms, any link between migration and prices is not clear-cut. The magnitude of GDP changes associated with a shock to the amount of skilled labour are larger than those when the unskilled category is altered. This highlights the importance of investment in training, technological knowledge and skills in remote regions of the European continent. 
6.1.2  Changes in trading prices 
A change in the “rest of world” price of regional exports and/or imports (i.e. in a region’s terms of trade) is expected to have significant repercussions for regions that rely on trade-intensive activities. Similarly, an increase in the price of imports (“imported inflation”) is likely to lead to increased consumption of domestic marketed commodities, with associated changes in domestic prices and local output, while a decrease in import prices should have the opposite effect. In the TERA CGE model, the case study areas were assumed to be small open economies facing an infinitely elastic “world” demand for their products. The analysis included simulations of changes in the trading prices of specific commodities tailored to the individual circumstances of each region.

The simulations comprised two general shocks and three sector-specific shocks.  The general shocks include (i) a 1% increase in the aggregate world (and hence regional) price of exports (i.e. a hypothetical increase in the “rest of world” demand for regional products, or improved terms of trade); and (ii) a 1% increase in the aggregate trading price of regional imports (worse terms of trade). The three additional simulations examined the impact of a 10% rise in the trading price of the commodities produced by (i) agriculture; (ii) hotels and restaurants (a proxy for tourism); and (iii) the most important exported manufacturing sector of the TERA case study area.

The results showed that a 1% increase in the overall level of world export prices exerted a relatively small effect on the level of regional GDP. This effect ranged from +1.69% in the Czech Republic study area to a slightly negative impact of -0.39% in the Finnish study area, where a specific model closure rule was used, and the 1% price shock shifted resources from local services to export processing, i.e. from higher to lower value added. Exports increased in all six case study areas (ranging from 1% in the Greek area to 11% in the Scottish area), and, as a result, foreign savings (or the current account deficit) are found to decrease markedly in all countries.  

A 1% increase in the trading price of regional imports had a relatively small negative effect on income levels, but reduced both private consumption, from -0.34% (Italian area) to -6.55% (Czech area), and, in particular, imports, from -0.81% (Greek area) to -21% (Scottish area). 

Assuming flexible wages, the wages of both skilled and unskilled labour were found to increase in response to a rise in the export price, and to decrease when the price of imports rises.  In contrast, when the regional wage levels were assumed fixed, the CGE model indicated that there would be negative employment consequences in response to a shock to the price of imported goods.

With a 10% increase in the export price of ‘agriculture’, there were considerable urban-rural differences in output effects, with, as expected, the rural areas experiencing generally larger GDP effects than the urban ones.  In all of the countries except Finland (see above comment for aggregate export price shock), the rising world demand for agricultural products was found to have a positive GDP effect on the rural areas.  The primary sector was the one most affected, with considerable changes in the rural primary sectors of the Czech Republic and Italy (9.2%) and the urban primary sector of Greece (4.13%). Moreover, there was a relatively large shift in factor incomes/rents towards the agricultural sectors of the regional economies.

Simulation using the TERA CGE models of a 10% increase in the export price of ‘hotels and restaurants’ indicated very small impacts on real regional GDP, but an important negative effect on the manufacturing sectors in both the Greek and Italiam study areas. An explanation for these results may be offered by the so-called “Dutch disease” literature, which asserts that the higher wage rates and subsequent higher unit labour costs induced by rising world demand for tourism-related services/products may outweigh any initial gains in output/employment.

A final simulation in this group represented a 10% increase in the “rest of world” export price of the most important exported manufactured commodity of each case study area. Naturally, the relevant commodity varied in importance from area to area. However, this shock had a relatively large impact on the local outputs of the Czech (4%), Latvian (3%) and Finnish (-1%) study areas, underpinned by rising private consumption and exports (particularly in the primary and secondary sectors), leading to a substantial reduction in foreign savings. 
6.1.3  Changes in the Common Agricultural Policy (CAP)
Recently, the CAP can be said to have undergone a fundamental reform via the 2003/04 Mid-Term Review agreements. The TERA CGE models were thus used to portray the effects of this switch from agricultural market price support to direct farmer income support by assessing the nature and magnitude of (both rural and urban) economic effects associated with a change in the levels and nature of agricultural policy in each of the study regions.  The models are particularly well-suited for such analyses, since they were designed to capture the multi-product nature of agriculture (see Chapter 3 of this report).

The set of CAP scenarios included the following shocks: 

(a) a 30% decrease in coupled (price) support for agriculture; 

(b)  full decoupling: CAP commodity subsidies are set to zero, with the equivalent value being transferred from government to agricultural households in the form of the Single Farm Payments (SFPs); 

(c)  a switch of Pillar 1 funds into Pillar 2 Axis 3: decoupled (SFP) agricultural support to agricultural households being reduced by 100%, with the equivalent amount transferred to investment (construction) demand to reflect Axis 3 spending; 

(d) increased modulation: decoupled support reduced by 20%, with the equivalent amount transferred to Pillar 2 as construction demand. 

The results of decreasing coupled support for agriculture by 30% showed that, with the exception of the Finnish study area (which gained slightly in GDP, as farm resources moved to more productive sectors, and unemployment declined), there was a rather marginal negative effect on regional GDP, ranging from -0.82% (Latvian study area) to -0.004% (Italian study area). These GDP losses were concentrated in the rural parts of the study areas. The effects on urban and overall GDP were marginally positive, indicating increases in allocative efficiency from the removal of CAP price support. 

The 30% decrease in coupled agricultural support mostly affected rural unskilled labour, which recorded a marginal decline in all areas except Finland. These job losses are (as in the case of GDP) mostly attributable to the rural primary sector. There was a marginal decrease in the prices of agricultural land and rents. In general, consumer price effects were very marginal, while the increase in the consumer prices of agricultural products was much higher (in percentage terms) than the decline (or increase) in the consumer prices of non-farm products.

Household consumption expenditure was projected to decline, with the most notable fall observed in the consumption of agricultural households, reflecting the importance of CAP subsidies to study-area agricultural income.  Otherwise, the results showed that, with the exception of the Italian and Scottish areas, rural households decreased their consumption expenditure more than their urban counterparts.

Compared to the first CAP scenario, the full decoupling simulation - (b) above - generated higher negative impacts for the TERA study areas. These results are largely due to the significantly negative projections for the primary sector, which in general, are not out-weighed by gains for the non-farm sectors - the latter being rather higher than those observed in the first scenario. In most cases, this scenario affected the rural economies more negatively, and urban economies more positively, than a cut in coupled support, and reflected a higher increase in allocative efficiency. Coupled support therefore seems to constrain urban economic activity. The pattern of these findings may be attributable to the fact that household spending (which increases under full decoupling) ‘leaks’ from the study regions considerably more than agricultural production expenditure, and macro balances adjust for such leakages. However, the effects varied by both sign and (low) magnitude across both countries and sectors, except for the rural primary sector.

The CGE findings for the Pillar 1/Pillar 2 switch scenario (c) estimated GDP results which were generally similar to those of the decoupling simulations, except for the study areas in Greece (larger negative effect) and Finland (large positive effect). The largest sector-specific effects (falls of over 20%) were observable for the primary sectors in the rural Italian and Czech study areas. Positive effects were limited, except for rural and urban secondary sectors in Finland.

The effects generated by the increased modulation scenario (d) ranged between those estimated by the full decoupling and Pillar 1/Pillar 2 scenarios. In general, impacts were marginally better than those of the Pillar 2 scenario, but worse than those associated with full decoupling. Negative overall estimates were again largely due to primary sector losses, which were not out-weighed by gains for the non-farm sectors. Also, compared to full decoupling, the increased modulation scenario seemed to affect the rural parts of the six study areas more negatively and the urban economies more positively, thus reflecting an increase in allocative efficiency.

6.1.4  Changes in transport infrastructure 
The comparative analysis of the TERA study areas [Bednarikova et al. (2006)] revealed differences in the levels of both remoteness and accessibility, with subsequent implications for the degree of competitiveness, regional disparities and the overall social and economic cohesion of the areas.  Remoteness also significantly influences economic development, as distance from main markets makes rural areas less attractive for both households and firms. EU, national and regional development efforts have in recent years focussed on the improvement of transportation infrastructure. As a result, transport infrastructure projects aiming at the reduction of transport costs have become a major target of public development funds in the EU [Saktina and Meyers (2007)]. Despite the fact that transport costs are considered as the most significant disadvantage of being remote [Kilkenny (1998b)], several studies have indicated that investments in transport infrastructure have a rather ambiguous impact on the development of peripheral (rural) areas. 

The structure of the TERA CGE models (see Chapter 3 of this report) includes an explicit transport sector, in order to allow the consideration of the impact of changes in transport costs on the distribution of economic activity between the TERA rural and urban locations, and overall. Thus a set of transport infrastructure scenarios was drawn up, to include the following two types of shocks, representing different forms of investment in transport: 

(a) a 20% growth in total productivity of the transport sector, resulting from improvements in transport infrastructure; 

(b) a 20% decrease in transport costs for all sectors, as represented by a reduction in the relevant input-output coefficients for each sector. 

Although there are often important temporary effects which occur through construction, the simulations reported here concentrate on the permanent economic impacts of transport infrastructure projects and cost reductions. These relate to the backward expenditure effects of the use of the infrastructure, as well as to the consequences of transport cost reductions for production and the location decisions of firms and households and the subsequent economic effects. However, the simulations were carried out with both short-run and long-run closures, in order to account for alternative assumptions about factor-market rigidities over time. 

In the short-run analysis of transport productivity growth through infrastructure improvements, the model closure rule specified fixed capital formation throughout the regional economy, fixed quantities of activity-specific labour demand for separate rural and urban labour markets, and fixed economy-wide wages, leaving activity-fixed wages and supply variables flexible. 

In the long-run analysis of transport infrastructure improvement, capital formation was made flexible, and rural and urban labour markets were integrated, with wages flexible (the neoclassical closure rule). Both capital and labour were assumed mobile between activities and across the region. 

The short-run effects of a 20% increase in transport sector productivity showed that all areas (especially urban centres) gained in terms of overall GDP, ranging from 1.02% (Italian area) to 3.56% (Latvian area). The tertiary sector benefitted most in this scenario, with considerable rural gains in the study areas in Italy, Scotland, Finland and Latvia, and substantial urban ones in the Greece, Latvia and the Czech Republic areas. However, some primary rural sectors (UK, Finland, Czech Republic) suffered marginal losses.

The long-run results showed somewhat higher positive overall GDP impacts in the Italian, Scottish and Latvian study areas, but lower (though still positive) impacts in the Finnish, Greek and Czech areas. These long-run benefits flowed mainly to the rural parts of the Italian study area, but in the Greek study areas the rural GDP impact was negative. There were considerable losses in most rural and urban secondary sectors, and notable gains in the tertiary sectors, while primary sector effects were rather mixed. Employment effects in the long-run analysis (employment was fixed in the short-run analysis) were mixed, but changes exceeded 10%.in some sectors, e.g. growth in skilled rural service jobs in the Italian area, and falls in unskilled manufacturing jobs in the Latvian area.

The short-run results indicated a marginal increase in the prices of all commodities, and a substantial decrease in the price of transport, ranging from -3.47% in the UK (Scotland) area to -20.21%in the Greek area. Long-run analysis produced a notably higher (compared to the short-run) increases in the prices of most commodities. The short-run simulation resulted in an increase in indirect taxes, ranging from 0.62% for the Italian study area to 3.95% for the Finnish one. Income tax receipts increased in all areas, due to both an increase in economic activity and to a shift of the study economies towards activities which generate higher tax earnings. In the long run, estimates of changes in income tax receipts remained positive though lower than in the short run.

The short-run effects of a 20% decrease in transport costs were, with the exception of a very marginal re-distribution of sectoral economic activity, mostly confined to losses in the secondary sectors. In contrast, the long-run analysis showed more notable effects. The Scottish and Greek areas gained slightly in terms of GDP, while there were losses for the Finnish (-0.04%), Latvian (-0.21%) and Czech (-0.12%) study areas.

The short-run cost-reduction results suggested a decrease in the price of transport, ranging from -2.49% (Scottish area) to -11.76% (Latvian area). As a result of regional resources moving out of transport to other sectors, there were marginal increases in the prices of all commodities. With the exception of Scotland, the price of the transport commodity declined less in the long run compared to the short run. In the short run, household consumption increased in all areas with the exception of the rural part of the Latvian study area, while long-run effects were considerably higher. The results also showed that urban areas benefit rather more than rural ones, regardless of the time-frame of analysis.
6.1.5  Concluding remarks

Summarising, the results of the CGE simulations reported above suggest that:

· a change in total labour supply has similar effects on real gross domestic product (GDP) in all six case study areas, around half the percentage increase (or decrease) in the workforce. The effects are more varied across the rural parts of the case study areas than within the urban parts, and especially varied for the wages of both skilled and unskilled labour;
· loss of skilled (and/or highly educated) labour (e.g. through out-migration) reduces GNP considerably, most in the Czech study area, and least in the Greek and Finnish areas. This occurs especially in the urban areas and/or in manufacturing, and the wages of remaining skilled workers rise accordingly;
· a greater supply of unskilled labour (e.g. through in-migration) has a relatively smaller effect on GNP, and decreases the wages of such workers was observed, though those of skilled employees rise;
· thus, the link between migration and prices for remoter rural areas in Europe is not clear-cut, although it is clear that the skilled category of the workforce is the more critical one. This highlights the importance of investment in training, technological knowledge and skills in remote regions of the European continent:
· simulated change in the terms of trade of remoter rural areas exerts a relatively small effect on the level of regional GDP, though imports can be significantly affected (e.g. the Scottish study area). If flexible, the wages of both skilled and unskilled labour respond to such a change; otherwise employment is affected. There may be interesting cross-sectoral effects, e.g. from tourism to manufacturing;
· simulated changes in agricultural policy had expected but minor effects in all case study areas except in the Finnish study area, where it appears that the “release” of labour from low-income farming livelihoods results in employment in higher-earning sectors, with a resultant increase in regional GDP. This suggests that in highly developed economic regions (possibly with strong exporting sectors), current agricultural support is “trapping” labour in a farming sector which cannot match the standards of living offered by other sectors. In other regions, reduction in (or decoupling of) agricultural support most affects incomes and prices in the primary rural sector, though with offsetting gains elsewhere as resources are re-allocated:
· switching support from Pillar 1 to Pillar 2 within the CAP has varied but significant effects between the study areas (negative in Greece, positive in Finland);
· productivity increases in the transport sector show gains for all areas (especially urban centres) in terms of overall GDP, least for the Italian study area, and most for the Latvian one. Benefits are greatest for the services sector, but vary between urban and rural parts of the study areas by country. In the long term, when employment adjusts, some changes were large, e.g. growth in skilled rural service jobs in the Italian area, and falls in unskilled manufacturing jobs in the Latvian area;
· the short-term effects of a fall in transport costs are mostly confined to losses in the secondary sectors, while long-run effects are more varied, as are falls in transport prices .

6.2 NEG Modelling Results

As far as the first model – the NEG one – is concerned, we performed two set of simulations. The first set of counterfactuals was related to the taxation issue: the introduction of taxation as the tool for an endogenous reduction in transport costs was the theoretical novelty of our paper. The second set envisaged variations in the labour force, which is another crucial aspect of these models, the population distribution being one of the key features of NEG models. 

Within the New-NEG model, the effects of variations in trade costs and in the labour supply were equally investigated.  Since the TERA CGE model was also used to run labour supply and trading price simulations, an interesting opportunity for a meaningful confrontation among three different approaches is immediately and directly possible.
6.2.1 The NEG model simulations 
6.2.1.1 Changes in urban and rural taxation

As far as taxation is concerned, we performed the following counterfactual exercises, while keeping constant the other variables:

1) an increase in the tax rate in the urban region by 2%

2) an increase in the tax rate in the urban region by 4%

3) an increase in the tax rate in the rural region by 2%

4) an increase in the tax rate in the rural region by 4%.

We chose to focus on relatively small tax rate increases as representing the most likely policy scenarios in the short and in the medium terms: an increase of 2% can very well represent year-to-year local policy decisions; conversely, a 4% step may depict a situation of an increase/decrease of fiscal pressure occurring over a slightly longer time span.

An increase in the tax rate has the usual double effect: increasing distortion in the economy, but also devoting a bigger amount of resources to infrastructure building, which in turn decreases transport costs. So, the two variables directly affected by the above counterfactual exercises are t1  and τ (transport-costs).  Prices and wages (and also incomes) are consequently affected, following the traditional NEG channels. The reason why we intended to inquire into the effect on the real wage is that in the NEG approach this variable is the crucial one in determining convergence/divergence in the long run. The terms convergence/divergence are used here not in the conventional sense (i.e. in terms of per-capita income levels) but rather indicate the relative sizes of the areas in terms of the numbers of firms and workers. The movement of real wages is what attracts manufacturing workers inside/outside the region, so as to determine ultimately the core-periphery patterns.

The two key variables on which to measure the effects of the performed counterfactuals are: the production (or income) differential and the real wage differential between the urban and the rural area. We remind that in the NEG framework convergence/divergence refer only to the latter. In fact, under the assumption of perfect mobility in the long run, the manufacturing (and services, in our case) workers' real wage represents the main force determining the size of the labour force and therefore the relative weight of the manufacturing/service sector in the economy. Obviously, the assumption that workers respond promptly and uniquely to real wage differential movements must be mitigated in real life: there are infinite non-modelled aspects that obstruct or prevent mobility, so that the meaning of the terms "convergence/divergence" should be interpreted carefully. This is even more true in our cases, where the differentials always remain positive in favour of the urban region. Even if we observe negative signs, it merely means that the real wage gap is diminishing by that corresponding amount, and certainly not disappearing or changing sign.

   A) Production differential  
   Table 6.1   Effects of an Increase in the Tax Rate on Production (Income)  

   Differential

	ΔY
	Italy
	UK
	Finland
	Greece
	Latvia
	Czech Rep.

	t 1  + 2%  
	-1.12%
	-1.07%
	-0.84%
	-1.14%
	-1.15%
	-1.06%

	t 1   +4%
	-2.19%
	-2.11%
	-1.66%
	-2.23%
	-2.25%
	-2.06%

	t 2  + 2% 
	+1.10%
	+1.24%
	+0.76%
	+0.13%
	+1.04%
	+0.8%

	t 2  + 4%
	+2.12%
	+2.43%
	+1.49%
	+0.26%
	+2.04%
	+1.61%


The results are qualitatively uniform (which we take as a confirmation of the validity of our overall framework) and do not differ significantly from the quantitative point of view. This is to be expected: given the stylized nature of our theoretical model, since study areas differ only for two (though significant) variables: the relative size of the manufacturing (and services) labour force, and tax rates. The small predicted difference in the response of the endogenous variables must therefore come from these two sources only.

As can be seen from Table 6.1, increasing tax rates in the urban region decreases the production differentials, as it negatively affects production of the urban region and leaves relatively unaffected production of the rural region everywhere. We observe the biggest quantitative effect in Latvia, Greece and Italy, and the smallest in Finland, Scotland and Czech Republic. This order is consistent with the initial conditions of the tax rate, which is highest in Finland and lowest in Latvia, and. is substantially preserved when the step becomes 4% instead of 2%. Therefore, results seem to suggest that increasing the tax rate in the urban region hits the urban economy less badly if the initial tax rate is higher, since the marginal tax revenue is higher and thus can better benefit the economy (which in this model happens through the reduction of transport costs). In other words, the negative effect of taxation is more than offset by the utilisation of the resulting tax revenue. 

On the other hand, increasing the tax rate in the rural region increases the production differential between the two areas, since it hits the periphery and does not significantly affect the core. The quantitative effects are in line with the above considerations (that is, they are bigger where the initial tax rate is lower). In fact, if taxation is increased starting from a relatively low level, this will produce less resources to be invested in infrastructure and, thus, less effort to mitigate the distortionary effect of taxation on the periphery. We can note the exception of the Greek and Scottish rural areas, the only cases in which the rural tax rate is significantly lower with respect to the urban tax rate. More specifically, these two have the lowest tax rates in our small data-set: 0.1988 for the Greek case, and 0.1463 in the Scottish case. The resulting contrasting effects on production differentials (very small in the Greece, and quite high in Scotland) can probably be explained by the very wide difference in the relative dimensions of the study areas: in the Greek study area, the economy of the rural region is merely 2% of that of the urban region, whereas in Scotland we have one of the smallest difference between the two: the East Highlands area is reported to be 63.5% of the Inverness area.
B) Real Wage Differential

Table 6.2   Effects of an Increase in the Tax Rate on Real Wage Differential

	Δώ
	Italy
	UK
	Finland
	Greece
	Latvia
	Czech Rep.

	t 1  + 2%  
	+12.97%
	+ 31.74%
	+18.37%
	+12.29%
	+ 19.72%
	 + 16.34%

	t 1   +4%
	+23.37%
	+ 66.04%
	+38.53%
	+25.82%
	+ 41.17%
	+  36.78%

	t 2  + 2% 
	 - 1.71%
	- - 30.73%
	- 17.04%
	 - 9.26%
	 - 18.32%
	-  12.01%

	t 2  + 4%
	 - 9.58%
	- 58.72%
	- 32.63%
	 -17.54%
	 - 34.98%
	-  31.56%


Results concerning real wage differentials are harder to interpret, as the situation is further complicated by the multiplicity of channels and cross-effects. As is well known, in the standard NEG framework the relationship between the size of the regions and the real wage differential is driven by three standard effects:

1) the home market effect: nominal wage is higher in the bigger region

2) the competition effect: nominal wage is lower in the bigger region

3) the price index effect: prices are lower in the bigger region

Effects 1) and 3) push towards divergence, as they imply that the real wage is always higher in the bigger area, and thus workers will be attracted by it in the long run. Effect 2) pushes towards convergence, as real wage differentials will eventually tend to fade away (note that this is the traditional argument used in mainstream economic theory).

The theoretical modifications introduced in our settings heavily affect all of the three above effects, as can be understood if we recall the final system of equations to which our model economy collapses. The introduction of (distortionary) taxation has an obvious direct effect on the two nominal variables (wage and prices) which determine the real  wage level. Furthermore, in our model the tax revenue finances the reduction of transport costs, which in turn affect all the variables in our system in a highly-non-linear way, whose exact movements are virtually impossible to decompose.

Nevertheless, we can make a few comments on the qualitative nature of our real-wage-differential results, and on the quantitative difference across study areas.

Qualitatively, we get the same results for all cases. Increasing taxation in the urban region affects the three effects described above, in such a way that the real wage differential increases, thereby pushing towards divergence. Intuitively, the tax revenue collected (which is higher in this case, relative to the increase of taxation in the rural region) finances infrastructure building and reduces transport costs, and this (as in all varieties of NEG models) promotes concentration of economic activities in the urban region, as it is relatively less costly to locate in one point and to serve final markets using public infrastructure. This concentration is such as to make the home market effect prevail over the competition effect. On the other hand, increasing taxation in rural regions tends to decrease real wage differentials, although to a significantly smaller extent. What happens here is that the very complicated crossing of effects that our model triggers make the effect 2) prevail endogenously, so that the real wage differential decreases, though remaining positive. 

6.2.1.2 Changes in the labour force 

As far as labour force is concerned, we performed the following counterfactual exercises, while keeping constant the other variables:

1) an increase in the labour force in the urban area by 5%, coming from outside the study area;

2) an increase in the labour force in the urban area by 5% coming from the rural area

3) an increase in the labour force in the urban area by 15% coming from outside the study area;

4) an increase in the labour force in the urban area by 15% coming from the rural area

5) an increase in the labour force in the rural area by 5%, coming from outside the study area;

6) an increase in the labour force in the rural area by 15%, coming from outside the study area.

These counterfactuals represent one of the most pressing socio-economic phenomena experienced in all study areas (although to a varying extent) : the migration of labour force. The issue has received attention inside the NEG approach in the TERA project with the development of a theoretical model able to account for the choice between migrating and commuting from rural to urban region [Gruber (2006)]. In continuity with that work - which has remained exclusively theoretical - we maintain here its intuition by inserting the above counterfactuals, which mimic intra/extra-regional in-migration. This phenomenon is now a feature of all Western European regions, especially after the most recent wave of EU enlargement (Romania and Bulgaria on January 2007).

The four above experiments depict the situation concerning the increase in the size of population in the urban region by 5% or 15%; while the former refers to a possible short-term perspective, the latter obviously indicates a cumulative effect occurring in the medium-long term. Case 1 and 3 refer to a situation where the increase in population comes from outside the model economy, that is from a third region. On the other hand, case 2 and 4 depict the situation where the increase in population comes from intra-regional migration, namely workers from rural region flowing into the urban region. We also investigated the situation in which it is the rural region who benefits from an increase in population / size of the market (case 5 and 6).  

As far as the Greek study area is concerned, it was impossible to conceive meaningful counterfactual exercises with regard to the labour force, given the enormous difference in economic size (the rural area is only 2% of the urban). In that study area, not only were none of the above counterfactual steps applicable but, given that our analyses (along with the whole NEG framework) proceeds in relative terms, a huge shift in labour supply from the urban region to the rural (in the magnitude of beyond 30%) would have been needed in order to produce non-negligible effects on our endogenous variables. Therefore, we only computed for the Greek area the counterfactual exercises concerning the change in the tax rate.

We comment as follows the effects of labour force/size of the region counterfactuals on production differentials.

A) Production differential  

 Table 6.3  Effects of an Increase in the Population of the Urban/Rural Area  on Production (Income) Differential

	ΔY
	Italy
	UK
	Finland
	Greece
	Latvia
	Czech Rep.

	L1   +5%
	+ 3.99%
	+ 3.77%
	+ 3.91%
	_
	+ 3.58%
	+   3%

	L1  +5%infra
	+ 8.27%
	+ 9.73%
	+11.09%
	_
	+10.23%
	+ 12.43%

	L1  +15
	+ 11.03%
	+ 10.31%
	+ 9.89%
	_
	+ 9.79%
	+  8.24%

	L1  +15 infra
	+ 22.6%
	+ 26.64%
	+ 27.13%
	_
	+ 28.01%
	+ 34.01%

	L2    +5
	 - 4.18%
	-  3.96%
	- 3.38%
	_
	- 3.75%
	-  3.17%

	L2  +15
	 -12.99%
	- 11.87%
	+10.73%
	_
	- 11.27%
	-  9.50%


First of all, we note that, in line with the standard predictions of NEG approach, increasing the size of one region increases its production. In fact, the increase of population in the urban area increases the production differentials, whereas the opposite obviously reduces them.  Moreover, it is interesting to notice that in the case of an "outside-the-model" migration (that is, an increase in the labour force coming from a third region: first and third case for the urban area, and both cases for the rural), the quantitative magnitude of the effects follows strictly the quantitative order of the size of the periphery with respect to the core: the effect is higher where the rural region is bigger in size (in decreasing order: areas in Italy, Scotland and Finland), and lower where the rural region is smaller relative to its corresponding urban area (again in decreasing order: areas in Latvia and Czech Republic). These results therefore suggest that the smaller the relative difference in size between urban and rural region (namely, the bigger the periphery), the greater is the increase in the production differentials in favour of the urban region, resulting from an exogenous increase of its size; in other words, the "gain" is greater in those cases for urban regions, as they "escape the danger" of being too close in size to the rural region, and thus can benefit more in relative terms as they exploit the highest marginal return. What happens here in terms of the underlying forces of the model is that the competition effect is overwhelmed.  Obviously, the opposite happens in case of an exogenous increase in the size of rural regions: the production differential reduces the most where the periphery is bigger in relative terms with respect to the corresponding urban centre, and also in this case the quantitative order of the results follows the order of the initial conditions.
B) Real wage differential
Table 6.4  Effects of an Increase in the Population of the Urban/Rural Area on   Real Wage Differential

	Δώ
	Italy
	UK
	Finland
	Greece
	Latvia
	Czech Rep.

	L1   +5%
	+13.99%
	+21.33%
	+13.13%
	/
	+12.96%
	+ 13.99%

	L1 +5%infra
	+21.85%
	+60.31%
	+38.24%
	/
	+ 41.29%
	+ 25.67%

	L1  +15
	+ 27.50%
	+64.64%
	+37.36%
	/
	+  41.25%
	+ 37%

	L1  +15 infra
	+57.35%
	+95.92%
	+43.78%
	/
	+80.51%
	+ 42.54%

	L2    +5
	-1.12%
	-20.37%
	-10.4%
	/
	-12.24%
	-   6.29%

	L2  +15
	-10.01%
	-54.65%
	-30.03%
	/
	-33.25%
	-  27.32%


Counterfactual experiments on the increase of population are consistent with the effects 1) and 3) recalled in the previous sub-section: increasing the size of urban areas increases the real wage differentials, whereas the opposite happens if it is the rural area which benefits from an increase in its size.

In terms of the quantitative differences across study areas, the magnitude is high in every country. We can make two comments on this particular issue:

1) the results are computed under the assumption of  k = 1 (the % of tax revenues devoted to infrastructure building) which was adopted in order to ease the working of the simulations and erase some of the most complicated non-linearities which might have prevented reaching a unique and stable solution. The economic meaning of this assumption is that all the tax revenue is devoted to the infrastructure building, and none goes back to support consumers' income. Consequently, all the results have to be interpreted as the "upper bound" of the possible range of results that could be considered when parameter k goes from 0 to 1. Therefore, all the results in the previous table are quantitatively bigger that they would have been if just a part of the tax revenue had been devoted to infrastructure building, as it is often the case in reality.

2) The increase in population of 15% in a static model like this one can easily be interpreted as the cumulative effect occurring over a longer period of time. In this view, the results reported in the Table gain more plausibility.

We still have to explain the quantitative differences across the study areas: the best intuition we can provide is that it is the outcome of a cross-effect between the initial conditions of the area for both size and tax rates. Take the example of the Scottish study-area, which reports real wage movements much bigger than other countries do: it scores second (in decreasing order) in the size of rural area ranking, and third in the tax rate order. The combined effect is such that the Scottish study- area is the first in a hypothetical ranking of magnitude of initial conditions, constructed on the basis of the two separate rankings of region-size and of tax rate. In other words, in the Scottish study area the combined effect of both channels is relatively strong than in other study areas: increasing the tax rate has a bigger effect because of the larger size of the rural area, and vice-versa. All other differences in magnitude across countries can be explained in the same way: that is, the combined ranking (in a decreasing order) of initial conditions on labour supply and tax rates.

6.2.1.3 Concluding remarks

Summarizing, our results suggest that: 
· financing infrastructure building, or whatever public intervention which can reduce trade and transport costs across urban and rural regions, has a significant effect on the dynamics of production and real wage differentials. If the burden of the public intervention is given to the urban region, income differentials are reduced but the overall net effect pushes towards divergence in real wage differentials. If, on the other hand, only the rural region is taxed, the opposite happens, but to a smaller extent. Differences in quantitative effects across study-areas are small in case of production differentials, and more substantial in case of real wage differentials (where more complicated dynamics come into practice);
· increase in the size of the urban region increases production differentials and promotes the cumulative effect for divergence. Obviously, the effect is much stronger when it occurs via intra-regional migration rather than from external sources. The opposite happens when the rural region grows in size. In order to understand the differences in the quantitative effects, we have to consider the combined initial conditions: countries where rural region's size and average tax rate is higher (both evaluated as a linear combination and not as separate factors) experience the greatest quantitative effects, in line with intuition.

6.2.2 The New-NEG model simulations
6.2.2.1  Changes in trade-costs

In this Subsection we present the results of the first simulation: interregional trade barriers are reduced by 5%. This provides an assessment of the potential gains stemming from further trade integration.  

The bottom line of the overall analysis on the 6 study areas examined is that small remote rural areas will usually benefit greatly from boosting trade relationships with close-by regions because they  have  a  lot  of unexploited  potential.   However,  large  adjacent  urban  centres  have  little to gain  from further integration, and this might be an issue for the feasibility of such a policy. These results hold for all study areas examined except for the Italian and Latvian cases. 

Another interesting finding is that gains vary a lot across sectors and so, if trade costs reduction could be selective across industries; we point out which are the ones that should be targeted in our case study areas.  Finally, it  is  important  to  remark  that  the  sectoral  breakdown  is  not  the  same  for  all  countries  and depends on the level of data detail provided by partners. 

(i) The case of Czech Republic 

Looking at Table 6.5, where we aggregate sector-region gains at the regional level, reveals that the study area of Bruntal would actually benefit a lot from further integration with the other 5 regions (second highest gain).  However, the small gain of the adjacent urban center (Ostrava) may be an obstacle to the political feasibility of such an integration.

Table 6.5 Decrease of trade costs: Productivity gains for the 6 regions (average across the 16 sectors) considered in the Czech Republic

[image: image24.jpg]Table 12: Decrease of trade costs: Productivity gains for East Highlands (Inverness) across
the 18 sectors

Industry % gain in productivity
Food beverages and tobacco 0.649
Textiles 2.542
Wearing apparel except footwear 1.441
Leather products and footwear 2.265
Wood products except furniture 0.369
Paper products 1.218
Printing and Publishing 0.169
Petroleum and coal 0.181
Chemicals 1.338
Rubber and plastic 0.798
Other non-metallic mineral products 0.623
Metallic products 1.158
Fabricated metal products 0.658
Machinery except electrical 1.059
Electric machinery 2.249
Professional and scientific equipment 1.039
Transport equipment 1.140
Other manufacturing 0.675
Average 1.087





Table 6.6,  where we aggregate sector-region gains at the sectoral level,  shows that the highest productivity gains for Bruntal would come from the industries: 1) Textiles; 2) Leather Products and Footwear;) Electric Machinery.  If integration can be selective across sectors, these are the 3 top industries to target. Gains across sectors and industries depend on population size, trade costs and competitiveness. Around 80% of  the  variance  in  the  96  computed  gains  (6  regions  times  16 sectors) is  explained  by  these  3  variables. 
Table 6.6  Decrease of trade costs: Productivity gains for bruntal across the 16 sectors

[image: image25.jpg]Table 11: Decrease of trade costs: Productivity gains for the 6 regions (average across the 18
sectors) considered in the UK

Region % gain in productivity
Manchester 0.028
London 0.030
Aberdeen 1.437
Edinburgh 0.218
Glasgow 0.044
Inverness 1.087
Average 0.474





Regions  characterized  by  a  low  population  and  high competitiveness  are  those  which  gain  the  most  from  further  trade  integration,  especially  in  those sectors  where trade  costs are low.  Interestingly, it  turns  out  that  Bruntal has the third best underlying technology, meaning that there is a lot of potential competitiveness to be exploited. 

(ii) The case of Finland

Table 6.7 shows that Pohjois-Karjala (the NUTS3 region where the study area of North Karelia is located) has a slightly above-average gain from further integration and has the best underlying technology. Again, this means that this region has a lot of potential competitiveness that needs to be better exploited. The lowest gain is for the region of Uusimaa, where the largest city agglomeration (Helsinki) is located. 

Table 6.8 indicates that the highest productivity gains for North Karelia would come from 1)  Machinery  other than  electrical;  2)  Other  Non-Metallic  Mineral  Products;  3)  Paper,  Printing  and Publishing.  If integration can be selective across sectors, these are the 3 top industries to target. 

[image: image26.jpg]Table 10: Decrease of trade costs: Productivity gains for North Karelia (Pohjois-Karjala) across
the 11 sectors

Industry % gain in_productivity
Food beverages and tobacco 0.582
Textiles, Wearing Apparel, Leather, Footwear 1.884
Wood products except furniture 1.161
Paper, Printing and Publishing 5.380
Petroleum, Coal, Rubber, Plastic, Chemicals 0.349
Other non-metallic mineral products 6.006
Metallic and Fabricated metal products 4.654
Machinery except electrical 17.710
Electrical, Professional and scientific equipment 3.866
Transport equipment 4.286
Other manufacturing 1.080
Average 4.269




Table 6.7 Decrease of trade costs: productivity gains for the 6 regions (average across the 16 sectors) considered in Finland

[image: image27.jpg]Table 9: Decrease of trade costs: Productivity gains for the 6 regions (average across the 16 sectors)
considered in Finland

Region % gain _in_productivity
Etela-Savo 3.388
Pohjois-Savo 8.947
Pohjois-Karjala 4.269
Kainuu 2112
Uusimaa 0.452
Etela-Karjala 6.459
Average 4.091




Table 6.8  Decrease of trade costs: Productiviy gains for North Karolia (Pohjois-Karjala) across the 11 sectors
(iii) The case of Scotland 

Table 6.9 shows that the Inverness area (more precisely the NUTS3 region UKM42 where the study area of East Highlands is located) has the second highest gain and the best underlying technology. The lowest gains are for the big agglomerations of Manchester and London. 

Table 6.9 Decrease of trade costs: productivity for the 6 regions (average across the 18 sectors) considered in the UK

In Table 6.10 we provide evidence that the highest productivity gains for East Highlands would come from 1) Textiles; 2) Leather Products and Footwear; 3) Electric Machinery. If integration can be selective across sectors, these are the 3 top industries to target. 
Table 6.10  Decrease of trade costs: productivity for East Higlands (inverness) across the 18 sectors
(iv) The case of Greece 

Table 6.11 shows that the study area of Archanes Municipality (NUTS 5 level) has a slightly less than average gain and the third best underlying technology. The lowest gains are for the big agglomeration of Heraklion city.

        In  Table  6.12, we document  that  the  highest  productivity  gains  for  Archanes  would  come  from the 1) Transport Equipment;  2) Leather Products and Footwear; 3) Electric Machinery. If integration can be selective across sectors, these are the 3 top industries to target. 

Table 6.11 Decrease of trade costs: productivity gains for the 7 regions (average across the 18 sectors) considered in Greece

Table 6.12 Decrease of trade costs: productivity gains for Archanes across the 18 sectors 

(v) The case of Italy 

In Table 6.13 we show that the “Basso Ferrarese” occupies the 8th position in terms of gains and is ranked 9th in terms of underlying technology. Therefore, in contrast to other study areas, the Po Plain area suffers from poor structural competitiveness. Policies oriented towards productivity and innovation, rather than economic integration, are therefore more likely to pay in the Po Plain area. The lowest gain (actually a loss) is for Forlì-Cesena and the highest for Ravenna.

Table 6.13 Decrease of trade costs: productivity gains for the 12 regions (average across the 18 sectors) considered in Italy

Table 6.14 reveals that the highest productivity gains for the Po Plain area would come from the 1) Professional and Scientific Equipment; 2) Food Beverages and Tobacco; 3) Other Manufacturing. If integration can be selective across sectors, these are the 3 top industries to target.

Table 6.14 Decrease of trade costs: productivity gains for the Po Plain area (Ferrara) across the 18 sectors

(vi) The case of Latvia 

 
In Table 6.15, we show that the Latvian study area has virtually nothing to gain from further economic integration and is the one with the worst underlying technology. As in the case of the Po Plain area, this region suffers from poor structural competitiveness. Policies oriented towards productivity and innovation are therefore more likely to pay than economic integration. Moreover, Table 6.15 reveals that the regions of Vidzeme and (especially) Zemgale will actually lose as a consequence of a reduction in trade costs across Latvian regions. The reason is that these two areas are too close to the extremely productive Piergas Riga region that will by contrast become even more competitive. The most likely outcome of trade costs reduction is Latvia is thus a further exacerbation of economic disparities across regions with an increased importance of Riga and the formation of a second cluster around the region of Kurzeme. As long as regional imbalances represent a relevant issue for policy, then something must be urgently done to avoid further agglomeration.

Table 6.16 reveals that productivity gains for the region of Latgale are virtually zero for all sectors. Therefore, no industry-specific policy can be recommended from our framework. 

Table 6.15  Decrease of trade costs: productivity gains for the 5 regions (average  across the 18 sectors) considered in Latvia

Table 6.16  Decrease of trade costs: Productivity gains for the region of Latgale across the 18 sectors
6.2.2.2  Changes in the local population

The second counterfactual consists in an exogenous increase by 5% of the local population of the study area. This should give an idea of how the expansion of remote rural areas can contribute to their competitiveness and guide policy makers in the choice of the best local development strategy
Because of the technical features of the New-NEG model used [see the core equation describing the equilibrium level of productivity in Mion (2008)] an increase in population has a trivial effect on productivity in the sense that the induced % change is independent of the level of technology and the accessibility of both the location concerned and the others. Therefore, the % increase in productivity stemming from a 5% increase in local population of a study area is the same for all study areas, and the average across sectors is 1.2%. Furthermore, the gains for the other regions are zero. Finally, as Table 6.17 shows, there is very little variation across industries around the average gain of 1.2%.
Table 6.17 Increase in local population: productivity gains across sector
 
From the above results, we may conclude that an exogenous increase in local population would be beneficial for the study areas only, and that all industries would be basically affected in the same way. Furthermore, by comparing the 1.2% gain productivity  computed here by increasing population with the gain stemming from a 5% decrease of trade costs reveals that in 3 study areas (East Highlands, the Plain Po area and Latgale) the first gain is larger than the second one. It is certainly beyond the scope of this paper to judge the relative costs and political feasibility of these two policies. However, our analysis suggests that an increase in local market size would be relatively more important than further trade integration for East Highlands, the Plain Po area and Latgale.

6.2.2.3 Concluding remarks

Summarizing, our results suggest that: 

· in all cases but the Plain Po area and Latgale, remote rural areas examined have a lot of unexploited potential competitiveness that can be realised by policies promoting further economic integration with both leading national trade partner regions and foreign investors; 

· policies promoting further economic inter-regional integration would be highly beneficial in terms of increase in productivity and welfare for remote rural areas. Such policies would also be beneficial for the other trade partners. However, adjacent large urban centres have little to gain, and this might limit the political feasibility of such interventions. At least in the first stages of integration policies, remote rural areas would make their life easier by finding partner regions other than large urban areas; 

· gains from inter-regional integration vary substantially across sectors. Therefore, in order to maximize the return on public spending, it would be desirable to promote sector-specific integration policies; 
· the Plain Po area suffers from a poor structural competitiveness. In such a case, we believe that policies designed to promote competitiveness, innovation and research are more likely to pay than boosting economic integration. The region of Latgale also suffers from a poor structural competitiveness and has virtually nothing to gain from further integration. Moreover, the most likely outcome of trade-cost reductions in Latvia is a further exacerbation of economic disparities across regions with an increased importance of Riga and the formation of a second cluster around the region of Kurzeme. As long as regional imbalances represent a relevant issue for policy, then something must be urgently done to avoid further agglomeration;

· there are sizeable gains for all remote rural areas achievable with an increase in local population and market size. However, gains are limited to the remote area only, and so no external help can be expected to promote and finance policies aiming to increase local population;

· the impact of an increase in local population does not display significant industry heterogeneity, and so there is no need to design a sector-specific policy. For East Highlands, the Plain Po area, and Latgale, an increase in local market size is relatively more beneficial than market integration. It can certainly be said that, compared to the others, these three regions should make an extra effort to attract people. 

Chapter 7

Additional Analysis

7.1 Qualitative Analyses

In order to aid interpretation of the modelling results of the common simulations carried out in WP5 (see Chapter 6 above) and to suggest additional model simulations, extensive interviews, both face-to-face and by telephone, were carried out in early 2008 with local experts and policy makers in each of the TERA project case study areas. Analysis of the outcomes of these interviews also helped to illuminate policy developments in the regions, and to focus on territorial factors of particular importance. Given the varied but highly region-specific nature of the interviews, it is difficult to summarise the qualitative results; readers are referred to Simola et al. (2008) for full discussion for each case study area

In general, interviewees agreed with the direction of the common scenario modelling results, but pointed to specific characteristics of the study areas.  For example, in relation to the labour migration analyses, the interviewees highlighted the unique characteristics of immigrant labour in the East Highlands of Scotland, and those of blue-collar emigrants from North Karelia. The interviewees also commented on the extent to which local characteristics were (or were not) taken into account when EU and national policies were designed and implemented. In Czech Republic, it emerged that the multitude of small and medium-sized communities and their lack of purpose-based cooperation negatively affects the pursuit of common interests, and results in low success in obtaining EU funding for structural adjustment. Due to limited size and weak social capital, small municipalities (especially those up to 200 to 500 inhabitants) are not able to receive the necessary support. The suggestion is that one should set up micro-regions, which require inter-municipal cooperation. This conclusion may not apply elsewhere, e.g. in the Greek and Scottish study areas, where local development seems relatively strong, but may be of wider application beyond the Czech Republic.

7.2 Additional Modelling Simulations

In addition to the qualitative investigations and analyses reported in the previous section (7.1), four TERA partners carried out additional quantitative study area analyses using the CGE models, as part of WP 7. This section summarises the findings, which are reported more fully in Section 5 of Törmä et al. (2008), highlighting the differences and different needs of the study areas, which are treated in turn. 

The specific choice of the common simulations was made on the basis of the comparative analysis of the TERA case study areas [Bednarikova et al., (2005)] from which some of the most important issues affecting those territories were identified. For example, differences in the migration trends facing each of the regions were revealed, while the importance of agriculture in terms of the potentially significant knock-on effects exerted on the local economies under study was also highlighted. Furthermore, given that all of the six regions of TERA constitute small open economies, a shift in the world demand for their products is expected to have an important impact on local prices and economic activity. Finally, differences in the levels of remoteness and/or accessibility of the TERA study areas were identified; these are linked to the current state of road networks and transport facilities that exist in each region. As remoteness is known to significantly influence economic development, given that distance from main markets makes rural areas less attractive to both households and firms, it is important to focus on the improvement of transport infrastructure projects as a means of improving competitiveness, reducing regional disparities and thus, promoting social and economic cohesion. 

The following paragraphs describe the additional simulations carried out in four of the six case study areas. In addition, an extra exercise (not reported here) was conducted on a multiplier analysis for the Latvian study area’s social accounting matrix. 

Basso Ferrarese

For the Italian study area “Basso Ferrarese”, additional simulations were carried out in relation to productivity, investment in innovative sectors, tourism and services, skilled labour demand and household income. Increasing productivity in urban manufacturing had the strongest impact on GDP, but improvements in finance and trade also had significantly beneficial results for the entire economic system, suggesting a traditional but non-static economy. These results are important since productivity in the service sectors is much easier to increase, and sunk costs and mark-up pricing are less important there than in manufacturing. 

Increased investments in machinery were used as a proxy for more general innovation, while investments in construction were related to infrastructural additions. The analysis showed that machinery investments had a negative effect on regional GDP, whereas construction investments had a positive impact. When the investments were combined with an increased labour demand and increased productivity in urban manufacturing, construction investments again had a positive impact, whereas investments in machinery resulted in zero or negative GDP effects, possibly due to the limited time horizon of the CGE model.  

In addition, “soft” investment simulations were carried out, relating to (i) retail trade, tourism, transport and finance, (ii) an increase in the productivity in tourism, and (iii) reduction in transport and trade margins. Investments in rural tourism brought higher benefits than in urban tourism, yet the best results were brought by the simultaneous increase of both investments and productivity.
East Highlands

For the Scottish case study area, three different additional labour-supply simulations were carried out using the CGE model, as suggested by recent immigration into that region. During the interviews, it was suggested that, in recent years, migrants have filled both skilled and unskilled positions, and that these migrants tend to be more productive than the locals. A further aspect was that immigration usually results in a successive wave of capital accumulation. Accordingly, in the simulations, a) skilled labour supply was increased; b) unskilled labour supply was increased and the substitutability of different labour factors was raised to 0.99; and c) total labour supply was increased accompanied by a rise in the amount of capital supply, with capital mobile between different activities. 

The simulation results indicated that the influx of skilled labour brings about a nearly five-fold greater effect on GDP than unskilled labour, with benefits to the secondary sectors and urban area. Increased productivity of unskilled labour slightly increased GDP, with relatively small overall impacts. An increase in total labour supply accompanied by a rise in the amount of capital resulted in a rise in regional GDP and led to a greater divergence in the income effects between the rural and urban areas, the urban part benefiting more. 

An additional ‘soft’ agricultural policy simulation was also carried out, being considered closer to the proposals of the next Scottish Rural Development Programme than the original “common” modulation simulation. Here, the CAP subsidies were transferred in equal proportions of 25% to each of construction, education, business services and public administration. As a consequence, regional GDP fell slightly, but less than in the initial simulation. In addition, the rural area faced output losses, while the value added of urban sectors increased. 

Since local policymakers had highlighted the importance of developing the University of Highlands and Islands (which is expected to attract skilled individuals to the area and to prevent the out-migration of young people), the following simulations were carried out:

a) an increase in the transfer of Government funds to the education sector;

b) an increase in the transfer of Government funds to education, combined with a rise in the amount of skilled labour in the region;

c) an increase in the transfer of Government funds to education, combined with a rise in the amount of skilled labour and growth in the total productivity of the transportation sector.

In all these simulations, regional GDP increased in such a way that the largest gains were observed in the urban area and in the urban tertiary sectors in particular. 

North Karelia

Three different additional simulations were carried out in North Karelia, based on both the gaps and questions left by the common simulation results, and on the local interviews.

According to the interviews, the availability of the blue-collar (unskilled) labour force was an important factor in the regional economy of North Karelia. For example, during this decade there has been a growing trend of especially construction workers to move to, or at least to work in, Southern Finland. In order to simulate such out-migration, the amount of such labour was reduced. As a consequence, regional GDP dropped, as did the aggregate value added of both rural and urban secondary sectors. 

An additional agricultural simulation was carried out in an manner equivalent to the original Pillar 2 simulation, i.e., cutting all agricultural support and dividing an equivalent sum equally (25% each) between the four different investment products - machinery, electronic equipment, wood products, and ore, minerals and rock - instead of shifting it into construction investment demand. As a consequence, regional GDP increased, but regional imports of primary sector products increased by 19%. 

The aim of the third simulation was to explore how the regional economy would be affected by a change in the emphasis of taxation from enterprises (employers’ share of social security and pension payments) to household income tax (already heavy in Finland). This reallocation of tax collection favoured secondary sectors but penalised the primary and public sectors, although the total GDP effect was marginally negative.

Heraklion/Archanes

Based on the interviews with local/regional stakeholders and policy makers and the study area context analysis, the following four additional simulations were carried out for the Greek study area: 

a) an increase in the supply of skilled labour in the rural area (Archanes)

b) an increase in the aggregate trading price of all regional export commodities, in order to capture the effect of an overall shift in demand from the Rest of the World. 

c) an increase in land prices and rents of the rural area, reflecting increased pressure by both households and firms (from Heraklion and other parts of the Prefecture) to re-locate in Archanes.  

(d) an increase in the income of rural commuters from urban skilled and unskilled employment, assuming an increase of 100% in the number and income of the Archanes commuters who work in Heraklion.

The results of the four additional scenarios were as follows:

(a) An increase in the rural skilled labour causes rather small overall impacts due to the small size of the rural area, but the effects on almost all variables are positive. These findings are compatible with those of the labour supply simulation and indicate the importance of skilled labour for the rural economy of Archanes. 

(b) The trade scenario has the highest total positive effect, but this mostly affects urban GDP. However, rural factor income, household income and employment all record the highest positive effects, compared to the other three simulations. 

(c) The land price scenario results in negative effects for both Archanes and Heraklion. Taking into account the significant links between farming and the secondary sector, this clearly portrays the economy-wide impacts of the pressure on rural land. 

(d) Finally, the rural commuter scenario has very small positive and negative effects for all the studied variables. Taking into account the current low number of Archanes residents commuting to Heraklion, this finding points to the potentially significant impacts of commuters for this rural economy.

As mentioned above, the results of these additional simulations, along with those of the common simulations and the qualitative analyses, formed the basis for policy implications and recommendations, which are the main findings of Work Package 7. Each partner concluded with policy implications and recommendations that appear as the most suitable for their particular region of study. Policy implications and recommendations were further compared between the regions, with special attention also paid to territorial factors and their relevance for the past, existing and future policies. This is in order to give sufficient background and reasoning on whether and how the policies pursued in terms of the enterprise development in remote rural areas should, to a larger extent, include clear and more relevant and meaningful regional aspects.

Several territorial factors are mentioned and analysed in each of the country reports. These are listed below in summary form. There were challenges in specifying relevant key words, and in deciding about the grouping of the factors. In the summary below, the expressions from the country reports were used as far as possible. The grouping of the common factors generally follows a pattern of negative factors coming first and the last ones representing positive factors. This order represents one way of describing a typical rural area in need of development as a whole and in terms of targeted policy actions. 

· Size of the area

Generally, the TERA areas are small, both in square kilometres and population compared to the whole country. This means that the size of the labour force is limited. Small size means also that local markets are small and that the firms focusing on these markets are small or medium-sized (SMEs). Further, smallness of the area means that it is in many respects dependent on neighbouring municipalities and towns. Good examples are the needs for commuting, shopping and participation in social activities.
·  Long distances, remoteness, 

Long distances from capitals and poor links with local urban centres are common in several of the TERA areas. The state of remoteness, however, differs between the countries.

· Poor infrastructure and high transportation costs

Roads, bridges, railroads, airfields, integrated logistic services, telecommunication networks but also public transport, social housing, health care facilities and schools represent the infrastructure for which rural areas often lag behind urban ones. There are problems even in getting funds for the maintenance of the existing level of the transport infrastructure. This decreases the efficiency of passenger traffic and transportation, and increases transaction costs. In addition to these direct effects, lack of proper infrastructure has indirect multiplier effects that cumulate over the years.

· Importance and conditions of agriculture based production

Agriculture is still an important sector in the TERA areas. There have been major changes in the importance and conditions of agriculture during the last twenty years. The reduction of agriculture has an effect on the use of land. Whether the effects have been good or bad for the local economy depends on many aspects such as the quality of land and distances. 

· Narrow industrial structure and the importance of exports oriented industries

Some TERA regions suffer from a narrow economic base, which makes the area vulnerable to the performance of one or two large businesses that dominate economic development.

· Scarcity of skilled labour, unemployment and negative demographic development

The above common territorial factors are strongly linked with the labour force. Remoteness, poor infrastructure, structural changes of agriculture, narrow and backward industrial structure and maybe the lack of growing export focused industries do not preserve the desire of people to work and live in a small area. The lack of jobs and low average wages usually results into the out-migration of the skilled labour force and the structure of the labour force can become less competitive. All TERA research teams emphasise the consequences of negative rural development associated with the out-migration of skilled labour. In addition, of new and effective development strategies, increasing the skilled labour supply is in particular seen as a remedy for these problems.

· Low regional GDP 

Stagnant economic activity and low work participation rates often lead to a high dependence on the public sector and subsidies.

· Location near the border of a foreign country 

This was felt to be an extremely important influence on development in the three TERA study areas neighbouring another country. 

· Rural- urban interactions

The division between urban and rural sectors, labour and households has been an important ingredient in the TERA project, for obvious reasons. The simulation and expert analyses point out conditions and shocks that might affect the urban and rural areas differently. The TERA project does not “oppose” urban development, but tries to specify territorial factors, which are important for the development of rural areas and contribute to sustaining the effects of development policy efforts into rural space. 

· Quality of life, social infrastructure and local governance

In order to understand and highlight how quality of life affects economic activity in the area, it is necessary to look at its components and specifically “natural capital” (environment, natural resources), “physical capital” (infrastructure), “social capital” (trust, networks, local governance) and human capital (education, income, employment). Physical infrastructure is important, but there is a need to better exploit factors such as quality of life, environment and cultural heritage, which could trigger movements of people towards rural areas. 

· Importance and opportunities of tourism

Linked to the above point, tourism is defined as an important common territorial factor in many of the study areas. The TERA team feel that tourism has huge possibilities, but there are also hindrances.
Chapter 8
 Policies 

This chapter deals with the investigation of current structural development policies for rural areas in order to assess their relevance to the territorial factors influencing the development of enterprises. More precisely, the elements of these policies will be analysed in detail, and their degree of influence on these factors will be assessed. Subsequently, there will be an effort to specify a new policy framework that would promote the economic development of remote rural areas in a more targeted and effective manner. The chapter hinges upon the results of the analyses carried out in WP6 and WP7, and reported in previous chapters in this report.

8.1 Policy Review

The Policy Review was carried out for both EU policies and  the relevant policies at both national and local level within TERA partner countries. For a complete overview, see Saktina and Meyers (2007) and Saktina (2008).

8.1.1 EU Policies

The purpose of the first part of the review was to identify and analyse EU structural development policies applied to rural areas, their evolution, their potential future direction, and their relevance to the TERA project. Of particular interest to TERA is the extent to which different policies and programs take account of the territorial economic factors which influence the creation, development and survival of enterprises in peripheral rural areas. Thus, it was important to consider all EU policies and programmes that impact rural areas. This clearly includes Pillar 1 and Pillar 2 of the CAP, LEADER, Structural and Cohesion Funds, Environmental Policies, Transport (TEN) policies, and other infrastructure policies. The role of the European Spatial Development Perspective (ESDP) is also relevant to this discussion. 
8.1.1.1  CAP and rural development policy

Since the CAP came into force in 1958, it has evolved from what was primarily a system of agricultural price support and market protection into what is now primarily a farm income support program, now called Pillar 1). In general, this reflects the evolution of the EU from a deficit and importing trade area into a surplus and exporting one for many farm products.  The high price supports and associated border measures of earlier years have been increasingly replaced by direct payments calculated on a variety of bases, and reduced dependence on export subsidies and (though reduced to a lesser extent) import tariffs. These changes have moved the CAP increasingly in the direction of Pillar 2, i.e. rural development support, including the promotion of environmentally friendly land management. Thus these changes have opened up the possibility of CAP measures having more impact on rural investment and economic development. First, the increased decoupling of payments from farm production levels may encourage farmers to develop alternative economic activities, especially in areas where farming is less competitive. These are more likely to be in peripheral rural areas. A second and likely more important effect is that as funding for Pillar 2 increases as a result of “modulation” from Pillar 1 to Pillar 2, the potential funding for investment in rural non-farm activities increases.  

8.1.1.2 Structural and Cohesion policy

The Structural Policies of the EU are aimed at reducing disparities between different regions and social groups, and at promoting sustainable development and general economic efficiency. 

For the period 2000-2006, the objectives established for the 1994-1999 period were reduced from more than 6 to 3. The three new objectives were:

· Objective 1 – programmes in regions whose development is lagging behind, including regions whose per capita GDP falls below 75% of the EU average, sparsely populated regions of Finland and Sweden and the most remote regions (Annex II);

· Objective 2 – programmes in regions undergoing conversion including industrial or service sectors subject to restructuring, a decline in traditional activities in rural areas, problem urban areas, and difficulties in the fisheries sector;

· Objective 3 - modernising training systems and promoting employment outside the regions eligible for Objective 1.

For the programming period 2007-2013, the objectives have been again redefined, with a budget allocation indicating increased emphasis on reducing regional disparities, especially with the poorer areas in the New Member States. More than 35 percent of the total EU budget during this period will be devoted to Cohesion policy.  

Table 8.1 Changes in objectives and instruments for 2007-13 programming period
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Source: European Commission

The next indications on the future direction of the Structural Funds will come from the Budget Review that was launched on 12 September 2007. The Commission’s press release reported that the Commission was invited "to undertake a full, wide ranging review concerning all aspects of EU spending, including CAP, and of resources, including the UK rebate", and that the process would involve “a broad consultation and stimulating an open, no taboos, debate on EU finances and its future”. It is easy to conclude that “no taboos” may refer specifically to the CAP budget that has been the largest part of the EU budget since the beginning, and was protected from cuts during the intense negotiations over the budget for 2007-2013. The Commission's budget proposals will be presented at the end of 2008/beginning of 2009.   The fact that the timing of this review partly overlaps with the CAP Health Check (also due for conclusion in 2008/09) indicates the interdependence of these two processes. 

8.1.1.3  EU Trans-European Network (TEN) policies

In order to make regions accessible, transport and its infrastructure are needed. The EU is responsible on how to get countries into a linked transport system and make them accessible, but countries are responsible for how to make regions within the country accessible and reachable. 
While the TEN concept of the “interconnection and interoperability of national networks” has been articulated at an EU level, the implementation of much transport policy is at the level of the national governments, or at a lower regional or local government levels. This multi-level decision-making, involving different institutions with different objectives, gives rise to problematic situations.

Transport policy addresses two fundamental concerns of the EU: the improvement of European competitiveness and cohesion between the member states. More specifically, the construction of the trans-European transport network is a major element in economic competitiveness and a balanced and sustainable development of the European Union by contributing to the implementation and development of the Internal Market, as well as re-enforcing economic and social cohesion. These developments require the interconnection and interoperability of national networks as well as access to them. Problems arise, however, when transportation policy is supposed to secure objectives that are more efficiently pursued by other policy areas. Since the way in which transport itself interacts with other policy sectors is poorly understood, the danger is that those kinds of horizontal interactions may result in single sectoral policies running counter to one another, or at least not reinforcing each other.

Within the main policy areas related to the internal market, one conflict appears between transport policy and the Stability and Growth Pact. While it is a long-term objective of transport policy to support the removal of barriers, in the short run it is a major consumer of public funds. Under pressure on public budgets, imposed by the Stability and Growth Pact, transport policy is frequently the target of expenditure cut-backs, since large capital projects can be delayed with no immediate effects.

A main policy interaction also appears within transport policy itself. On the one hand, infrastructure investments aim at reducing transport cost, while on the other, pricing mechanisms for transport networks should make users aware of the real resource costs of transport, when these differ from private costs. The conflict results from a failure to implement policy in its totality: realizing single and distinct measures runs the risk of making the situation worse.

A similar conflict arises between transport and environmental policy. Reducing transport costs increases mobility, which is a pre-requisite for a single market in goods and services. But on the other hand, the increase in transport, with its carbon and other emissions, negates the objective of environmental sustainability. In order to secure the latter, the user must face the true social cost of transport, including environmental externalities. The interactions with structural and cohesion policies, and with the ESDP in particular, are clearly central to the discussion. 

Closely related to the question of cohesion is the interaction between transport and agriculture policy. As ESPON report 2.1.1 (2006b) says: “The agricultural sector is not only affected due to the support of the internal market by transport policy. Transport also plays an important role in attracting alternative sources of employment in rural areas, which are in general less affluent than more central regions. Transport’s role in promoting the internal market is also significant in its relationship with increasing the efficiency of the agricultural sector. More important however is the role of transport in sustaining and promoting the economy and society of rural regions, both as a complement to agriculture and as the means by which rural regions, and particularly remote rural regions and mountainous regions, can attract alternative sources of employment. A policy based solely on reducing transport costs does carry risks that remote rural regions are insufficiently competitive to be able to withstand competition from more central regions when transport costs are reduced. Furthermore lower transport costs may encourage continuing out-migration of the potential labour force”. The implication is that improved transport which reduces access costs works both ways. While it improves access and opportunity for rural economies, it also increases competition by reducing the prices of competing goods and services from the larger and more competitive regions external to remote rural areas. 

8.1.1.4  EU environmental policy

The EU's environmental laws help to protect against water, air and noise pollution, and to control risks related to chemicals, biotechnology and nuclear energy within the Union. The overall direction of EU environment policy is laid out in the latest action program--"Environment 2010: Our Future, Our Choice." It concentrates on 4 priority areas: climate change; nature and biodiversity; environment and health; and natural resources and waste. Further, seven thematic strategies are developed for tackling particular complex environmental issues and determining the priorities for the Community: soil protection; protection and conservation of the marine environment; sustainable use of pesticides; air pollution; urban environment; sustainable use and management of resources; waste recycling. 

These priorities and strategies are core elements of the EU environmental policies that naturally have different effects on the spatial development. The 6th Environmental Action Programme (EAP) states that the integration of environmental objectives into the early phases of the different sectoral policy processes is required as well as an ability to assess and make informed decisions over a much longer time horizon. In this context, land use planning and management decisions are understood as a sectoral policy among others. All in all, the territorial dimension of environmental policy is obvious here.

Environmental policy is almost the opposite of CAP in that it is territorial by nature, though the territorial dimension varies by policy theme. ESPON 2.4.2 (2006h) provides the following Table with a qualitative statement concerning this territorial relevance. The “territorial relevance” and “explicit spatial planning dimension” can be described by the following criteria: 

· a territorial relevance of an EU environmental policy exists whenever its implementation has a territorial dimension or in other words the policy is addressed differently with respect to different spatial areas (e.g. certain objectives for protected areas in context of Natura 2000 and others for buffer zones);

· an explicit spatial planning dimension exists whenever the implementation of an environmental policy might lead to either a conflict, duplication or to coherence with spatial development goals and/or spatial planning policies (this distinction is rather academic but it is mentioned here for analytical reasons) and might influence finally in so doing spatial structures. 

The recent Mid-Term Review of the 6th EAP (European Commission, April 2007) pointed to slow progress in many of the priority areas, such as biodiversity loss, soil degradation, pollution, and natural resource depletion. The conclusion was that the EU was far from reaching its goal of decoupling economic growth from negative impacts of resource use. Among options considered, the decision was to keep the 6th EAP as the framework, but to focus on “enhanced international cooperation, improved integration of policies, a strengthening of Better Regulation principles when developing new legislation, and improved implementation and information”.
Table 8.2  Overview of environmental themes that are part of the EU environmental policies and their spatial relevance (++:strong;  +:moderate; 0:low)
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Source: ESPON 2.4.2, 2006h Final Report, page 19.

8.1.1.5  Coordination of regional, rural and agricultural policies

The programme-based system for the Structural Funds offers the possibility of designing integrated development plans which involve all those engaged at local level in a representative and transparent partnership.

Regarding formal coordination mechanisms associated with EU programs, the principal one is “demarcation”, which involves distinguishing between investments made with the EARDF and the Structural Funds. The process is that the Member State indicates in its programme what operations are supported by each Fund. In general, small-scale infrastructure, small-capacity accommodation, and ad hoc training courses linked to projects, may be supported by the EAFRD, while larger investments are better placed with the Structural Funds.

However, in order to realize the synergistic potentials of the EU agricultural and  structural, as well as transport and other policies, it is necessary for national governments to initiate mechanisms that regional and local authorities can use to coordinate programmes, projects and resources from all the various sources for development of the territory.  For example, if agro-tourism project is being funded out of Axis 3 of the CAP Pillar 2, local and regional and even national transport and communication facilities may be necessary for the business to be viable. Conversely, transport projects that are planned in or through a specific territory can facilitate the development of agro-tourism development in that territory. Without extensive communication and coordination, opportunities may be missed and investments will underperform or even fail.

8.2 Relevance to TERA

A study by the ESPON project [ESPON 2.1.3, (2006d)] concludes that, while CAP measures may have differential impacts in different regions, the programs are by definition largely non-territorial in nature although a territorial aspect can be seen in the increased share of budget being devoted to the Convergence regions.

It is clear that Structural Funds by their very nature are territorial and are heavily targeted to regions with incomes below 75 percent of the EU average. However, the question remains as to their significance in peripheral rural areas and how they take account of the territorial economic factors which influence the creation, development and survival of enterprises in these areas. Since Structural Funds are for urban as well as rural territories, how much potential impact would they have on these rural territories? One notable difference between SF and CAP Pillar 2 measures is that the former are primarily directed toward the public sector and provision of infrastructure that enhances the general business environment, while the latter are primarily directed toward investment or land management by individual farmers or entrepreneurs. Both have a small component of the other form of investment support (e.g. Axis 3 of Pillar 2 supports “village renewal and basic services”) and both are necessary elements of rural economic growth, but these differences in emphasis are another reason for coordination that exploits the synergies of the differing measures.

Transport policies are also territorial by nature. The Community contributes to the establishment of the trans-European networks in the areas of transport, telecommunications and energy supply. Because these have direct repercussions on the use of space, they also help build up the internal market and strengthen economic and social cohesion by improving links between central areas and island, land-locked and peripheral areas. Mainly through distance working and training, telecommunications networks help overcome geographical handicaps. In the energy sector (gas, electricity), the territorial impact concerns the effects on land use and changes in consumption patterns.

The territorial dimension of environmental policy is clear, which is why environmental impact studies are required before major investment projects are carried out. The territorial impact of environmental policy also concerns the definition of protected areas (the "Natura 2000" network) for fauna and flora, a reduction in the use of harmful substances (nitrates) in agriculture, regulating waste treatment, limiting atmospheric and noise pollution and promoting renewable energy (wind energy). 

As a first conclusion, it is worthwhile noticing that those measures which are territorial – though in a broad sense – at the EU level, such as Less Favoured Areas, cannot be substantially changed at the national level (except as to their geographical boundaries), but many of those which are not territorial at the EU level can be given a territorial dimension when implemented at the national level.
8.3 Country-Policies

In this section, we present the evaluations of the effectiveness of policies conducted in the six TERA study areas. Each partner has made an accurate review of the national and local policies existing in their own countries and wrote a wide report [see N. Melloni (2007); Thomson K. (2007); Kola J. and L. Korpijaakko (2007); E. Balamou et al. (2007); Saktina D. and Z. Mikelsone (2007); Bednarikova Z. et al. (2007)]. The evaluation we present here does not aim at exhaustive presentation; rather, only the most important factors and issues are collected based on the emphases given by partners in their study area-specific reports. Thus, not all the partners are necessarily reported in what follows.

First, policies related to economic performance and migration, agriculture, and tourism are discussed. These are highlighted because of their connection to the territorial factors described above. Finally, aspects of harmonization of policies are considered.

8.3.1 Economic performance and migration

Enterprise development, increases in productivity and in-migration were found to be the key factors in the future development of the TERA study areas. Even though immigration policies are mainly decided at the national or EU level and the economic performance of the regions is closely connected to the national economies, the local authorities have several tools affecting economic development and migration. 

There are both similarities and differences between the TERA regions in terms of their migration policies. For example, the Scottish Government has been encouraging in-migration, whereas in Italy restrictions have been adopted to regulate the inflow of foreign immigrants. In Italy, policy has instead been directed more towards restraining out-migration of the young people from rural areas, for example by promoting programmes for young farmers. 

For the East Highlands, the Objective 3 component of the UK-wide Draft Operational Programme Up skilling intermediate job sector employees was considered by the TERA research team well-targeted. Further the Ex Ante Evaluation of the 2007-2013 Scottish RDP was considered correct to identify “a mismatch of skills to opportunities and therefore a need for training". Moreover, one of the four strategic objectives of the regional development agency, HIE, to “develop skills”, and the 2000-06 development strategy of the Moray Action for Communities LEADER+ LAG that included “additional skills to make better use of existing and new resources” were both considered efficient and well-targeted. In addition, the Inverness area has prospered from various governmental and private sector initiatives, such as the headquarters of the (new) University of the Highlands and Islands Project, the re-location of the Scottish Natural Heritage agency, and the growth of a major biomedical manufacturer. However, a restriction on more general enterprise development in the study region is a lack of business property.  This is because the land use planning system in the UK is extensive and strict. 

North Karelia in Finland has suffered from out-migration and weak economic performance. The policies that have had the most important effects on labour supply have been education policies and social and welfare policies. In addition, subsidies for enterprises have also been important for the economy of the region. EU membership has changed the way the regional policy is implemented, yet the main goals are still the same as they were previously. However, the EU has brought new tools and resources to handle the problems of the regions, and has thus provided more targeted measures for regional development. 

In Archanes/Heraklion, the positive impacts of an increase in population and improvements in participation rates should be associated with programmes and measures aimed at upgrading labour skills, and also with other types of policy measures such as Pillar 2 and LEADER+ measures on economic diversification, Pillar 2 and EAFRD (Regional Fund) measures on quality of life and environmental improvement, and EAFRD measures on tourism. 

In Latvia, the current policies have not been efficient enough to enhance development of the Latgale area. Even though economic growth has recently occurred, the economic situation is still lagging behind compared to the other regions in Latvia. Latvia’s rural development programme (RDP) supported by the national and EU funds has had, overall, positive impacts on Latvia’s development. However, the programme has increased rather than decreased the polarization between the richer central and poorer eastern region such as Latgale: As a whole, the sustainability of rural development in Latvia has remained low. The analysis of various support and investment programs indicated that these programmes have contributed to an increasing capital concentration in central areas of Latvia, while there has been a growth in poverty and a lack of capital in the majority of peripheral areas.

 Even though significant amounts of financial resources have been invested in enterprise development in Bruntal and Ostrava, per-capita GDP has remained low in comparison with the rest of the Czech Republic. In general, the Joint Regional Operational Program (JROP) has represented the most important source of funds for the district Bruntal in the period between 2004 and 2006. The EU Operational Programs (excluding JROP) were at a very low level in the period from 2004 to 2006 in comparison to the national level, especially the OP for Industry and Business. Bruntal also reflects a significant use of the Interreg IIIA program, an initiative supporting cross-border cooperation, in this case with Poland and Slovakia. Compared to the Moravia-Silesian Region and the Czech Republic programs, LEADER+ and LEADER ČR were relatively important in Bruntal. The National Rural Area Regeneration Programme was utilized at a very minimum level in the period 2002- 2006. As far as the social policy is concerned, the Bruntal district was the most successful region in gaining national financial support in the area of social integration announced annually by the Ministry of Labour and Social Affairs. 

8.3.2  Agriculture

Even though agricultural production is clearly different in the six study areas because of, for example, climate and traditions, agricultural policy has generally been regarded as important. 

The Rural Regional Development Plan of the Emilia-Romagna Region is intended to strengthen the existing qualities and capacities of existing agricultural structures such as 1) intensive specialisation; 2) production of high quality; and 3) environmental awareness. The plan is divided into three main axes: a) support for the renewal and the diversification of the strategic productive structures for intensive agriculture; b) promotion of eco-compatible agricultural activities, re-enforcing the environmental value of agriculture; and c) support to local development through integrated interventions, aimed at increasing “typical” agriculture and the organic development of rural areas.

The Scottish team pointed that, even if the local/regional governments have little influence over agricultural policy, they nevertheless have ways and means of lobbying and influencing policy measures. For example, environmental policy, covering land development (e.g. farm buildings), pollution control and the protection and enhancement of landscape and wildlife, has local offices in the study region even though they operate within structured national guidelines. In addition, the Highland Region Council has taken part in ongoing consultations over the CAP “Health Check” and the reform of the Less Favoured Areas scheme. It has also attired to maximize spending under the Scottish Rural Development Programme (SRDP) by encouraging rural entrepreneurs and social groups to put forward proposals under the various Axes of the SRDP. 

Agriculture in Finland is highly dependent on policy and farm subsidies. Agricultural policy has had significant influence on the structure of the rural areas; for example rural areas would have become depopulated much faster, if there had not been agricultural subsidies. Environmental policies, partly included in LFA support, are important elements of agricultural policy in North Karelia. Both the Greek and Italian TERA teams stressed that farm investment plans and the young farmers' schemes have proved to be successful measures. This holds true in the case of North Karelia as well.

In Latvia, the main support measures for farms are SAP and LFA payments. Generally, even if a large number of beneficiaries receive payments and compensation, the total amount of funds (including grant schemes) obtained in Latgale is the smallest of all regions in Latvia. In addition, not all the support instruments offered by government have been used. Agriculture has positive spill-over effects in Latvia, since in rural areas the social tension is diminished by agricultural policy measures, especially area payments, which to a great extent can be characterized as a social benefit to land-owners. 

8.3.3 Tourism

Tourism has been identified as an important future industry in all the study areas, and various policy measures have been implemented in each area to support it.

The local government of Basso Ferrarese has tried to develop a new kind of tourism based not only on the traditional sea-side market but also on innovative and more flexible tourist attractions. In particular, investments have been made to enhance eco-tourism in the countryside, and such a strategy seems to fit particularly well with the needs of the area. 

In Scotland, the case study area has responded well to the current national policy “Tourism Framework for Change”, which aims to increasing tourism revenues (as opposed to tourist numbers) in Scotland by 50% in the ten years to 2015. 

The situation in North Karelia, despite several attempts and measures at promoting tourism, has not been as successful. Accordingly, the local interviewees suggested more effective and targeted measures for the area focused especially on marketing and investments.

In Greece, the growth of tourism has had several positive effects on the Archanes area. However, it fosters the integration of the Archanes economy with the rest of the world, which in turn inflicts high economic leakages that policy makers should take into account as tourism-related structural spending is quite significant in this area.

In Bruntal and Ostrava, the development of tourism is supported mainly from the Regional Development of Moravia-Silesian Region Regional Programme. In addition, the State Tourism Subvention Programme was employed significantly in the period between 2000 and 2006. 

8.3.4 Harmonization of policies

Some study areas have a solid coordination of policies while others do not.
In Italy, one of the central points in the development strategy of the Emilia-Romagna Region is the utilisation of “negotiated planning”. The Regional government fixes the priorities and main guidelines of intervention and the local administrations create ad hoc projects in order to implement the programmes. Hence, the strategy is bottom-up, so as to take into consideration the different priorities of each territory, a feature which is particularly important when considering the geographical specificity of the Basso Ferrarese. In fact, while all the other “disadvantaged zones” in the Region (and all the ones that benefited of structural funds) belong to the Appennini – the mountains in the West and South parts of the Region – the Basso Ferrarese is the only plain zone (actually, the Po Plain zone) with problems of economic development and, as such, required ad hoc intervention. 

In contrast, the Finnish team remarked that sectoral policies are to a large extent separated from regional and rural policies. Accordingly, deeper integration between all the sectors and regional policy is needed. Horizontal policies would be more effective and efficient than separated sector policies in reaching the development goals, especially when the resources of the regional policies are diminishing.

The Greek team has a different view about the horizontal policies. Despite of the decentralization efforts, development policy in Greece has remained highly centralized and the structural “Operational Programmes” in Greece are largely “horizontal policy oriented”, and do not really include clear and comprehensive policy aims adjusted to local needs. The most successful programmes were considered those that have taken territorial factors into account. These policies were designed through a bottom-up approach and include the Leader Community Initiative, the IRDP, and the local renovations. On the other hand, highly centralized policies such as spatial planning and environmental policies were judged as “poor performers” in Crete. 
In Latvia, the situation appears serious. There is a clear lack of regional support programs specifically designed for the study area.  Instead there is strongly centralised support planning, implementation and decision making with less competence on regional development issues and instruments. Uniformity of the support programs for all regionsleads to competition between regions at different stages of development for the financial support of regional projects. Funds for investment projects are lacking in the study area, because the region’s firms and municipalities are less competitive compared to others; the Latgale area development tends to be chaotically planned and support for different kind of need is provided without sound criteria or clear internal linkages between projects or between measures.

Chapter 9

Policy Implications and Recommendations 

The previous chapters have dealt with the issues of understanding the characteristics of our study areas, of envisaging the effects – through appropriate technical tools – of shocks that might hit them, and of evaluating the existing policies supposedly aimed at leading them on a successful development path. 

In this concluding chapter, we present an overall assessment of our research through a two-step procedure: first, analysing and identifying the policy implications of our results especially taking into account the territorial factors; and, second, providing policy recommendations that would lead to a more targeted and effective development policy framework for the remote rural areas in Europe. 

9.1 Main Findings

The territorial factors pertaining to the TERA study areas identify typical rural zones, which are in need of targeted development measures. 

The TERA research team postulates that these territorial factors have not adequately been taken into account when planning, deciding and implementing national and EU development policies. The territorial funds like the Structural Funds (SFs) are a good example: they are for urban as well as rural territories, while we have shown that the two realities react in a substantially different way to external stimuli. An additional concern is the necessity of more coordination between measures that are for different targets but that are both necessary elements of rural economic growth. The TERA research shows how important the development of infrastructure is for the growth of rural areas, but SFs are primarily directed toward the public sector and the provision of infrastructure that enhances the general business environment. Therefore, CAP Pillar 2, which is primarily directed towards investment or land management by individual farmers or entrepreneurs, should be strictly coordinated with the SFs, which does not seem to be the case at the moment.

Moreover, the TERA research teams have identified that in several cases development programs too have not taken territorial factors into serious account, and that there has been insufficient use of the available funds. In the case of the Czech Republic, for instance, the multitude of small and medium-sized communities and their lack of purpose-based cooperation has negatively affected the supervision of common interests. This situation results in low success in obtaining EU funding for structural adjustment. 

Another serious concern is that remote areas do not have enough possibilities to influence the design of the development programs. This political aspect, however, goes beyond our field of research. 

The considerations suggested above can be better articulated at a country level. 

9.1.1 Italy

The empirical results of the Italian research team suggest that the policies to enhance firms’ competitiveness seems appropriate and more urgent than infrastructural projects [see Simola et al. (2008), Partner 1 Report]. In fact, regional and local plans implemented in the context of the structural and cohesion funds (above all, Objective 2) have identified poor technological endowment and low productivity as the main obstacles to industrial development in the Basso Ferrarese. Hence, trade integration via infrastructural development (i.e. transport system) risks suffocating industrial development in the Basso Ferrarese.

As far as infrastructure policy is concerned, one pillar of the regional strategy has been the plan to increase both passengers and goods railroad use. The idea behind this is to shift from highways to railroads rather than simply investing in new physical infrastructures. Such a developmental path has systematically brought excellent results in different contexts, such as in Spain or in France. Furthermore, a less polluted environment is likely to produce considerable positive externalities on the quality of the territory, an important part of the developmental strategy related to tourism enhancement and territorial valorisation. However, the “railroad conversion” seems to be, in reality, more a matter of national planning and strategy, especially in relation to the transportation of goods. A regional system of transport, especially for passengers and in particular commuters, may be feasible, while a system for the transport of goods has to be implemented on a national basis to be effective. Unfortunately, the signals coming from the national authority on this issue seem to be rather discouraging: transport and infrastructure are likely to be at the centre of the political debate for a while, with a precise strategy yet to be developed. 

As far as agricultural policy and CAP reform is concerned, the policy makers have to decide between the increased efficiency of the economy as a whole and the improvement of the manufacturing sector and of the urban zone on the one hand, and the huge decrease in agricultural output and employment on the other. The policy-maker has a typical political economy dilemma to resolve: concentrating heavy losses in one sector to favour overall gains in the whole system. The choice is made harder by the fact that, under the proposed reforms, the costs will be suffered in the first period, while the entire system will require time to adjust.

9.1.2 Scotland (UK)
The findings of the Scottish team confirm that the extent to which territorial factors are taken into account in policies varies by policy area, and relates to the extent of dependence on horizontal measures. Arguably, relative to other rural regions in the UK, the Highlands development agencies, and latterly the devolved Scottish Government, has helped to ensure that the specific needs of the area have been taken into account in policy design and implementation.  However, it is clear that the loss of Objective 1 funding and, more latterly, transitional funding has reduced the extent to which the region can influence policy design [see Simola et al. (2008), Partner 2 Report]. The team also reported that local experts placed a higher emphasis on the importance of transport infrastructure as a territorial factor influencing the potential growth of the region than would have been expected purely on the basis of WP5 findings. The importance of quality of life factors was re-confirmed by the additional analyses through its influence on migratory flows and tourism income.  

Local and regional government for the East Highlands has little influence over agricultural or migration policy, which is in the hands of the EU, UK and Scottish governments. Environmental policy, covering land development (e.g. farm buildings), pollution control and the protection and enhancement of landscape and wildlife, has local offices but operates within structured national (largely Scottish, as well as EU) guidelines. Improvements in transport productivity have very similar effects in both rural and urban parts of the East Highlands, suggesting that there is no need to focus local transport policy differentially between these two parts of the region. Generally speaking, this seems reflected in the stated objectives and criteria for the region’s current transport strategy. 

9.1.3 Finland

The Finnish team reports that local specialists mentioned the fact that territorial differences are not sufficiently taken into consideration when policies are planned. People from the central administration were also aware of the fact that North Karelia and other peripheral regions have characteristics that have influence on how they perform in comparison with other regions. They said, however, that it would be very complicated, if not indeed possible, to plan national policies if all differences between the regions are taken into consideration [see Simola et al. (2008), Partner 3 Report]. The team also ponders the possibility of influencing the design of the policies. This is dependent on the field of the relevant policy. Rural policy is more bottom-up than most other policies and local people can have an influence on its implementation. At the regional level, the choice of which projects are realized is the point of influence. At sub-regional level, the kind of projects that are proposed can make a difference. Projects can be run at a sub-regional level or even by local action groups and villages.

The second topic concerned the main guidelines of the policies which come from the EU and from the national level. Most of the local experts thought that a country could have more freedom on how to implement policies, while interviewees from the central administration said that the EU has very clear and strict rules about the use of the funding, so that even if national-level planners agreed that, for example, roads in North Karelia need more money from regional funds, it could not be done by a national decision. One factor that has a big influence is the fact that decisions can not be made in favour of some local enterprise due to competition legislation. The Finnish research team noted that the planning of strategies and programs is an important area of influence, and that it is an area that some experts felt that they have been participating in quite sucessfully. Even if the possibility of influencing the policies is small, the knowledge that Finland possesses can be used to offer information and tools for the implementation and planning of the policies. 

A fundamental problem is currently materializing. For the new programming period, the changes for North Karelia in regional policy funding were not as big as for the whole country, which lost 25% of the total funding. In the long run, North Karelia will also receive less support from the EU. Even if eastern Finland is getting almost as much money during this programming period as during the previous one, the fact that other parts of country are getting less funding has affected the focus of the programs more towards projects supporting knowledge development.

9.1.4  Greece

The Greek study team reports that structural policies are rather weak in terms of taking territorial factors into account in the process of their design, with the exception of Leader+ and the Integrated Rural Development Programmes (IRDPs). However, these factors enter the policy frame in the context of the implementation of a local development strategy. This is attributed to the local actors’ capacity to implement a coherent and multisectoral strategy [see Simola et al. (2008), Partner 4 Report]. In terms of policy design, the vast majority of the experts argued that territorial factors are not taken into account as most policies are horizontal policies. Respondents also argued that structural policy Operational Programmes in Greece are largely “horizontal” and do not really include clear and comprehensive policy aims adjusted to local needs. Although policies that promote natural capital (environmental protection), physical capital (infrastructure) and investment schemes are mostly designed as horizontal policies without considering territorial factors (due to the centralised administrative system in Greece), social capital in Archanes acts as a strong territorial factor which, through bottom-up programmes and schemes, manages to absorb resources into the area from the horizontally designed (Operational Rural Development programme and Operational Regional development Programme of Crete). 

A minority of respondents argued that local territorial factors have been taken into account in the context of development policy design for Archanes. This task was initiated in the 1990s by the local Municipal Administration, which specified the “tertiarization” (service sector orientation) of the local economy as the main strategic development priority for the area. This strategic priority was pursued through extensive renovations, training of local labour, environmental protection, the utilization of local archaeological sites, the activation of the local population on issues related to cultural heritage, and the establishment of mechanisms which supported private investment (i.e. the Development Agency). Further, they argued that despite the EU guidelines, very limited consultation takes place in the context of structural programme design. They were especially critical of the process followed in the context of CSF IV (2007-2013), in the context of which local institutions were only “informed” of central decisions associated with structural development policy. They suggest that the CAP policies which to date do not seem to take territorial factors into account in their design (e.g. farm investment plans, young farmers) should be strictly linked towards primary activities which are competitive and products which command a relatively high price in the market.  

9.1.5 Latvia

According to the Latvian research team, Latvia’s regional development program (RDP) supported by the national and EU funds has had a positive impact on the country’s development. However, the assessment studies of support absorption have found that the program implementation has increased rather than reduced the polarization between the richer central part of the country and the poorer eastern region (Latgale), and as a whole, the sustainability of rural development in Latvia has remained low. The analysis of various support and investment programs indicated that these programs contributed to an increasing capital concentration in central areas of Latvia, while there was growth of poverty and lack of capital in the majority of peripheral areas. While this type of economic polarization may be a natural result of the advantages of location, size, and influence of the central areas, it is not consistent with stated rural development policy that these advantages should be enhanced by Government policy [see Simola et al. (2008), Partner 5 Report]. The research team notes that the policy implementation and planning are strongly centralized, and that the regional governments do not have big influence in support programs planning process.  

Support for infrastructure measures is allocated for certain state-scale projects in the Latgale region for development of certain sections of the transport corridor, but support from other measures is allocated under a tender procedure for projects, subject to conditions and quality of measures. There is only one measure in which support is allocated for SMEs in less developed areas, which is a continuation of the national program “Support for specially supported territories”. The investment measures are not intensively used by entrepreneurs in the region, because projects were less competitive in the assessment process and also because of the lack of co-financing. Even the state guarantees are not used. In the remaining RDP measures, additional criteria are unfortunately not integrated, support rates increased, except the measure “Modernization of agricultural holdings”, or used other instruments, so that  beneficiaries of support from socially and economically less developed territories could get comparably higher advantages for investments in the region. Developers of policy at the national level could change the mechanism of implementation of measures, by including additional criteria, conditions and approach, to help the measures succeed. However, experience shows that significant changes occur rarely. For LEADER+ support, six LAG partnerships have been established in the Latgale region. 
9.1.6 Czech Republic
The research team of Czech Republic [see Simola et al. (2008), Partner 6 Report] sees problems in the use of the available development funds. They note that, despite the fact that the level of education in workforce is an important territorial factor, the operational, national and regional programmes aimed at supporting education are not sufficiently used. The same observation applies to business development. The fact that small and medium-sized business have insufficient capital and investment funds and that the client’s credibility is often low, is be reflected in the low rate of utilization and drawing of supports from national programs. There have also been physical restrictions. Due to the fact that no highway or significant traffic lines lead through the territory of Bruntal, the area could neither draw funds for infrastructure development from the Cohesion Fund nor the OP Infrastructure. The situation has been better for tourism. The team reports that the development of tourism is supported especially from the Regional Development of Moravia-Silesian Region Regional Programme. Also, the State Tourism Subvention Programme was employed significantly in the evaluated period between 2000 and 2006. 

9.2 Policy Recommendations

· Labour supply and migration
All research teams agree that increasing labour, and particularly skilled labour, is a key factor in removing rural-urban differences in welfare and in stabilizing population and net migration. Problems in the quantity and quality of labour are seen as the root of many other problems of a small and remote rural area. TERA teams strongly agree that support of education, increasing qualifications, re-qualification and training should be used to encourage in-migration and to stabilize primarily the skilled labour force. Labour policy efforts should also point at seeking to retain and support those workers able and willing to upgrade the quality of their economic contribution.

· Agricultural policy

All research teams understand that modernisation of the economy is inevitable. The current farm structure should not be uncritically defended, e.g. by opposition to changes in the CAP, and, on the contrary, the new elements in the development of rural economy organization - such as small-scale specialist and “hobby” and contract farming - should be appraised for their potential contribution to local incomes and the environment. The common finding is that moving to a new agricultural policy should be a process of small steps. Many social costs related for instance to net out-migration from rural areas to urban ones could be lowered. The best agricultural policy reform would be to encourage incremental changes, such as partial decoupling, because they have smaller effects on efficiency, which are also combined with much smaller losses in the rural sector. Measures that primarily aim at an income transfer should be distributed equitably, and should generate as low distortions as possible. Greater focus on “soft” rural development would offer farming households a wider range of incomes based on higher-quality skills. Farms should relate the diversification of agricultural activities to other close-by activities such as rural tourism and its services, though demand pressures coming from this expansion of alternative uses (residential and tourism) might also have significant negative impacts on rural welfare. 

· Regional trade
Trade integration with regional trading partners might be an important element leading to strengthening the economy of the rural area. Structural problems in competitiveness are however present, such as the long supply chain and high financial intermediation costs. It is also important to consider carefully overall impacts when choosing target industries or activities for development assistance, because the sectoral mix of domestic and export-based activities are area-specific and compete for the same resources such as labour. 

· Transportation and infrastructure
All TERA research teams comment that transportation and trade infrastructures are important factors in retaining the population and in broadening the enterprise and employment base. Thus, spatial policy design and implementation, mainly in spatial planning of land uses, should be emphasised. Public investments directed to transportation infrastructure so as to decrease the negative effects of remoteness and high transaction costs are strongly suggested.

Transport also plays an important role in attracting alternative sources of employment in rural areas, which are in general less affluent than more central regions. Transport’s role in promoting the internal market is also significant in its relationship with increasing the efficiency of the agricultural sector. 

More important, however, is the role of transport in sustaining and promoting the economy and society of rural regions, both as a complement to agriculture and as the means by which rural regions, and particularly remote rural regions and mountainous regions, can attract alternative sources of employment. A policy based solely on reducing transport costs does carry risks that remote rural regions are insufficiently competitive to be able to withstand competition from more central regions when transport costs are reduced. Furthermore lower transport costs may encourage continuing out-migration of the potential labour force. The implication is that improved transport which reduces access costs works both ways. While it improves access and opportunity for rural economies, it also increases competition by reducing the prices of competing goods and services from the larger and more competitive regions external to remote rural areas.

· Tourism
Rural areas offer suitable conditions for tourism development, recreation and sports, but this potential is not greatly utilized, primarily as a consequence of the low quality of services and the transport infrastructure. The TERA research teams share the common view that a great attention should be given to rural tourism development potential. Support is needed for instance in co-operation among the firms, marketing and joint investments. Clearly, policy design needs to take into account the competition for resources and other links between the sectors in rural areas where the economic base is narrow, in order to avoid the presence of undesirable negative effect, of the “Dutch disease” type. 

· Harmonization of policy

The TERA teams stress the need for further strengthening of the design and implementation of policies and programmes using a bottom-up approach. All the measures should be coordinated in order to enhance their impacts and should strictly focus on special characteristics of the areas, paying full attention to their comparative advantage. Above all, where the social capital is high, like in the rural communities, policy implementation becomes effective if harmonized with the local formal or informal development strategy.

9.3 Concluding Remarks

The tasks of the TERA project – illustrated in the Introduction to this Final Report - have been implemented by taking into account the results from both quantitative modelling simulations and qualitative descriptive assessments, including assessments of the role and significance of territorial factors in the past, present and future policies in the study regions. Thus, we were able to evaluate the effectiveness of the current development policy frameworks, and to provide some recommendations for future policies. There are some nuances and variability in the suggestions of the research teams, often due to specific differences between the study areas. Yet, it is evident that there is a clear, common opinion about the overall picture for the future rural development activities and policies. 

Chapter 6 illustrated the detailed analysis of the results coming from the first “common” set of simulations run on the three TERA models (CGE, NEG and New-NEG).  Chapter 7 provided further results obtained through additional simulations on some area-specific CGE models and qualitative pieces of research. The three models of TERA have different theoretical basis and nature, though use very similar, if not overlapping, sets of data.  Notwithstanding the differences, the main results are similar, thus giving to the TERA outcomes more reliability and strength. Chapters 6 and 7 present details of the array of interesting differences between the TERA study areas.  Here we just point out some of the “core” messages from the wide spectrum of results.
The results tell us that some common assumptions do not hold: a worsening of relative prices (the area terms of trade) and reductions in agricultural support have less effects than expected;  it is not the transport-cost in itself that matters for development; the population growth is not necessarily a good thing; wider integration is not positive by definition.

On the contrary, migration into remote rural areas only helps their development if their relative size is not so different from that of their adjacent urban areas; greater exchange with the neighbours is only growth-promoting if the rural areas have unexploited potential competitiveness to be realised; in any case, gains from further integration vary substantially across sectors and, therefore, in order to maximize the return on public spending it would be desirable to promote sector-specific integration policies. Where there is a poor structural competitiveness, innovation and research are more likely to pay than boosting economic integration; even in the transport sector, which is crucial, it is the increase in productivity which benefits all areas. 

Above everything, the research has highlighted the importance of investment in training, technological knowledge and skills in remote regions of the European continent. We hope that our research would help policy makers in better targeting their efforts towards developing rural parts of Europe.
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· WP3: Model Design
 
Deliverable No. 4:  Design of CGE Model
Additional Deliverable No. 4/a:  Modelling Agriculture, Tourism and Policy in a CGE Environment 

Deliverable No. 5:  Design of NEG Models (What is NEG? The basic framework and two theoretical extensions for the TERA Project)
 
Additional Deliverable No. 5/a:  No Taxation Without… Infrastructure
 
Additional Deliverable No. 5/b: To Migrate or to Commute?
· WP4: Collection of Model Information 
 
Deliverable No. 6: Information Collection for Individual CGE Models
 
Deliverable No. 6: Information Collection for Individual CGE Models –

   
 
                           National Reports
 
Deliverable No. 7: Information Collection for Individual NEG Models 

Deliverable No. 7: Information Collection for Individual NEG Models – 
  
National reports 
· WP5: Model Calibration, Analysis and Results 

 Deliverable No. 8:  Application and Results of Individual CGE Analysis 
 Deliverable No. 9: 
Application and Results of CGE Analysis (Comparative Analysis)
 Deliverable No. 9: 
Application and Results of CGE Analysis (Comparative Analysis) -   Executive summary
 Deliverable No. 10: Application and Results of Individual NEG Analysis 
 Deliverable No. 11: Application and Results of NEG Analysis (Comparative    Analysis)
 Additional Deliverable  -   Productivity and Firm Selection: an Application to Regional Trade within the TERA Project
· WP6: Relevance of Structural Development Policies

 Deliverable No. 12:  Relevance of Structural Policies and Territorial Factors (Study Area Specific) 

 Deliverable No. 13:  Relevance of Structural Policies and Territorial Factors (Comparative Analysis)
· WP7: Policy Implications and Recommendations

 Deliverable No. 14: 
Policy-Implications and Recommendations (Study Area Specific)

 Deliverable No. 15: 
Policy Implications and Recommendations (Comparative Analysis)
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